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Message From The Conference Chair 

Dear SAIP 2017 delegate, 

The physics department at Stellenbosch University would like to extend a 
hearty welcome to you, in the hope that the conference program will live up to 
your expectations. We trust that the academic program will be enlightening, 
and that the social program will be conducive to network-building and making 
good friends. 

The Physics Department at Stellenbosch was founded in 1903 and has a proud 
tradition of contributing to the South African Institute of Physics and its 
activities. We have the pleasure of hosting the SAIP annual conference again as 
we have done successfully in the past. As a physics department we focus on 
theoretical physics, nuclear physics and photonics. We acknowledge the 
assistance and contribution of our collaborators from iThemba LABS, the CSIR 
National Laser Centre and the National Institute for Theoretical Physics to the 
activities of our department and, particularly, their support for this conference. 
We thank the plenary speakers who accepted the invitation and have travelled 
to address the 2017 Annual Conference of the SAIP, and we thank the various 
sponsors who have made their participation possible. In hosting this conference 
we embrace the opportunity to facilitate engagement of all the various 
disciplines in physics participating at the conference. We hope to serve the 
broader physics community to develop its identity as a professional institute, 
representing all physicists. 

We trust that the workshops will have a positive effect on our younger 
researchers, and that the plenary presentations will broaden our horizons. Last, 
but not least, it is our wish that you also enjoy the social activities offered 
during the week and that you leave Stellenbosch inspired and refreshed. 

Prof. EG Rohwer
Head of Physics Department
Chair of the LOC 
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Message from the Editor 

It took me a while to consider the request by Prof Deena Naidoo to become the Editor of the 
SAIP 2017 Conference Proceedings.  However, the more I thought about it, the more it made 
sense: I am retired, one person will deal with all aspects and will coordinate the process and so 
on.  In my mind’s eye I saw delivery of the Proceedings on the expected date, i.e. before the 
next conference.  “After all” (I thought) what could go wrong?” (with apology to the insurance 
company advertisement on TV).   

The production of a journal or a proceedings involves a large number of people: the editorial 
committee, authors submitting articles, two reviewers for each article and finally the editor.  If 
any of the cogs in this “machine” fails, the whole process slows down and is being delayed. 
Non the less, the review process cannot be hurried along, as eventually the SAIP expects a 
Proceedings of a standard comparable to that of international journals.  We therefore are hugely 
indebted to the Content Reviewers for their time and due diligence in the review process. 

A total of 116 articles were received.  Rejection of articles were due to not complying with the 
required layout, scientific value or not addressing the concerns and suggested corrections of 
the Reviewers.  This was done with the goal of ensuring maintenance of a standard comparable 
to that of international journals.  

I appeal to all students, supervisors and promoters to take much more care in future upon 
submission of articles to be considered for publication in the Conference Proceedings, to take 
a greater responsibility in ensuring that articles adhere to the required Layout, and to ensure 
that articles are proofread before submission to cut down on grammatical and typographical 
errors.  All this will speed up the editorial process, and ensure that the Proceedings can be 
published timeously. 

I wish to SINCERELY thank the following persons for their help and assistance: 

• The Editorial Committee under the leadership of Prof Deena Naidoo
• Tebogo Mokhine, whose IT skills carried the day – without him I would have thrown 

in the towel long ago!
• Mr Brian Masara, CEO of SAIP and John Basco Habarulema, Council member for 

SAIP Conference matters
• Division Chairs for identifying reviewers, especially those who stepping up to help at 

the end.
• All content reviewers who participated and who helped to keep the standard of accepted 

articles of a high standard.
• Dr. Roelf Botha for managing the proceedings compilation and online publishing.

Prof. Japie Engelbrecht
Editor: SAIP 2017 Conference Proceedings 
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Investigation of Thermoelectric Properties of

CH3NH3PbI3: Density Functional Theory and

Boltzmann Transport Calculations

Ibrahim Omer Abdallah1,2, Daniel P Joubert1, and Mohammed S H
Suleiman1,3

1 The National Institute for Theoretical Physics, School of Physics and Mandelstam Institute
for Theoretical Physics, University of the Witwatersrand, Johannesburg, Wits 2050, South
Africa.
2 Department of Scientific Laboratories, Sudan University of Science and Technology,
Khartoum, Sudan.
3 Department of Basic Sciences, Imam Abdulrahman Bin Faisal University, P. O. Box 1982,
Dammam, KSA.

E-mail: ibraphysics@gmail.com

Abstract. Mixed organometal perovskite CH3NH3PbI3 has recently emerged as a promising
candidate for low cost, high-efficiency solar cells. The materials' thermoelectric properties which
are key to the solar thermoelectric applications have not been investigated extensively. In this
paper, the thermoelectric properties of organic-inorganic halide perovskite CH3NH3PbI3 were
studied by solving the semiclassical Boltzmann transport equation on top of density functional
theory (DFT) calculations using maximally-localised Wannier functions (MLWFs). Electronic
transport properties were evaluated within the constant relaxation time approximation at
different temperatures: 50 K, 100 K and 150 K. The Seebeck coefficient (S), electrical
conductivity (σ), electronic thermal conductivity (κe), power factor (S2σ) and figure of merit
(ZT ) as function of chemical potential are analysed. The maximal figure of merit is found to
be 0.06 and 0.122 at 100 K and 150 K, respectively.

1. Introduction
Organic-inorganic perovskites ABI3 (A = CH3NH3 or NH2CHNH2; B = Sn, Pb), have been
specified as light harvesting materials [1]. In addition, they were treated as new thermoelectric
materials with a large Seebeck coefficient and low thermal conductivity [2, 3], implying that
these materials might be potential candidates for thermoelectric applications [4]. The efficiency
of thermoelectric devices is characterized by a dimensionless figure of merit ZT 1 = S2σT/κ,
where S, σ, T and κ are Seebeck coefficient, electrical conductivity, temperature and total
thermal conductivity, respectively [6]. Both phonons and electrons are heat carriers, therefore
the total thermal conductivity has two contributions, the lattice thermal conductivity component
κl and the electronic thermal conductivity component κe. Thermoelectric materials with a large
thermoelectric figure of merit can convert heat to electricity via the Seebeck effect. To have a

1 ”The expressions for figure of merit , Z and ZT , are used interchangeably in the field of TE. Z is the figure of
merit with units of 1/K (1/T), and ZT is the standard notation for the dimensionless figure of merit” [5].
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large figure of merit one needs a large power factor S2σ and low thermal conductivity κ. In the
present work, we studied the thermoelectric properties of the CH3NH3PbI3 in an orthorhombic
system from a combination of semiclassical Boltzmann transport equation and density functional
theory calculations using maximally-localised Wannier functions (MLWFs). CH3NH3PbI3 is
orthorhombic at low temperature (space group Pnma, 62), with the unit cell shown in Figure
1. Section 2 describes the methodology used in the investigation. Section 3 presents the results
and discussion. Finally, we shall give our conclusion in section 4.

Figure 1. (Color online) The crystal structure of orthorhombic CH3NH3PbI3 (left) and its
corresponding Brillouin zone (right). Filled red circles are the high symmetry points, while the
red bold lines indicate segments of the high symmetry path (Γ −X − S − Y − Γ).

2. Methodology
In this work, the investigation of the electronic structure properties was performed using the
Vienna Ab-initio Simulation Package (VASP) [7, 8] based on Density Functional Theory (DFT)
[9, 10]. The Projector-Augmented Wave (PAW) [11] method was employed to treat electron-ion
interactions. To describe the electrons' exchange and correlation effects, we used the Generalized
Gradient Approximation (GGA) as parametrized and revised by Perdew, Burke and Ernzerhof
(PBEsol) [12]. 4× 4× 2 Monkhorst-Pack meshes were used in sampling the Brillouin zone with
an energy cut-off of 520 eV. The atomic positions were fully optimized until all components of
the forces were less than 1 meV/atom.

The thermoelectric and electronic transport properties were calculated by solving the
semiclassical Boltzmann transport equations in the constant relaxation-time approximation
(here τ = 10−14 s ) as implemented in the BoltzWann code [13]. The code uses a maximally-
localized Wannier functions (MLWFs) [14] basis set to interpolate the bandstructure obtained
from the above-mentioned DFT calculations. After using 6× 4× 4 k-points for the construction
of the MLWFs, a 40×40×40 was utilized to calculate the electronic transport properties such as
Seebeck coefficient S, electrical conductivity σ, electronic thermal conductivity κe and the power
factor S2σ. The computation of MLWFs has been performed within WANNIER90 package [15].

3. Results and discussion
3.1. Bandstructure and density of states
The bandstructure of the structurally optimized CH3NH3PbI3 was calculated along the high
symmetry points of the Brillouin zone (BZ) using the generalized gradient approximation (GGA)
for solids (PBEsol). The calculated electronic bandstructure of CH3NH3PbI3 is shown in Figure
2, together with total (TDOS) and projected (PDOS) density of states. Both the valence band
maximum (VBM) and conduction band minimum (CBM) were found to be located at the Γ point
of the Brillouin zone (BZ), hence the investigated material has a direct band-gap semiconductor
character at the gamma Γ point. The calculated band gap according to PBEsol without including
spin orbit coupling was found to be 1.57 eV in good agreement with the experimental result of
1.61 eV [16] and with other theoretical predictions [17, 18, 19]. Density of states around the
fundamental band gap show that, only iodine I and lead Pb contribute to the DOS.
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Figure 2. (Color online) DFT calculated electronic structure for CH3NH3PbI3: (a) band
structure; (b) CH3NH+

3 (TDOS); (c) total density of states (TDOS), (d) partial density of
states (PDOS) (arb. units) using PBEsol.

3.2. Thermoelectric properties
The calculated properties are plotted in Figures 3-7 as functions of the chemical potential µ at
temperatures: 50 K, 100 K and 150 K.

The Seebeck coefficient S, is defined as the ratio of the electric field to the temperature
gradient when the electrical current is zero. The calculated Seebeck coefficients as a function of
chemical potential µ at different temperatures are presented in Figure 3. It is clear that Seebeck
coefficient of CH3NH3PbI3 has positive values at chemical potential µ = 0, indicating that it
is a p-type semiconductor. In the z-direction the maximum values of the Seebeck coefficient S
almost remained constant from 50 to 150 K.
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Figure 3. (Color online) Variation of Seebeck coefficient with respect to chemical potential at
different temperatures in the (a) x-direction, (b) y-direction, and (c) z-direction.

The calculated electrical conductivity σ as a function of chemical potential at different
temperatures are presented in Figure 4. Electrical conductivity was found to be almost
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Figure 4. (Color online) Variation of electrical conductivity with respect to chemical potential
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temperature independent in the considered temperature range. This trend was observed in SnSe
[20] and ScRhTe [21]. In general, the value of electrical conductivity increases with increase in
absolute value of the chemical potential at all temperatures with the highest value 4.58×106

Ω−1m−1 in the z-direction at chemical potential 2.84 eV.
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Figure 5. (Color online) Electronic thermal conductivity as a function of chemical potential at
different temperatures in the (a) x-direction, (b) y-direction, and (c) z-direction.

The electronic thermal conductivity κe as a function of chemical potential at different
temperatures are plotted in Figure 5. At chemical potential 2.84 eV the maxima of the electronic
thermal conductivity in z-direction increases from 5.8 Wm−1K−1 at 50 K to 17.3 Wm−1K−1 at
150 K.

The power factor S2σ as a function of chemical potential at different temperatures is shown
in Figure 6. At chemical potential 1.96 eV, the maximum calculated value of the power factor
was found to be 0.00042 Wm−1K−2 and 0.00072 Wm−1K−2 in z-direction at 100 K and 150 K,
respectively.
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Figure 7. (Color online) Calculated figure of merit as a function of chemical potential at
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Using the calculated transport coefficients, and the calculated lattice thermal conductivities
KL from Ref. [22], the figure of merit as a function of chemical potential at low temperatures
along x-, y- and z-directions is obtained as shown in Figure 7. We can see that the values of
ZT increase with increasing temperature. The maxima of the ZT in the z-direction increases
from 0.06 at 100 K to 0.122 at 150 K.

From the presented figures, it is evident that the obtained Seebeck coefficient (Figure 3) and
figure of merit (Figure 7) are nearly isotropic; while the electrical conductivity (Figure 4), the
electronic thermal conductivity (Figure 5), and the power factor (Figure 6) are highly anisotropic
with their optimal values in the z-direction.

4. Conclusion
We have carried out a detailed theoretical study of the thermoelectric properties of CH3NH3PbI3
in an orthorhombic system for the first time based on density functional theory combined
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with the Boltzmann transport theory within the constant relaxation time approximation as
implemented in BoltzWann code. Based on the results, we show that the optimum ZT values
of the orthorhombic CH3NH3PbI3 was found to be 0.06 at 100 K and 0.122 at 150 K in the z
direction.
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Abstract. Hybrid halide perovskites have recently emerged as new materials for solar cell
applications leading to a new class of hybrid semiconductor photovoltaic cells, with very
recent results demonstrating a 20.1% efficiency. Here, we investigate the structural stability,
elastic constants, vibrational properties and lattice thermal conductivity of the orthorhombic
CH3NH3PbI3 using first-principles density functional theory calculations. The relaxed system
is dynamically stable, while the equilibrium elastic constants satisfy all the mechanical stability
criteria for orthorhombic crystals, showing stability against the influence of external forces. The
non-isotropic lattice thermal conductivity of CH3NH3PbI3 was calculated with the single-mode
relaxation-time approximation and a full solution of the linearized phonon Boltzmann equation
from first-principles anharmonic lattice dynamics calculations. Our results show that lattice
thermal conductivity is anisotropic, and the calculated lattice thermal conductivity at 150 K
was found to be 0.189, 0.138, and 0.530 Wm−1K−1 in the directions x, y and z, respectively

1. Introduction
Hybrid organic-inorganic perovskites have recently attracted strong interest as photo absorbers
in solar cells, due to their high absorption coefficient, high carrier mobility, long diffusion
lengths and ease of fabrication [1, 2]. Methyl ammonium lead iodide CH3NH3PbI3 is one
of the most relevant for photovoltaic applications in the perovskite family. Depending on
temperature and on atomic sizes of the chemical constituents, perovskites can possess cubic,
tetragonal or orthorhombic structural phases. For temperatures below 160 K, the CH3NH3PbI3
perovskite structure presents an orthorhombic crystal symmetry with space group Pnma (62)
[3]. Brevio F. et al., [4] and Feng [5] have identified the lattice dynamics, vibrational spectra
and the mechanical properties of the cubic, tetragonal and orthorhombic phases. However, to
the best of our knowledge, the vibrational and elastic properties of CH3NH3PbI3 have not been
investigated extensively. The theoretical study using density functional theory (DFT) by Xin
Qian et al. [6] found a very low thermal conductivity (0.59 W/mK) for the tetragonal phase at
room temperature, and higher thermal conductivity for the pseudocubic phase (1.80 W/mK)
at 330 K. We systematically studied the elastic constants, vibrational properties and lattice
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Figure 1. The crystal structure of the orthorhombic phase.

thermal conductivity of the CH3NH3PbI3 in an orthorhombic system using density functional
theory. The unit cell of the orthorhombic CH3NH3PbI3, space group 62 (Pnma), with the unit
containing 48 atoms is shown in Figure 1. The computational methodology of this study are
elaborated in Section 2. Results and discussions are summarized in Section 3, and conclusions
appear in Section 4.

2. Methodology
In this work, the investigation of the electronic structure properties was performed using the
Vienna Ab-initio Simulation Package (VASP) [7, 8], based on Density Functional Theory (DFT)
[9, 10]. The Projector-Augmented Wave (PAW) [11] method was employed to treat electron-ion
interactions. To describe the electron exchange-correlation, we used the Generalized Gradient
Approximation (GGA) as parameterized by Perdew, Burke and Ernzerhof for solids PBEsol
[12]. 4× 4× 2 Monkhorst-Pack meshes were used in sampling the Brillouin zone with an energy
cut-off of 520 eV. The atomic positions were fully optimized until all components of the forces
were less than 1 meV/atom.

To determine the stability of CH3NH3PbI3 we examine its elastic constants. The elastic
constants can be obtained by calculating the total energy as a function of the appropriate
lattice deformation by first principles calculations. The elastic strain energy density is given by
[13]

U =
∆E

V0
=

1

2

6∑
i

6∑
j

Cijeiej , (1)

where ∆E is the energy difference between the deformed and equilibrium structures; V0 is the
volume of cell; Cij are the elastic constants; ei and ej are strains.

For an orthorhombic system, the nine independent elastic constants are C11,C12, C13, C22,
C23, C33, C44, C55, and C66. In terms of these constants, the Born conditions for mechanical
stability [13] are

C11 > 0; C11C22 > C2
12; C11C22C33 +2 C12C13C23 - C11C

2
23 - C22C

2
13 - C33C

2
12 >0;

C44 > 0; C55 > 0; and C66 > 0.
Bulk elastic properties: bulk modulus BV , Young’s modulus E and shear modulus GV were

calculated from the elastic constants by the Voigt method [14] using the following formulas for
an orthorhombic crystal

BV =
1

9
[c11 + c22 + c33] +

2

9
[c12 + c13 + c23] (2)

GV =
1

15
[c11 + c22 + c33 − c12 − c13 − c23] +

3

5
[c44 + c55 + c66] (3)
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The Young's modulus E, and Poisson's ratio, ν can be given by

E =
9BG

3B +G
(4)

ν =
3B − 2G

2(3B +G)
(5)

Phonon properties were computed using a finite displacement method. Force constants were
computed from a 2 × 2 × 2 supercell expansion and analyzed using the Phonopy code [15] with
VASP as force calculator. For the phonon density of states, the Brillouin zone (BZ) integrations
were performed with 36 × 36 × 36 meshes.

In general the thermal conductivity has two contributions, the electronic thermal conductivity
κe and the lattice thermal conductivity κL. The lattice thermal conductivities were calculated
with the single-mode relaxation-time (SMRT) approximation and linearized phonon Boltzmann
equation as implemented in Phono3py [16]. For the third-order interatomic force constants a
2 × 2 × 2 supercell was built containing 384 atoms, and reciprocal spaces of the supercells were
sampled by 2 × 2 × 2 meshes. To compute lattice thermal conductivity, the reciprocal spaces of
the primitive cells were sampled using 8 × 8 × 8.

3. Results and discussion
3.1. Elastic stability
The mechanical stability for CH3NH3PbI3 orthorhombic crystal was obtained by checking that
all the elastic constants are positive and satisfy the Born conditions for mechanical stability [13].
The computed elastic constants using PBEsol approximations are shown in Table 1. From the
obtained results, one can confirm that the structure is mechanically stable against the influence
of external forces in both approximations. Comparing our results from Table 1, with the values
calculated from other work [5]. The differences in the values presented in Table 1 are due to the
different approximation used.

Table 1. PBEsol calculated independent elastic constants for an orthorhombic system in (GPa)

Method c11 c12 c13 c22 c23 c33 c44 c55 c66

PBEsol 28.37 12.63 11.35 21.00 09.73 37.67 05.37 04.95 11.16

Other [5] 27.8 11.7 17.4 20.5 20.2 24.8 03.0 09.8 06.3

Table 2. Calculated bulk modulus BV , Young's modulus E, shear modulus GV , Poisson's ratio
ν and B/G ratio

Method BV (GPa) E(GPa) GV (GPa) ν B/G

PBEsol 17.16 20.44 7.85 0.30 2.19

Other [5] 18.10 15.00 3.60 0.36 3.30

According to equations (2-5), the bulk modulus B, Young's modulus E, shear modulus G,
Poisson's ratio ν and B/G ratio are presented in Table 2 with other theoretical results [5].
Our results show that the elastic constant C11 is smaller than C33 and larger than C22 for
CH3NH3PbI3, implying the anisotropy of its elasticity.
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.

3.2. Dynamical stability
Figure 2 shows the calculated phonon bandstructure curve of CH3NH3PbI3 in an orthorhombic
system. It can be seen from this figure that all phonon modes are positive in the Brillouin zone
of the structure, therefore, the relaxed system is dynamically stable.
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Figure 3. (Color online) Lattice thermal conductivity of CH3NH3PbI3 as a function of
temperature along x−, y− and z− axes.
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3.3. Lattice thermal conductivity
The lattice thermal conductivity κL is very important which as it significantly affects
thermoelectric material performance. Figure 3 shows the temperature-dependent lattice thermal
conductivity κL of CH3NH3PbI3 along x−, y− and z− directions. the calculated lattice thermal
conductivities are found to be very low and anisotropic. For example, the calculated κL at 150
K a long x−, y− and z− directions are 0.189, 0.138, and 0.530 Wm−1K−1, respectively. As
temperature increases to room temperature kL reduces to 0.134, 0.083, and 0.43 Wm−1K−1 a
long x, y and z− directions, respectively. The obtained value on z direction is significantly larger
than those values on the x− and y− directions. Table 3 shows the calculated lattice thermal
conductivity for CH3NH3PbI3 in an orthorhombic phase between 50 K and 150 K in the x−,
y− and z−directions with the corresponding average values. At 150 K, the ratios κL(z)/κL(y)
= 3.84 and κL(z)/κL(x) = 2.80, indicate high anisotropic behavior of the structure.

Table 3. The calculated lattice thermal conductivity (Wm−1K−1) in the x−, y− and z-
directions with the corresponding average values.

T (K) κL(a) κL(b) κL(c) κL(avg)

50 0.294 0.290 0.522 0.340
100 0.206 0.178 0.475 0.286
150 0.189 0.138 0.530 0.286

4. Conclusion
The structural stability, elastic constants, vibrational properties and lattice thermal conductivity
of the orthorhombic CH3NH3PbI3 have been calculated using a generalized gradient
approximation as parametrized by Perdew, Burke and Ernzerhof PBEsol. The relaxed system
is dynamically stable, and the equilibrium elastic constants satisfy all the mechanical stability
criteria for an orthorhombic crystal, showing stability against the influence of external force.
The calculated lattice thermal conductivity at 150 K was found to be 0.189, 0.138, and 0.530
Wm−1K−1 in the directions along x−, y− and z− axes, respectively. Our results confirmed the
very low thermal conductivity.
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Abstract. Cu(111) and Cu(100) were thermally doped with the same concentrations of Sn 
(0.14 at%) and Sb (0.12 at%) in both crystals. Auger electron spectroscopy was used to 
measure the segregation profiles. The segregation parameters of Sn and Sb were extracted by 
comparing simulated profiles with the experimental data. The segregation profiles in the two 
crystals were compared and it was found that the profiles of both Sn and Sb in Cu(111) shifts 
to lower temperatures than those in Cu(100) samples. The quantified segregation parameters 
were used to explain the shift. It is argued that changes in the pre-exponential diffusion factors, 
rather than the activation energies, were the main contributing parameter.   

1. Introduction 
It has become known from binary alloy studies that an impurity that has lower surface energy, larger 
atomic size as well as having attractive inter-atomic interaction with the host element, will segregate to 
the grain boundaries or surfaces towards total energy minimization of the alloy [1,2]. 

Impurity segregation to the grain boundaries of alloys could cause these alloys to become brittle 
and fail during use. The effects of undesirable low concentration impurities could be neutralised by 
introducing other impurities that have higher interaction energy, but have no tendency to segregate due 
to a low segregation energy. The need to understand and quantify segregation parameters is thus 
necessary for theoretical considerations, designing and manufacturing. 

The energetics involved in impurity segregation in ternary and multi-component alloys as well as 
other segregation parameters have been discussed theoretically and quantified experimentally [3-5].  
Besides the bulk concentration, the parameters that account for kinetics segregation of impurity atoms 
are the activation energy and pre-exponential diffusion factor [6]. In a recent study, Jafta et al. [6] 
have shown that the pre-exponential factor, in the diffusion coefficient of Sb segregating in Cu, is 
dependent on the surface orientation of a crystal. In this case the authors considered a binary system of 
a Sb doped Cu(111/110) bi-crystal. 

The current study compare the kinetic segregation behaviours of two elemental impurities (Sn and 
Sb) in two low index surface orientations of Cu and argued that the orientation dependency, in the 
temperature range studied, is mainly because of a change in the vacancy formation entropy.  
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2. Experimental  
A thin layer of Sn, about 50 kÅ, was evaporated onto pure 99.999 at.% Cu(100) and Cu(111) single 
crystals. The crystals were sealed in quartz tubes filled with Ar gas and annealed at 920 ºC for 44 
days to ensure a homogeneous distribution of the elements. The procedures were repeated for Sb (35 
kÅ) on the same samples. Atomic adsorption spectroscopy was used to determine the bulk 
concentrations as 0.14 at.% Sn and 0.12 at.% Sb. 

A method of ramping the sample temperature at a constant rate (0.05 K/s) from 400 K to 900 K 
and at the same time, using AES to measure the surface concentrations in the form of Sn(M5N45N45), 
Sb(M5N45N45) and Cu(L3M45M45) peaks was followed.  Each sample was mounted onto the same 
resistance heater in a vacuum with base pressure < 4.0 x 10 –9 Torr. The temperature was measured 
with a chromel-alumel thermocouple on the back of the sample. 

The measured segregation profiles were simulated with a modified Darken model [7], yielding 
the segregation parameters.  

 3. Results and discussion 
Figures 1 and 2 show the experimental results and model fits for Sn and Sb segregation in Cu(100) and 
Cu(111) at a linear temperature ramp of 0.05 K/s. The values of the fitting parameters used are given 
in Table 1.  
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Figure 1. Measured Sn and Sb segregation profiles (solid 
and opened circles resp.) in Cu(100)SnSb at a heating rate 

of 0.05 Ks-1 and fits (solid lines) 
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Figure 2. Measured Sn and Sb segregation profiles (solid and 
opened circles resp.) in Cu(111)SnSb at a heating rate of 0.05 

Ks-1 and fits (solid lines) 

Table 1. Summary of Sn and Sb segregation parameters in Cu(100) and Cu(111). 
Orientation Segregating 

species 

Do 

(m2s-1) 

E 

(kJmol-1) 
∆G 

(kJmol-1) 

ΩCu-i 

(kJmol-1) 

ΩSn-Sb 

(kJmol-1) 

Cu(100) 

Sn (6.3 ± 0.7)  x 10-6 175 ± 4 65 ± 5 3.4 ± 0.2 

-5.4 ± 0.5Sb (2.8 ± 0.3) x 10-5 186 ± 3 84 ± 4 15.9 ± 0.3 

Cu(111) 

Sn (9.3 ± 0.5) x 10-4 196 ± 5 68 ± 4 3.6 ± 0.2 

-5.3 ± 0.5Sb (3.4 ± 0.6) x 10-3 206 ± 4 86 ± 5 16.2 ± 0.3 

Both figures 1 and 2 clearly show that Sn segregates first, attained some maximum concentration, 
depending on the orientation, and is then replaced from the surface by Sb [8]. This replacement is 
because of the lower Sn segregation energy, compared to Sb, as well as the repulsive interaction (ΩSn-

Sb) between the two segregates. The temperature where Sn reaches a maximum coverage on the 
surface of both orientations is the same and confirms the same bulk concentrations of Sn. 

It is well known from thermodynamic segregation theory that the kinetic region of segregation is 
controlled by the diffusion coefficient of the species. For vacancy diffusion, the activation energy E is 
the sum of the migration enthalpy, Em, and the vacancy formation enthalpy Ev.  The vacancy formation 
energy, Ev is defined as the difference between the bulk cohesive and the surface cohesive energies. In 
a fcc lattice, the vacancy created by a bulk Cu atom has a coordination number of twelfth. On the 
surface of (100) and (111) orientations the coordination numbers are four and three respectively. The 
surface cohesive energies of Sn in (100) surface is therefore higher than for the (111) surface. The 
difference in activation energy between the (100) and (111) orientations for both Sn and Sb is the 
same (about 20 kJ/mol) see Table 1 indicating that the creation of vacancies is mainly due to Cu 
atoms. The migration energy is thus a bulk phenomenon and independent of the surface orientations 
[6]. The two orientations will have different Evs and are thus orientation dependant. The change in the 
activation energies between the orientations, is thus because of the change in vacancy formation 
enthalpies. 
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The activation energies suggests that, other segregation parameters being equal, the (100) profiles 
shift to higher temperatures for higher activation energy.  However, from the segregation plots of Sn in 
the two orientations, figure 3, Sn in the Cu(111) profile with ECu(111) = 196 kJ/mol lies at lower 
temperatures than the Sn profile in the Cu(100)  with ECu(100) = 175 kJ/mol. Similarly, Sb in Cu(111) 
lies at lower temperatures as compared to Sb in Cu(100). The plausible explanation therefore lies in 
the differences in the pre-exponential factors. 
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Figure 3. Measured Sn segregation profiles in 

Cu(100)SnSb and in Cu(111)SnSb under the same 
experimental conditions. The samples heating rate was 

0.05 K/s. 
 
 
The pre-exponential factors, Dos, depend on the change in entropy of both vacancy formation and 
migration Gibbs free energies as well as the frequency of vibrations [6]. The values in Table 1, 
indicate  a similar change in entropy between the orientations. This is evident in the ratios of the Dos. 
Do(Sn:111)/Do(Sn:100) ≈ Do(Sb:111)/Do(Sb:100) resulting in differences in entropy changes of 4.99 kB 
and 4.79 kB respectively (here kB = Boltzmann’s constant).   The entropy change is therefore greater in 
Cu(111) than in Cu(100). Consequently, Sn in Cu(111) has a higher Do (= 9.3 x 10-4 m2s-1) than in 
Cu(100) with  Do = 6.3 x 10-6 m2s-1. Noting the same bulk concentration of Sn in the two orientation, 
the effect of the Dos, which is two order of magnitude higher, of Sn in Cu(111) than in Cu(100), could 
be the plausible way to explain the lower temperature kinetic profile of Sn in Cu(111) as compared to 
that of Sn in Cu(100). A plot of the diffusion coefficient versus temperature, using the parameters in 
Table 1, (see figure 4) further confirms the dominant role of the Dos in the diffusion coefficient in this 
temperature region. The same is true for Sb. 
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Figure 4. The diffusion coefficients of Sn in Cu(100) and Cu(111) 
in the kinetic region 

4. Conclusion 
It has been confirmed experimentally that the segregation parameters of ternary alloys of Cu are 
orientation dependant if vacancy diffusion plays a role in the kinetics. The changes in diffusion 
parameters describing the segregation profiles of Sb and Sn in (111) and (100) orientations, proved 
that the differences are due to different vacancy formation entropies.  The changes in the vacancy 
formation energies are reflected in the changes in activation energies as well as changes in the pre 
exponential diffusion terms. Both Sn and Sb profiles lie at lower temperatures in Cu(111)SnSb as 
compared to their profiles in Cu(100)SnSb. In the kinetic temperature range these changes are mainly 
due to the vacancy formation entropy term differences in the Dos which is found to be about 4.8 kB and 
yielding a higher diffusion coefficient.   
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Abstract. The quasi-particle band structure and the optical properties of spin polarized bulk
α-MnO2 have been investigated by means of many body perturbation theory within an ab
initio framework. As a starting point the electronic band structure obtained from Density
Functional Theory with a Hubbard correction (DFT+U , U = 2.4 eV) shows that bulk α-MnO2

is a semiconductor with a band gap of 1.284 eV. The quasiparticle band structure at the scGW0

many body perturbation level of approximation yields a fundamental band gap of 2.20 eV.
Moreover, for the optical properties calculations, two particle excitations have been included
through solving the Bethe-Salpeter equations (BSE). From our results, the α-MnO2 exhibits
strong optical absorption in the visible region along all the crystallographic directions. The
optical anisotropy in this material is analyzed by means of the dielectric function as well as the
optical absorption coefficients along different principal axes. The optical absorption spectrum
predicts strongly bound excitons that lie below the calculated quasiparticle band gap with
binding energies of 0.60 and 0.07 eV in bulk α-MnO2.

1. Introduction
The demand for clean and sustainable energy has emerged to be a driving force in the search
of alternative energy sources and efficient storage devices. To mitigate this energy crisis, solar
cell technology has attracted great attention promising to replace the fossil-fuel based energy
production. This can be realized through the use of lightweight, environmentally friendly and
relatively cheap materials in the development of the solar cells. Manganese dioxide (MnO2) is a
transition metal oxide semiconductor which exhibits unique chemical and physical properties due
to its complex and flexible crystal structure and morphology. MnO2 has numerous applications
ranging from catalysts, ion sieves in industries, electrode material for rechargeable batteries
to energy storage devices [1-4]. It has also attracted considerable attention in many areas of
research such as portable electronics, optoelectronics, photovoltaic cells and supercapacitors due
to its relative abundance, low toxicity, low cost as well as unique power and energy densities.
It exists in various polymorphs namely α, β, γ, λ that differ from one another in the way the
MnO6 octahedral units are packed. Their band gaps fall in the infra red and visible regions
of the absorption spectrum and are therefore potential candidates for solar cell applications.
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The excited electronic states properties of semiconductors are of great importance since they
play a crucial role in physical properties such as electrical conductivities and optical absorption.
Computational design of the solar energy materials requires accurate description of the ground-
state and excited-state properties. It is known that density functional method [5] provide
accurate ground state properties but fails to describe the excited state properties of materials
[6]. Thus the main aim of this work is to investigate the quasiparticle band structure and
optical properties of bulk α-MnO2 using the Density Functional Theory (DFT) with a Hubbard
correction (U) and many-body Green’s function perturbation theory methods. The electronic
and the magnetic properties of this compound have been studied extensively [7]. However, we
are not aware of any experimental or theoretical studies of excited states properties of bulk α-
MnO2. Ramajanickam et. al have experimentally studied the structural and optical properties
of 1-dimensional α-MnO2 nanowires and β-MnO2 nanofibres [8]. This paper is organized as
follows. In Section 2, we briefly describe the computational techniques adopted in this work.
In Section 3, we present the results and discussions of the structural, electronic and optical
properties of α-MnO2. Finally, a summary and conclusion is provided in Section 4.

2. Computational methods
Due to the failure of the standard (DFT) to correctly predict the physical properties of strongly
correlated materials, we have used DFT plus effective Coulomb interaction (U) and the post-DFT
many-body perturbation theory techniques as implemented in the Vienna ab initio Simulation
Package (VASP) [9-14] to investigate the electronic and optical properties of bulk α-MnO2. The
Projector Augumented Wave method [11, 15] was used to describe the interactions between the
core and the valence electrons. The Generalized Gradient exchange correlation approximation
(GGA) was employed in the form of Perdew, Burke and Ernzerhof [16] with a Hubbard correction
(PBE+U) [17-19]. The PBE+U approximation has been demonstrated to give a good description
of electronic properties of manganese oxides. PBE+U calculations were carried out following the
version of Dudarev et al. approach [20] as implemented in the VASP code [17-19]. We applied
the U on the 3d states of Mn atoms. We used several U values until we obtained band gap values
that were in good agreement with the experimental values. A Hubbard parameter U = 2.4 eV
was adopted in this study. The GW type of pseudopotentials supplied through VASP (v.52) were
adopted in our calculations. A plane wave basis set with kinetic energy cut-off of 300 eV was
employed. Brillouin zone integration was performed using an 8×8×2 k-point grid centered on Γ
to ensure convergence of the Kohn-Sham eigenvalues. Starting from the (PBE+U) eigenfunctions
and eigenenergies, we calculated the quasiparticle energy correction by adopting the partially
self consistent scGW0 level of approximation [21, 22]. In this approximation the wavefunctions
and the quasi-particle energies are updated while the screened Coulomb interaction is kept at the
DFT level of approximation. Four cycles were needed for convergence. To study the excitonic
effects, optical properties were investigated within the BSE level of approximation. All the BSE
calculations were performed by employing the Tamm-Dancoff approximation [23-25]. In order
to converge the optical excitations that lie in the low frequency regime, we considered the 24
highest valence bands and 24 lowest conduction bands.

3. Results and discussions
3.1. Structural properties
α-MnO2 crystallizes in a body centered tetragonal structure belonging to the 14/m space group
(No. 87). It consists of double chains of MnO6 which form 2×2 tunnels along the c axis.
Experimentally [26], it is known to possess antiferromagnetic ordering at low temperatures.
The antiferromagnetic ordering displayed in Figure 1(a) have been used throughout our entire
calculations. The primitive and the conventional unit cells of α-MnO2 are shown in Figure 1(a)
and (b). We present the calculated cohesive energies and primitive cell volumes fitted to the
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third-order Birch Murnaghan Equation of State in Figure 1(c). For each volume the atoms were
allowed to relax till the forces were less than 5 meV/Å. The calculated structural properties, i.e.,
the lattice constants a and c, unit-cell volume (Ω), cohesive energy (Ecoh) and bulk modulus (B)
of α-MnO2 are summarized in Table 1 together with other theoretical and experimental data.
Our computed lattice parameters are in good agreement with the experimental values.

Figure 1. (a) Primitive unit cell showing spin orientations of the Mn atoms in the oxygen
octahedra. The green arrows show Mn atoms with spin down magnetic moments whereas the
purple arrows show Mn with spin up magnetic moments. (b) Conventional unit cell of α-MnO2.
(c) Calculated cohesive energies vs. primitive cell volumes of α-MnO2.

Table 1. Experimental data and calculated structural parameters for α-MnO2.

Structural parameters a(Å) c(Å) Ω(Å3) Ecoh(eV/atom) B(GPa)

PBE+U (U = 2.4) 9.869 2.913 283.83 −4.42 114.85
Expt.[27] 9.750 2.861 271.97 - -
Expt.[28] 9.784 2.863 274.07 - -
Ref.[29] 9.887 2.920 285.03 - -

3.2. Quasiparticle spectrum
The quasiparticle band structure of α-MnO2 was studied by using many body perturbation
theory. The Brillouin zone of the body centered tetragonal crystal of α-MnO2 is shown in Figure
2 [Left]. The band structure of α-MnO2 calculated from DFT+U and scGW0 approximations
along high symmetric directions in the Brillouin zone is presented in Figure 2 [Middle]. The top
of the valence band has been shifted to zero for both calculations. The scGW0 band structure
displays an indirect band gap with the valence band maxima located at M and the conduction
band minima located at X which is in agreement with our PBE+U results and those obtained by
Yusuke et al. [29] who found an indirect band gap of 1.40 eV using PBE+U . Our predicted band
gap value for α-MnO2 using PBE+U was found to be 1.284 eV which is in excellent agreement
with the experimental measured value, Eg = 1.32 eV [30]. The scGW0 calculations shift the
band gap from 1.284 eV to 2.20 eV as expected [31]. In order to understand the nature of the
electronic band structures, the density of states of α-MnO2 and the projected density of states
of Mn and O elements calculated by scGW0 are displayed in Figure 2 [Right]. It is observed
that the valence bands are mainly occupied by the O 2p states with a mixture of Mn 3d states,
while the conduction bands are dominated by Mn 3d states with a mixture of O 2p states. This
mixture implies presence of hybridization between Mn 3d and O 2p states.
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Figure 2. [Left]Brillouin zone of the body centered tetragonal crystal of α-MnO2, [Middle]
band structure calculated using DFT+U (black solid lines) and scGW0 (red solid lines) and
[Right] total and projected density of states using the scGW0 approximation.

3.3. Optical properties
To obtain the optical excitons which are not given by the GW level of approximation, BSE
calculations were done on top of the partially self consistent scGW0 approximation. Optical
properties of α-MnO2 were investigated by means of a complex dielectric function ε(ω) which
is expressed as ε1(ω)+iε2(ω) where ε1(ω) and ε2(ω) are the real and the imaginary parts of the
dielectric function. Since α-MnO2 has a tetragonal symmetry, we have evaluated the dielectric
function for two independent principle components i.e. εa(ω) and εc(ω) which correspond to
light polarized parallel and perpendicular to the c axis. Due to the symmetry, we have compared
our optical related constants in two directions. The imaginary and the real parts of the dielectric
function as a function of the photon energy along the a and c directions are depicted in Figure
3(a) and (b). The imaginary part of the dielectric function, ε2(ω) show various peaks at different
photon energies i.e. the main peaks occurs between energy values 2.5-3.4 eV, which correspond
to interband transitions from the valence bands to the conduction bands. The prominent peaks
in ε1(ω) are situated at 2.25(2.54) eV along the a(c) directions, which are located in the visible
range of the spectrum. The static real parts of the dielectric function ε(0) along the a(c) axes
are 6.56(8.81) respectively. Unfortunately, experimental data are unavailable for comparison.

Related constants such as absorption coefficients α(ω), optical reflectivity R(ω), refractive
index n(ω) and energy loss L(ω) were determined from the values of ε(ω). The absorption
coefficient as a function of photon energy is presented in Figure 3(c). For the α(ω) spectrum, the

Figure 3. (a) Imaginary part of the dielectric function ε2(ω), (b) real part of the dielectric
function ε1(ω) and (c) optical absorption spectrum α(ω) of α-MnO2 as a function of photon
energy within the BSE level of approximation.

highest absorption peaks are situated in the visible region and are consistent with the interband
transitions between the high symmetric k-points in the electronic band structure. For instance,
the first peak corresponds to the transition from the valence band maximum located at M to the
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conduction band minimum located at the X point. Additionally, it is observed that the main
peaks in αc(ω) are higher than those in αa(ω) which clearly shows that the absorption is greater
in the c axis than in the a axis. It should be pointed out that this compound may be a good
absorber in the visible region. To obtain the optical absorption band edges, we used Tauc method
proposed by Tauc et al. [32]. Here, the optical absorbance data are plotted with respect to the
energy. Our Tauc plot is shown in the inset Figure 3(c). From the Tauc plot, it is clear that the
absorption band edge occurs at 1.35(1.78) eV in the a(c)-directions. This significant difference
in the absorption edge implies that α-MnO2 exhibits anisotropic behaviour. Meanwhile, in the
low frequency regime, the optical absorption spectrum predicts bound excitons that lie below
the quasiparticle band gap. The approximate binding energies of excitons are determined by
finding the difference in energy between the quasiparticle band gap and the peaks of the BSE
absorption spectrum. We estimated the energies of the excitons in the low lying frequency
regions of the absorption spectrum and compared these with the calculated quasiparticle band
gap. The binding energies of the excitons are presented in Table 2. Positive and negative values
of binding energies imply the presence of bound and resonant excitons respectively at a given
energy. Figure 4(a) shows a refractive index of α-MnO2. At first glance, one may notice a

Table 2. BSE calculated positions of A, B and C peaks and the corresponding binding energies
of excitons in eV for α-MnO2.

Peaks EA EB EC

1.60 2.13 2.34
Binding energies 0.60 0.07 −0.14

similarity between the line shape of n(ω) and that of ε1(ω) which is due to the n(ω) =
√
εr

relation. We also noticed considerable anisotropic behaviour throughout the spectra. It is also
clear that the refractive index of this compound is high in the optical region i.e 1.65-3.1 eV and
gradually decreases beyond this point. The static refractive index n(0) along the a(c) directions
were found to be 2.56(2.97) respectively and show that the light polarized along the a-axis is
less refracted than along the c direction. The calculated optical reflectivity R(ω) as a function
of photon energy is illustrated in Figure 4(b). We obtained a maximum value of reflectivity of
around 61(49)% respectively along the a(c) axes and occurs at the visible region. The energy loss
function L(ω) spectra is presented in Figure 4(c). This quantity describes theoretical energy loss
of a fast electron transversing in a material. The peaks in the L(ω) spectra display characteristics
features associated with the plasma resonance [33] and the corresponding frequencies are referred
to as plasma frequencies. The L(ω) spectra peaks show trailing edges in the reflection spectra.

4. Conclusion
In conclusion, the electronic properties of α-MnO2 were investigated using spin polarized Density
Functional Theory with a Hubbard correction U . We obtained a DFT+U band gap of 1.284 eV
which is in good agreement with the experimental values whereas the calculated quasi-particle
fundamental band gap is 2.20 eV and occurs between the M→X high symmetry directions. We
also studied the optical properties of α-MnO2 where we included the electron-hole interaction
on top of partially self consistent scGW0 through solving the Bethe-Salpeter equations which
produced an optical band gap of 1.35 eV, which is in excellent agreement with the experimentally
observed value of Eg = 1.32 eV [30]. We observed that the optical absorption spectra exhibit
anisotropic behaviour which strongly depends on the polarization direction of the incident light.
It was noted that α-MnO2 absorbs violet light as evidenced by the main peak in the absorption
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Figure 4. Calculated (a) refractive index n(ω), (b) optical reflectivity R(ω) and (c) energy loss
L(ω) spectrum of α-MnO2 as a function of photon energy.

spectrum. Moreover, optical absorption spectra predict the existence of bound excitons in the
low lying frequency regions.
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Abstract. The new compound Yb13Pd40Sn31 crystallizes in a hexagonal structure of space
group P6/mmm (number 191). Magnetic susceptibility shows a non-regular temperature
dependence for a local-magnetic moment system. The inverse magnetic susceptibility does not
obey Curie-Weiss law throughout the measured temperature range (400 K - 2 K). This behavior
is unexpected for Yb in its magnetic Yb3+ state and suggests that the system is subject to
valence instabilities such as c-f hybridization. We find that the magnetism in Yb13Pd40Sn31 is
well described by the interconfiguration fluctuation (ICF) model, having an unstable valence for
the Yb ion. The temperature dependent electrical resistivity shows that the compound becomes
superconducting below 2.3 K. Specific heat analysis shows a peak at 2.3 K indicative of bulk
superconductivity, and that the anomaly at 2.3 K survives even in 1 T but becomes suppressed
in B = 4 T. As an important discovery, we observe that, aside from the peak at Tc, there is an
enormous upturn in the electronic specific heat well below Tc which may be precursor effect of
very low-lying magnetic order.

1. Introduction
Rare-earth intermetallic based materials are the most intriguing and thoroughly studied among
the strongly correlated electron systems. The proximity of the 4f shell to the Fermi level leads to
peculiar phenomena such as heavy fermion behavior, non-Fermi liquid behavior, Kondo effect,
valence fluctuation and superconductivity to name a few. Those characteristics are mainly
believed to arise due to a variable hybridization between the localized 4f-electrons and the
delocalized conduction electrons. In particular and in contrast to cerium, ytterbium-based
intermetallics are much less studied due to the high vapor pressure of elemental ytterbium
making the sample preparation extremely difficult therefore limiting discovery of new materials;
but their correlated electron physics are no less exciting. The most intensively studied systems
of the intermediate valence state are cerium based. The Yb compound of this work is an
extension to the series of already known Yb-based intermediate valence systems [1, 2]. We
report on the magnetic and physical properties of the new ternary intermetallic compound
Yb13Pd40Sn31 obtained as part of the investigation of the isothermal section of the Yb-Pd-Sn
system at 600◦C [3].
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2. Synthesis and experimental details
Stoichiometric amounts of the reactants Yb (99.9 wt-%), Pd (99.95 wt-%) and Sn (99.999 wt-%)
were mixed together to form a polycrystalline sample of Yb13Pd40Sn31 by induction melting
in a sealed tantalum crucible under a stream of pure argon. To improve the homogeneity, the
obtained sample was then wrapped in Ta foil, placed in an evacuated quartz tube and annealed in
a furnace at 600◦C for 14 days. It was subsequently quenched in cold water. The microstructure
of the sample was obtained from the semiquantitative analysis using quantitative Electron Probe
MicroAnalysis (EPMA) and Scanning Electron Microscopy (SEM). X-ray diffraction was used for
phase identification of crystalline materials and to establish microscopic details such as chemical
phase purity, crystallographic lattice parameters as well as details of the atomic coordinates in
the structural unit cell. The experiment was carried out on an X’Pert MPD diffractometer and
the collected data analyzed using the Powder-Cell [4] program.
Magnetic susceptibility and magnetization measurements were performed on a 7 T SQUID
magnetometer (MPMS XL, Quantum Design, San Diego) in the temperature range of 1.7 K
- 400 K. Electrical resistivity measurements in the temperature range between 1.8 and 300 K
were performed based on the four-probe method using the Electrical Transport Option (ETO)
available on the commercial Physical Property Measurement System (PPMS) from the same
manufacturer. This latter facility was used also for the heat capacity measurements based on
the quasi-adiabatic time relaxation method.

3. Results and Discussion
The powder X-ray diffraction pattern indicated that the obtained sample was single-phase, and
crystallizes in a hexagonal structure, similar to hP168-Y13Pd40Sn31 as already reported in [3].
The magnetic and physical properties of Yb13Pd40Sn31 are investigated for the first time and
reported in this work. The magnetic susceptibility will be analyzed in two temperature regions,
using two different models, which is justified due to the temperature evolution of χ that is non-
monotonous.
Figure 1 shows the DC-magnetic susceptibility measured in a field-cooling mode in an applied
magnetic field of 0.01 T. Between 400 K and 60 K, χ(T ) is found to be only very weakly
temperature dependent. Most importantly, there is no Curie-Weiss behavior as we would expect
if the Yb ion was in its stable magnetic Yb3+ state. This effect could be intrinsic and due to
a magnetic moment instability of the Yb3+ ions, such as what Ce and Yb correlated electrons
systems are prone to. The origin of this can be a crystalline electric field (CEF) effect or a
strong and temperature dependent moment screening effect known as Kondo effect. However,
the inverse magnetic susceptibility ranging from about 10 K down to the lowest measured
temperature can be adequately described by a modified Curie-Weiss law as shown in the inset
of figure 1 given by the expression:

χ(T ) =
NAµ

2
eff

3kB(T − θP)
+ χ0, (1)

where NA is the Avogadro number and kB the Boltzmann constant. µeff and θP are respectively
the effective magnetic moment and the Weiss temperature and χ0 is the temperature-
independent susceptibility. The least-squares fit of equation 1 leads to θP = −0.70(2) K,
χ0 = 1.6× 10−3(3) emu/mol.Yb and µeff = 0.50 µB/Yb. While the negative value of the Weiss
temperature suggests the presence of some weak antiferromagnetic interactions, the strongly
reduced value of the effective moment compared to the value of the free Yb3+ = 4.54 µB suggests
a strong hybridization between the 4f and conduction electrons. Evidently below∼10 K, this
system achieves a stable but strongly renormalized magnetic moment. The higher-temperature
situation is described below.
The mid-to higher temperature region magnetic behavior of the Yb ions can be well understood
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in terms of the Interconfiguration fluctuation (ICF) model [2, 5] between 4f13 and 4f14 states of
Yb described by the equation:

χICF(T ) =
NAµ

2
eff(1− ν(T ))

3kB(T + T sf)
, with ν(T ) =

1

1 + 8 exp[−Eex/kB(T + T sf)]
, (2)

where ν(T ) is the fractional occupation of the 4f14 electronic ground state of the Yb compounds.
Eex represents the energy difference between respectively the ground state (4f14, Yb2+) and the
excited state (4f13,Yb3+). T sf is the spin fluctuation temperature that gives an estimation of
the width of the 4f-level after the hybridization process with the conduction electrons. ν(T )
describes the 4f13 ⇀↽ 4f14 valence instability in the Yb ion as a conduction electron effectively
jumps into the 4f-shell momentarily due to the electron affinity to fill the shell. This is permitted
to happen as a consequence of overlapping wave functions. The ground state (4f14, Yb2+) has
both zero angular momentum and effective magnetic moment and the excited state (4f13,Yb3+)
corresponds to the total angular momentum J = 7/2 and an effective magnetic moment
µeff = 4.54 µB. The least-squares fit of the data in the temperature range 10 to 400 K can
be done by the following formula:

χ(T ) = χICF(T ) + χimp(T ) + χ0, (3)

where χimp(T ) = Cimp/(T + θimp) is the Curie-Weiss impurity and χ0 comes from the
temperature-independent contributions that is the Van Vleck paramagnetism and the core
electron diamagnetism. This produces results as shown by the fit in figure 2. The least-squares
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Figure 1. Temperature dependence of the
magnetic susceptibility χ(T ) measured up to
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fit of equation 1 to the low-region of χ(T ) with
parameters as discussed in the text.
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fit leads to the parameters: Cimp = 0.128 emu.K/Yb.mol; θimp = − 18.9 K; Eex = 1306 K; T sf

= 173 K and χ0 = 6.33 × 10−4 emu/mol.Yb. The value of the spin fluctuation temperature is
in qualitative agreement with the position of the peak on the experimental data. In the inset of
figure 2, the isothermal magnetization has been measured in fields up to 7 T for two different
temperatures, 2 and 20 K. At 2 K, the magnetization shows a curvature as B increases together
with a tendency to saturate at high fields while at 20 K, we observe a linear in B behavior
as expected for a paramagnetic system with T < T sf . From these measurements, there is no
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evidence of a magnetic phase transition down to the lowest measured temperature.
The temperature dependence of the electrical resistivity in zero applied magnetic field is
presented in figure 3. The compound reveals a quasi-metallic like behavior in a broad
temperature range. A superconducting phase transition is observed at about 2.2 K with a
critical field of ≈ 50 mT when T = 0.4 K (not shown here). However, the bulk character of this
superconductivity behavior has not been fully proven yet and more susceptibility measurements
are planned. Below about 10 K, the data follows the Fermi-liquid relation where the electron-
phonon scattering is taken into account as shown in the following equation:

ρ(T ) = ρ0 + ρeeT
2 + ρepT

5, (4)

where ρ0 is the residual resistivity, ρee and ρep the parameters that account respectively for
the electron-electron and the electron-phonon scattering. The least-squares fit as shown in
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Figure 3. Temperature dependence of electrical resistivity. Inset: Low temperature region with
a least-squares fit of the Fermi-liquid relation.

the inset yields to the parameters ρ0 = 46.80 µΩ.cm, ρee = 3.3 × 10−3 µΩ.cm. K−2 and
ρep = 9.4× 10−7 µΩ.cm K−5.
Figure 4 shows the temperature dependence of heat capacity. As observed in figure 4(a), the
superconducting phase transition observed in the electrical resistivity is also present here and
moreover, it appears that the anomaly at ≈ 2.2 K survives even in 1 T but becomes completely
suppressed in 4 T. This suggests a field driven dynamic besides the superconductivity. Quite
aside from the peak at the transition, there is an enormous upturn in Cp(T )/T towards lowest
temperature that could be at a first thought a form of nuclear entropy originating from a
hyperfine splitting. It is noted that among the highest natural abundance, the 171Yb isotope
has a I = 1/2 nuclear spin while 173Yb isotope has a I = 5/2. However, the behavior in a field
of 1 T is not consistent with the evolution of the tail at low temperature in the case of a nuclear
contribution to the heat capacity. The entropy was estimated from the relation:

S(T ) =

∫ T

0

CP(T ′)

T ′
dT ′ (5)

The data as represented in (b) shows no tendency to saturation in the entropy and a rather
weak field dependence associated with a power law behavior. As presented in (c), the low-
temperature data of CP (T )/T data shows a linear dependence in T 2 corresponding to the
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Figure 4. (a): Temperature dependence of the heat capacity for different applied magnetic
fields. (b): Calculated entropy in different applied fields. (c): Low temperature region of the
Cp/T vs T 2 dependence in zero field with a fit of the most linear region as discussed in the text.

electronic contribution to the specific heat. This gives an estimate of the Sommerfeld coefficient
that is found to be γ = 18.1 mJ/mol.K2. From this value we can say that the effective mass
m∗ ' 3me(free electron mass) [6], which is a slightly enhanced value indicating the presence of
some electronic correlations but it is still low to classify the compound Yb13Pd40Sn31 as a heavy
fermion system where the effective mass can be up to thousand times more than the mass of a
free electron [6].

4. Conclusion
In summary, the new Yb ternary compound Yb13Pd40Sn31 that crystallizes in hexagonal
structure is found here to be a new intermediate valence system with no magnetic ordering
from the magnetic susceptibility, electrical resistivity and heat capacity results. Moreover, a
superconducting behavior that remains to be investigated is also consistently found in the low-
temperature measurements of the electrical resistivity and heat capacity.
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[2] Kowalczyk A, Falkowski M and Toliński T 2010 J. Appl. Phys. 107 123917

[3] Gastaldo F, Giovannini M, Strydom A, Djoumessi R, Čurĺık I, Reiffers M, Solokha P and
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Abstract. We report structural and temperature dependence of magnetization properties of the 
as-sintered and milled La0.67Sr0.33MnO3 oxides. The refined X-ray diffraction data show that all 
samples are single phase and crystallize in rhombohedral symmetry. The crystallite sizes 
decreased from 46 nm to 11 nm after milling the as-sintered sample for 1, 3, 6 and 12 hours. 
The surface morphology of the samples shows significant changes at the surface of all the 
samples. The saturation magnetization MS is observed to follow Bloch’s law. MS decreases 
from 52 emu/g to 7 emu/g at 300 K and from 80 emu/g to 40 emu/g at 2 K due to particle size 
reduction. We use core-shell model to investigate changes in MS as function of particle size and 
estimate a dead layer thickness of the nanoparticles to be about 0.96 nm. The results show 
increased coercive fields with reduction in temperature and particle size. The coercive field at 2 
K show a significant increase from 170 Oe to 870 Oe in the sample milled for 12 hours. We 
also report the effects of zero field cooling and field cooling on the magnetisation of the 
samples.  

1. Introduction
The possible application of perovskite manganites in solid-state refrigeration and their colossal
magnetoresistance have contributed to several studies of these materials [1-3]. The double exchange
interaction that exists between the Mn3+-O-Mn4+ bonds in the manganite structure of 31 MnOxx BA −  
where A is a rare-earth element and B is divalent element [4-6], influences the properties. In particular, 
La-Sr-manganites have shown promising potential applications near room temperature. The 

31 MnOSrLa xx−  perovskites, at the composition x = 0.33 has attracted much attention because its Curie 
temperature is about 370 K and has a large magnetic moment [1]. This makes it a good candidate for 
magnetocaloric effect applications near room temperature. A study of La0.9Sr0.1MnO3 synthesized by 
the citrate-gel method reveals how the magnetic properties of these materials can significantly change 
due to surface effects. The sample initially had a Curie temperature CT  of 250 K, which decreased 
with increase in grain size [3]. The synthesis process and surface spins appear to also play important 
roles in determining the final properties. The interest in this study is to investigate the particle size and 
surface effects on the structural and magnetic properties of mechanically milled La0.67Sr0.33MnO3 

perovskites initially synthesized by solid-state reaction process. 
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2. Experimental details 
La0.67Sr0.33MnO3 was synthesised by the pre-sintering of a pellet of a well-mixed high purity La2O3, 
SrO and MnO2 powders at 1200 °C for 15 hours. The pellet was ground in an agate mortar and pestle 
into powder and another pellet was prepared for further sintering at 1350 °C for 15 hours. This is a 
double sintering process. We re-ground the final pellet in an agate mortar and pestle, denoted as 
sample S0. The effects of mechanical milling on the magneto-structural properties of S0 was studied 
on samples S1, S3, S6 and S12 after S0 was mechanically milled in a Retsch PM 400 planetary ball 
mill at a ball to mass ratio of 20:1 and speed of 250 rpm for 1, 3, 6, and 12 hours respectively. 
Appropriate amounts of samples about 0.5 g were available for X-ray diffraction (XRD) with a CuKα 
radiation source. A Zeiss ultra plus high-resolution scanning electron microscope (HRSEM) was used 
to study the surface morphology. Each sample was held fixed in a Perspex cone sample holder by a 
piece of cotton wool for the magnetization measurements in a Cryogenic Ltd 5 Tesla mini cryogen 
free measurement system. This avoids torque during the measurements. 
 

3. Results and discussion 
The XRD patterns of the samples shown in Figure 1 were analysed using Fullprof-Suite [1]. All the 
samples have rhombohedral structure that belongs to the space group R3C [3]. The values of the 
refined lattice parameters and the cell volumes presented in Table 1 are in close agreement with 
reported values [1, 6]. The significant shift observed in the S12 pattern towards higher values of θ2  is 
associated with a reduction in lattice parameters caused by high surface deformation and strain due to 
prolonged milling. Figure 2 shows estimates of the strain and average crystallite sizes from the 
Williamson-Hall plot [7] and the Scherrer formula [8] respectively. High-energy mechanical ball 
milling is an effective technique for achieving reduction in particle sizes due to the grinding effect of 
the balls [9]. Figure 2 shows the results. The slight increase in the crystallite size for S12 appears to be 
due to a thermal annealing effect because of prolonged high-energy ball milling. In this case, further 
particle size reduction does not occur due to limited sizes of the grinding balls but instead the 
mechanical energy goes into heating the sample. This caused sample S12 to exhibit a different trend. 
 The HRSEM images in Figure 3 show the milling effect on the surface morphology of the 
samples. The images clearly show a variation in the surface texture with a more compacted surface for 
S12. Considering the high percentage of atoms at the surface of nanomaterials [10], we expect a 
modification of the magnetic properties of the samples due to such variations. Nanoparticles usually 
have high percentage of its atoms at the surface of the core [10]. Therefore, as the size of the core of 
the nanoparticle reduces, the surface to core volume ratio increases.  
 Figures 4 and 5 show magnetic hysteresis loops measured at 300 K and 2 K respectively. The 
loops are typical of ferromagnetic order having a sigmoidal shape with noticeable hysteresis as shown 
in Figure 6. The coercive field 221 CCC HHH +=  was estimated from the hysteresis loops where 

1CH and 2CH  are the values of the negative and positive coercive fields respectively [11]. Figure 7 
shows the temperature T dependence of the saturation magnetization SM  which were deduced by 
using the law of approach to saturation [12]. The SM dependence on T  in Figure 7 follows the 

modified Bloch’s law 
β









−=

0

1)0()(
T
TMTM SS  [12] with fit parameters given in Table 2. The 

characteristic temperature T0 where the magnetization becomes zero decreases continuously as a 
function of milling time. The Bloch’s exponent β  values are in the range of reported values [13]. The 
solid line in the HC dependence on T  is a guide to the eye. The decrease in 0T  and SM  is attributed  
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Figure 1. Refined XRD patterns for as-
sintered sample (S0) and milled samples for 
1, 3, 6 and 12 hours. 

Table 1. Lattice parameters cba ,, , cell volume 
V and goodness of χ2 as obtained from Rietveld 
refinements of as-sintered sample S0 and the milled 
samples. 

 ba =  (Å) 

±0.006 

c  (Å) 

±0.002 

V (Å3) 

±0.079 

χ2 

S0 5.499 13.344 349.448 3.32 

S1 5.503 13.366 350.559 2.41 

S3 5.495 13.417 350.875 2.25 

S6 5.497 13.469 352.424 2.39 

S12 5.485 13.412 349.383 2.18 

 
 

 
Figure 2. Average crystallite size D and the strain ε  as 
a function of milling time. 
 

 
 

  

  

 

Figure 3. HRSEM images of the as-sintered sample (S0) and milled samples for 1, 3, 6 and 12 hours. 
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Figure 4. Magnetic hysteresis loops measured at 
300 K.  

 
Figure 5. Magnetic hysteresis loops measured at 
2 K. 

 

 
Figure 6. Temperature dependence of coercive 
field CH . 

 
Figure 7. Temperature dependence of saturation 
magnetization, SM . 

 
Table 2. Saturation magnetization )0(SM , characteristic 
temperature 0T , Bloch’s exponent β  and the goodness of fit χ2. 
Sample MS (0) 

(emu/g) 
±0.5 

T0 (K) 
±14 

β  
±0.1 

χ2 

S0 79 522 2.0 0.989 
S1 79 440 2.3 0.995 
S3 64 367 2.2 0.995 
S6 53 365 1.5 0.998 
S12 41 335 1.6 0.999 
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Figure 8. Dependence of saturation 
magnetization on the crystallite size. 

 
Figure 9. A fit to estimate SM (bulk) and the 
thickness dead layer d . 

 
to a disordered surface spin called the “magnetic dead layer” as earlier shown in the surface 
morphology changes in the HRSEM and the decrease in particle size as measured from the XRD 
results. This can best be described by the core shell model [1, 14]. The shell (layer) consists of 
disordered moments with an ordered core. The magnetization decreases as the milling time increases. 
This explains the decrease in SM  as the core decreases as shown in Figure 8. The dead layer thickness 
d  = 0.96±0.01 nm is estimated from the dependence of SM  on the inverse of crystallite size D  using 

formula 



 −=

D
dMM SS

61)bulk(  [1, 14, 15]. Figures 9 shows a very strong correlation 

( 9988.02 =χ ) between SM  and 1−D  for samples S1, S3 and S6. The SM (bulk) was estimated be 
117±3 emu/g. The sample S12 appears not to be part of this set consistent with XRD data in Figure 1. 
For S1-S6, the thickness of the layer does not significantly change [1] with the milling time. However, 
the degree of disorder in the dead layer could vary.  
 Figure 10 shows the zero-field cooled (ZFC) and field cooled (FC) magnetizations of samples 
S0, S1, S6 and S12 which are used to investigate changes in the blocking temperature BT  and the 
irreversibility temperature irrT . The results show significant differences between ZFC and FC 
magnetizations. The step in the ZFC and FC at 43 K for S0 is due to the inhomogeneous nature of the 
ferromagnetic clusters. This decreases in the FC curve of S1 and disappears completely on further 
milling. Below the freezing temperature of fT = 43 K, the moments are frozen therefore the FC curve 

remains unchanged. In Figure 11, BT  significantly drops from 280 K for S0 to 122 K for S12, while 

irrT  drops from 312 K to 256 K. This shows strong dependence of BT  and irrT  on particle size.  

 
Figure 10. ZFC-FC magnetization curves. 
 

 
Figure 11. Blocking temperature BT  and 
irreversibility temperature, irrT . 
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4. Conclusions 
We have investigated the particle size and surface effects on the structural and magnetic properties of 
double sintered and subsequently milled samples of La0.67Sr0.33MnO3 oxides. The XRD data shows all 
samples in single phase and crystallized in rhombohedral structure. The crystallite sizes decreased as a 
function of milling time except for the S12 sample, which increased slightly due to suspected thermal 
annealing effect caused by prolonged milling. In this case, particle size reduction appears less effective 
at the lowest particle size. In all the samples, the temperature dependence of the saturation 
magnetization SM  follows the Bloch’s law. The evolution of SM  with reduction in particle size 
follows the core-shell model except for the S12 sample, which appears not to be part of the set. Using 
the core-shell model, we have determined the thickness of the disordered surface layer for milled 
samples S1, S3 and S6 to be 0.96 nm. All the samples show significant ZFC and FC effects, which we 
attribute to ferromagnetic clusters at the core surrounded by disordered surface layers.  
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Abstract. In this report, results based an ab initio calculation of Mo substitution and
vacancy−complex induced electrical levels in the Ge were presented. Density functional theory
with the Heyd, Scuseria and Ernzerhof (HSE06) hybrid functional was used to calculate the
total energies of Mo vacancy-complexes of Ge (VGeMoGe) and Mo substitution in Ge (MoGe).
Formation and minimum energies of the first nearest neighbour (N1), second nearest neighbour
(N2) and third nearest neighbour (N3) configurations of the VGeMoGe and the MoGe were
obtained for charge states −2, −1, 0, +1 and +2. The calculated formation energies for the
VGeMoGe resulted in positive binding energies for the N1, N2 and N3 configurations. For the
neutral charge state, the N2 configuration is the most energetically favourable with energy of
formation and binding energy of −0.14 and 0.06 eV, respectively. The MoGe in the neutral charge
state had a formation energy of −2.99 eV and induced electrically active level which exhibits a
negative-U ordering within the band gap of Ge. The (+2/−1) transition state induced by the
MoGe is a deep level lying at EV + 0.31 eV.

1. Introduction
Experimental or theoretical studies of defects in germanium (Ge) have been on the increase
recently due to the potential application of Ge in microelectronics [1]. The investigation
of Ge as a possible promising material for optoelectronic applications and complementary
metal−oxide−semiconductor (CMOS) field−effect transistor devices has been on the increase [1].
Ge is a semiconductor that has a narrow indirect band gap of 0.78 eV at 0 K [2]. Furthermore,
due to Ge relatively high electron-hole mobility, it has the potential to be considered as a superior
material than silicon for the development of metal-oxide−semiconductor field−effect−transistors
(MOSFETs) [3]. Defects are known to influence Ge either positively or negatively. Defects
that influence Ge positively, enhances its performance, for example the p− or the n−type
dopant which are responsible for the change of the majority carrier type are always desired.
Several defects in Ge have been investigated using experimental techniques such as deep level
transient spectroscopy (DLTS) [3, 4, 5] or perturbed angular correlation spectroscopy (PACs) [6].
Theoretically, few of these defects have been predicted owing to the shortfall of the density
functional theory (DFT) [7] with either local density approximation (LDA) or generalised
gradient approximations (GGA) of Perdew, Burke, and Ernzerhof (PBE) [8] in predicting
accurately the band gap of Ge. But since the advent of the Heyd, Scuseria and Ernzerhof
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(HSE) [9] hybrid functional, this limitation has been eliminated. Amongst the defects in Ge
predicted are self, di-interstitials [10], mono or multi-vacancies and recently, rare earth related
defects [11, 12, 13]. Experimental or theoretical results have revealed or predicted, that dopants
in Ge are known to form clusters with lattice vacancies [14] as a result of defect−complexes in Ge
such as vacancy−complexes, interstitial-complexes. Recently it has been shown that negative-U
ordering could arise from a Tm defect-complexes in Ge [15].

In this report, the electrical levels induced by Mo vacancy-complexes (VGeMoGe) and Mo
substitution (MoGe) in Ge are presented with a view of providing experimental insight for
the engineering of these defects for better industrial or laboratory applications. The density
functional theory with the HSE06 hybrid functional was used for all calculations. The formation
and minimum energies of the first nearest neighbour (N1), second nearest neighbour (N2) and
third nearest neighbour (N3) configurations for the VGeMoGe and the MoGe were obtained for
charge states −2, −1, 0, +1 and +2.

2. Computational details
All calculations were carried out using HSE06 within the framework of DFT as implemented in
the VASP 5.3 code [16]. The projector-augmented wave method [17, 18] was used to separate
the valence from the core electrons. Based on the HSE06 approach, the short-range exchange
potential was calculated by mixing a 25 percent fraction of nonlocal Hartree-Fock exchange with
the GGA-PBE. The HSE06 functional gives accurate predictions of the electronic band gap and
improve charge state transition properties for several defects in a semiconductor material [2, 10].
For the modelling of the defects, an initial 64 atom supercell was used for the pristine, while
for the MoGe a Ge atom was replaced by a Mo atom in the initial 64 atoms supercell. For the
VGeMoGe, a vacancy was created from the MoGe system to yield Mo vacancy-complex system.
A 2 × 2 × 2 Monkhorst-Park [19] mesh scheme for generating the k-points was used to sample
the Brillouin zones. Geometric relaxation was performed until the Hellmann-Feynman forces on
each atom and the final change in the total energy were less than 0.001 eV/Å and 10−5 eV,
respectively. Spin orbit coupling was taken into account for all caculations. While formation
energies of the VGeMoGe and MoGe were calculated using the method of Refs [1, 11], the binding
energies for the N1, N2 and N3 configurations of the VGeMoGe were calculated based on the
method of Refs [15, 20]. The effect of using a supercell and its image repetitions gives rise
to spurious interactions. Futhermore, the introduction of a charge state in the defect, causes
electrostatic interaction probmens between the periodic cell containing the defect giving rise to
errors. These errors where properly corrected using the FNV method as stated in Refs [1, 11].
The band gap of 0.78 eV for Ge as reported by Igumbor et al [10] was used for this present
report.

3. Results and Discussion
Figs 1 and 2 display the fully relaxed geometric structures of the MoGe and VGeMoGe,
respectively. The effects of the defect on the structural properties of both VGeMoGe and MoGe

were examined. Based on a previous report, the experimental and theoretical results of the
nearest neighbour Ge−Ge bond length and Ge−Ge−Ge bond angle after structural relaxation
were 2.46 Å and 109.40◦ [14, 20], respectively. For the MoGe, the Mo formed bond length of
2.49 Å with its nearest neighbour Ge atom. The smallest angle formed by two nearest neighbour
Ge atoms with Mo is 109.5◦. The bond length of Mo−Ge was 1.20% higher than that of the
Ge-Ge, and the bond angle of Ge−Mo−Ge was 0.10% higher than that of the Ge−Ge−Ge.
This is expected as the atomic radius of the Mo atom is higher than that of the Ge atom. The
bond length formed by Ge−Mo and bond angle formed by Ge-Mo-Ge for N1 (N2) were 2.50
(2.47) Å and 108.14◦ (108.52◦), respectively. The bond length of the nearest Ge-Mo and the
smallest bond angle of the nearest Ge-Mo-Ge for the N3 configuration are similar to that of the
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Figure 1. Fully relaxed
geometric structures of
MoGe.

Figure 2. Fully relaxed geo-
metric structures of VGeMoGe

for the N1 configuration.

N1 configuration. Based on the amount of strain induced by the dopant in the system, it is
expected that the MoGe will induce smaller strain in the system compared to the VGeMoGe.
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Figure 3. The plots of the total density of states (left) and partial density of states (right) for
the pristine Ge (upper panel), MoGe (middle panel) and VGeMoGe (lower panel) complex for
the N1 configuration.

Fig. 3 displays the plots of the total density of states (TDOS) and partial density of states
(PDOS) of the pristine Ge, MoGe and VGeMoGe complex (we only displayed the TDOS and
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PDOS for the N1 configuration, since the other configurations have similar DOS and PDOS).
The TDOS and PDOS for the N2 and N3 configurations are similar to that of the N1 and hence
we did not display them. As expected, the p−orbital is dominant in the band structure for the
pristine Ge. The MoGe as a result of the d−orbital from the Mo atom has its ground states
orbital densely populated at the valence band maximum. This resulted in the band gap of the
pristine Ge reduced by 0.20 eV. The effect of the s and p−orbitals of the Mo atom is minimal at
the valence band maximum. Another interesting feature observed from the MoGe is the presence
of strong orbital hybridization between the p−orbital of Ge and d−orbital of Mo (see the middle
panel of Fig. 3). Both the TDOS and PDOS of the VGeMoGe are displayed at the lower panel
of Fig. 3. The VGeMoGe electrons induced states in the band gap of Ge. These states are about
0.58 eV above the Fermi level. This behaviour is attributed to the influence of the germanium
vacancy on the band gap of Ge. The orbital ground states were mainly contributed by the
d−orbital of Mo atom. This led to a reduction in the band gap of Ge by 0.23 eV. The VGeMoGe

exhibited strong orbital hybridization between the p−orbital of Ge and the d−orbital of Mo.
The formation energies of the MoGe for −2, −1, 0, +1 and +2 were −1.97, −2.83, −2.99,

−3.45 and -2.81 eV, respectively. While the formation energies of the VGeMoGe for N1, N2
and N3 in the neutral charge state were −0.06, −0.14 and −0.05 eV, respectively. Under
equilibrium conditions, the N2 amongst other complexes is the most energetically favourable
with a formation energy of −0.12 eV. The binding energies (0.06, 0.14 and 0.05 eV of the N1,
N2 and N3, respectively) for the VGeMoGe have been calculated to predict if the defect−complex
is stable without dissociating into non-interacting defects. It turns out that all the calculated
binding energies for the N1, N2 and N3 were positive and hence stable. The implication is that
the defect complex system of the VGeMoGe, remain as cluster defects without dissociating into
a non-interacting defect except at the expense of higher energy.
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Figure 4. Plot of formation energy as
a function of the Fermi energy for (a)
MoGe.
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Figure 5. Plot of formation energy
as a function of the Fermi energy for
VGeMoGe.

Figs 4 and 5 show the plot of the formation energy as a function of the Fermi energies for
the MoGe and VGeMoGe, respectively. The electrically active levels induced by Mo dopant were
investigated for both the VGeMoGe and MoGe. For any given Fermi energy, it is important
to note that a system is assume to reached thermodynamic equilibrium at the lowest energy
charge state. For the VGeMoGe no sign of induced electrical level in the band gap of Ge was
observed for all configurations. However, the −2 charge states was most thermodynamically
stable for all Fermi energies in all configurations. Furthermore, for the MoGe, as the Fermi
energy is varied, the dopant introduced deep electrically active level in the band gap of Ge.
The deep level introduced by the MoGe is 0.31 eV above the valence band maximum. Another
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interesting feature of MoGe is the (+2/−1) charge state transition level which is a negative−U.
Using the method of Ref. [21], we predicted a negative−U ordering with an energy of −3.28 eV.
This negative−U is attributed to the large lattice distortion experienced by the defect system.
Additional notable thermodynamic charge states transition levels induced in the band gap of Ge
due to its doping by Mo are (+2/−1) and (0/−1). However, these levels were thermodynamically
accessible but not stable.

4. Summary
The Mo substitution (MoGe) and vacancy-complexes (VGeMoGe) induced electrical levels in Ge
were presented. The HSE06 hybrid functional within the framework of DFT was used for all
calculations. The formation energy for the neutral charge state of the MoGe is −2.99 eV. The
MoGe induced deep level in the band gap of Ge. The MoGe exhibits negative-U ordering for the
(+2/−1) transition. The formation energy result for the VGeMoGe show that under equilibrium
conditions, the N2 configuration is the most energetically favourable. The VGeMoGe did not
induce any thermodynamically stable transition charge state level in the band gap of Ge.
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Abstract. BaB8O13: Ce

3+
 powder phosphors were synthesized by the solution combustion 

method for general lighting applications. Powder X-ray diffraction pattern confirmed the 

formation of orthorhombic structure of BaB8O13 and the crystallite sizes estimated with 

Scherrer’s equation and Hall-Williamson’s plot were in the nanometre scale. Scanning electron 

microscopy micrographs showed that the particles have irregular shapes and were 

agglomerated together. The bands in the Fourier transform infrared spectra in the range of 650 

– 1600 cm
-1 

confirmed the formation of borate host.  The BaB8O13:Ce
3+

 powder phosphors 

showed emission at around 515 nm ascribed to the 5d
1
 - 4f

1
 transition of Ce

3+
 after excitation at 

270 nm using a monochromatized xenon lamp. A standard CIE diagram derived from relative 

emissions from the powder phosphors suggested a unique emission concentrated in the green 

region, thus the phosphor serve as a potential source of green light in light emitting devices. 

1. Introduction 

Oxide materials such as borate compounds are excellent hosts for luminescent dopant ions because of 

their good optical properties, such as high damage threshold and good non-linearity. They also have 

good chemical and thermal stability, low synthesis temperature and they can be synthesized cost 

effectively [1]. Barium octaborate BaB8O13 is considered as an excellent host material for luminescent 

dopant ions. Its structure consists of two separated interlocking three dimensional infinite network as 

alternating triborate and pentaborate groups, which forms BO3 triangles and BO4 tetrahedral units [2]. 

Ce
3+

 ions have been widely used as activators in various fluoride and oxide materials. The preparation 

of rare earth doped phosphor materials for application in advanced illumination technologies has been 

the subject of intense research for many decades. This type of research has been encouraged by the 

need to increase the efficiency of white light emitting solid state devices which can serve as an 

alternate source of lighting [3].  

In most Ce
3+

 doped phosphors, parity allowed 5d - 4f emission ranging from ultra-violet to red 

color has been demonstrated and it is dependent on the host lattice and the site size, and the size 

symmetry and coordination number. In fact, the emission color of Ce
3+

 can be from the ultraviolet to 

visible region of the electromagnetic wave spectrum due to dependence of the 5d level of Ce
3+

 on the 

crystal field strength of the host lattice [4]. Different methods including wet chemistry and solid state 
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have been used to prepare different types of phosphors. Among these methods, the solution 

combustion has been widely used due to versality, easy of incorporation of dopant ions, cost 

effectiveness and relatively short reaction time. Depending on the type of precursors, as well as 

conditions used for the process, the solution combustion may occur as either volume or layer-by-layer 

propagating combustion modes. This process may not only yield nanosized materials but also uniform 

(homogeneous) doping of traces of rare-earth impurity ions in a single step [5]. In the current study, 

BaB8O13:Ce
3+

 powder phosphors were synthesized by the solution combustion method. The 

photoluminescent properties, structure and particle morphology of these phosphors are reported. 

 

2.  Experimental 

Powder samples of BaB8O13: xCe
3+

 (x = 0.03, 0.05, 0.07, 0.09 and 0.11) were synthesized by a solution 

combustion method. The following precursors all in analytical purity were used: Barium nitrate 

[Ba(NO3)2], boric acid [H3BO3], Cerium nitrate [CeN3O9.6H2O] ,ammonium nitrate [NH4NO3] and 

urea [NH2CONH2]. In this preparation, NH4NO3 was used as an oxidizer and NH2CONH2 was used as 

a fuel. The stoichiometric amounts of reactants were mixed in a beaker with 10 mL of de-ionized 

water and stirred vigorously using a magnetic stirrer on a hot plate maintained at a temperature of 70 
o
C for 30 min. The resulting solution was then transferred to a crucible and was introduced into a 

muffle furnace preheated to 600 ºC. Within a few minutes, the solution boiled and ignited to produce a 

self-propagating flame. The entire combustion process was complete in less than 5 min but the 

crucible was left in the furnace for 10 min to ensure that decomposition was complete. After 10 min 

the crucible was removed from the furnace and allowed to cool to room temperature. The combustion 

ashes of the powder samples were ground gently into fine powders using pestle and mortar. The 

powders were post annealed at 800 
º
C for 5 hours in a muffle furnace. The structure, particle 

morphology and photoluminescent properties of the synthesized powder phosphors were examined by 

means of X-ray diffraction (XRD), Fourier transform spectroscopy (FTIR), scanning electron 

microscopy (SEM), Elemental energy dispersive analysis (EDS) and photoluminescence spectroscopy 

(PL emission and PL excitation). 

 

3.  Results and Discussion 

Figure 1(a) shows the powder X-ray diffraction (XRD) patterns of BaB8O13: xCe
3+

 (x = 0.03, 0.05, 

0.07, 0.09 and 0.11) powder phosphors. The XRD patterns of the powder phosphors were indexed to 

orthorhombic structure with cell parameters a = 8.550 Å, b = 17.350 Å and c = 13.211 Å according to 

JCPDS card no: 20-0097 [2]. The patterns show some extra peaks marked with asterisks (*) which 

may be attributed to the unreacted precursors during the combustion reaction. The presence of other 

phases or some of the precursors is attributed to the fact that the combustion wave is not uniform and 

portion of the precursors might not react completely during the combustion process [6]. The patterns 

also show a shift of peaks towards the lower angle as shown in figure 1(b). The observed XRD peak 

shifts might be caused by the lattice strain or lattice defects [7].  The average crystallite sizes of the 

phosphors were estimated by using Scherrer’s equation [8]. The estimated average crystallite sizes of 

BaB8O13: xCe
3+

 powder phosphors were found to be 32, 36, 39, 43 and 40 nm for x = 0.03, 0.05, 0.07, 

0.09 and 0.11, respectively. The crystal structure of BaB8O13 host matrix is shown in figure 1(c). It is 

observed from the crystal structure that BaB8O13 consists of both tetrahedron (BO4) and triangular 

(BO3) groups. Looking at the ion bond between Ba, B and O ions, it is observed that B and Ba are 

connected via O ions. According to our calculations, the average bond lengths between B-O and Ba-O 

were 1.415 Å and 2.713 Å, respectively. The average bond angles between O-B-O, B-O-B and Ba-O-

B were calculated to be 111.34º, 128.47º and 115.57º, respectively. 
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Figure 1. (a) Room temperature XRD pattern of BaB8O13:xCe
3+

 powder phosphors, (b) magnified 

view of (102) plane for BaB8O13:xCe
3+ 

powder phosphors and (c) crystal structure of BaB8O13 host 

(blue, grey and red balls represent barium, boron and oxygen atoms, respectively).  

 

Figure 2 shows the Fourier Transform Infrared (FTIR) spectrum of BaB8O13:0.05Ce
3+

 powder 

phosphor. The FTIR spectrum was recorded in the spectral range of 650 - 3000 cm
-1

. The spectrum 

exhibits some broad bands in the range 650 - 1600 cm
-1

. The bands at 698, 730, 775, and 799 cm
-1

 are 

assigned to the out-of-plane bending mode of the group BO3. The in-plane bending modes of the BO3 

group are shown by the bands at 871, 928, 980, 1101 and 1138 cm
-1

. The bands peaking at 1235, 1270, 

1319, 1363 and 1408 cm
-1

 are assigned to the asymmetric stretching vibration of the BO3 group [1].  
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Figure 2. Room temperature FTIR spectrum of BaB8O13:0.05Ce
3+

 phosphor. 

 

The scanning electron microscope (SEM) micrograph of BaB8O13:0.05Ce
3+

 powder phosphor taken at 

×5000 magnification is shown in figure 3(a). It is observed that the microstructures of the phosphor 

are agglomerated with irregular shapes. The surface of the SEM micrograph shows lots of voids and 

pores due to the large amount of gases such as NO2 and CO2 that evolve during combustion method 

[9]. Figure 3(b) shows the energy dispersive X-ray spectroscopy (EDS) spectrum of BaB8O13:0.05Ce
3+

 

powder phosphor. The spectrum confirms the presence of barium (Ba), Boron (B), oxygen (O) and 

Cerium (Ce) elements. The concentration of Ba by weight exceeds those of all the other elements and 

the least concentration (also by weight) was recorded for Ce
3+

 used as a dopant. 

 
 

Figure 3. (a) SEM micrograph and (b) EDS spectrum of BaB8O13:0.05Ce
3+

 phosphor. 

 

Figure 4(a) shows the photoluminescence excitation (PLE) of BaB8O13:0.05Ce
3+ 

phosphor and 

photoluminescence emission (PL) spectra of BaB8O13:xCe
3+

 (x = 0.03, 0.05, 0.07, 0.09 and 0.11) 

powder phosphors.  The PLE spectrum consists of a major peak centered at 270 nm and a minor peak 

at 212 nm due to the 4f
1
 - 5d

1
 excitation transition of Ce

3+
 ions and the excitonic band, respectively 
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[10]. The feature of the excitation spectrum remains the same when monitored using 515 nm emission 

peak indicating that the emission obtained is due to same recombination center [11]. When exciting 

the BaB8O13:xCe
3+

 (x = 0.03, 0.05, 0.07, 0.09 and 0.11) powder phosphors at 270 nm wavelength, a 

broad emission peak was observed at 515 nm, which is attributed to the inter-configuration 5d
1
 – 4f

1
 

allowed transition of Ce
3+

 [9, 12]. The concentration of Ce
3+

 versus relative emission intensity plot of 

BaB8O13 doped with different concentrations of Ce
3+

 under 270 nm excitation is shown as an inset in 

figure 4(a). The plot shows PL intensity increased with concentration from 0.03 and maximizes at 0.05 

mol beyond which the PL intensity decreased. The decrease in the PL emission intensity beyond the 

critical concentration could be explained by concentration quenching effect. The probability of energy 

transfer is greatly dependent on the distance between the activator ions. As the Ce
3+

  doping amount 

increases the distance between Ce
3+

 ions shortens, which favors the non-radiative pathway by energy 

transfer among Ce
3+

 ions [13]. Generally, the emission of Ce
3+

 has a doublet character with an energy 

difference of about 2000 cm
-1

 due to the ground-state splitting (
2
F5/2 and 

2
F7/2) [14]. To confirm this, 

the PL spectrum of BaB8O13:0.05Ce
3+ 

(figure 4(b)) was deconvoluted into two Gaussian profiles with 

peaks centered at 508 nm (19685 cm
−1

) and 551 nm (18149 cm
−1

). The energy difference (Δk) 

between them is about 1536 cm
−1

, which shows a small difference compared with the theoretical value 

of 2000 cm
-1

. This indicates that there is only one type of emission center in the BaB8O13 host lattice 

[15]. 

 

 
 

Figure 4. (a) Excitation spectrum of BaB8O13:0.05Ce
3+

 and emission spectra of BaB8O13:xCe
3+

 (x = 

0.03, 0.05, 0.07, 0.09 and 0.11) powder phosphors, with relative intensity versus concentration of Ce
3+

 

as an inset and (b) deconvoluted emission spectrum of BaB8O13:0.05Ce
3+

 powder phosphor. 

 

The Commission International de I’Eclairage (CIE) 1931 Chromaticity image for BaB8O13:xCe
3+

 (x = 

0.03, 0.05, 0.07, 0.09 and 0.11) phosphor powders excited at 270 nm is shown in figure 5. The CIE 

coordinate values were found to be (0.243, 0.481), (0.190, 0.572), (0.200, 0.536), (0.192, 0.503) and 

(0.209, 0.536) for x = 0.03, 0.05, 0.07, 0.09 and 0.1, respectively. The CIE coordinates are in the green 

region of the spectrum not far from the standard green phosphor with the coordinates (0.31, 0.60), 

which means this phosphors can be used as a source of green light in many light emitting devices of 

different types. 
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Figure 5: CIE chromaticity diagram of BaB8O13 doped different concentrations of Ce
3+

. 

Conclusion  

A detailed synthesis of a series of Ce
3+ 

activated BaB8O13 powder phosphors using the combustion 

method was presented. The phosphors were evaluated for a possible application as a source of green 

light in light emitting devices. The XRD patterns of the phosphors were found to be consistent with 

the standard orthorhombic crystal structure of BaB8O13. The photoluminescence spectroscopy data 

showed a broad emission centered at 515 nm under the UV excitation of 270 nm. The PL emission 

intensity was dependent on the concentration of Ce
3+

 with the maximum concentration obtained from 

the 0.05 mol Ce
3+

 doping. The CIE chromaticity coordinates indicated that the Ce
3+

 doped phosphors 

exhibit a green color, with coordinates close to those of the standard green phosphor, suggesting that 

our material is a potential candidate to be used as source of green light in different types of light 

emitting devices.  
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Abstract. First-principles calculations were carried out to investigate the structural, 
thermodynamic, electronic and mechanical properties of olivine NaMPO4. All calculations were 
performed using plane-wave pseudopotential method within the generalised gradient 
approximation (GGA) functional with Hubbard U correction. We note that the calculated lattice 
parameters are in good agreement to within 6 % with the experimental data. The predicted heats 
of formation suggest that NaMnPO4 is the most thermodynamic stable structure, with the lowest 
formation energy (-1292 kJ/mol). The calculated density of states showed that Fe 3d states for 
the NaFePO4 system overlap the Fermi level EF, suggesting a semi-metallic behaviour leading 
to good electronic conductivity. On the other hand, NaCoPO4 and NaMnPO4 show insulator 
behaviour due to the existence of energy band gap around the Fermi Level. Lastly, all the 
independent elastic constants for all structures satisfy the necessary stability criterion, indicating 
that all NaMPO4 structures are mechanically stable.  

1. Introduction  
Sodium transition metal phosphates (NaMPO4), with olivine structure, have recently attracted a lot of 
interest in battery applications as potential candidates for future cathode battery material. However, 
very little work has been done on the sodium-based material as many studies have primarily focused on 
well-developed counterpart, olivine lithium metal phosphates (LiMPO4), due to the significant 
discoveries and investigations on lithium ion batteries [1, 2, 3, 4, 5]. Concerns regarding the abundance 
and possibilities of drastically increase in lithium ion batteries prices when demand intensifies may 
arise. Unlike the olivine LiMPO4, the sodium-based olivine transition metal phosphates are more 
abundant and inexhaustible in the world [6].  

Figure 1 shows the simulation models for olivine NaMPO4 with space group Pnma. The M atoms 
are located in the octahedral sites, while P atoms occupy tetrahedral sites with a distorted hexagonal 
close-packed framework. The framework is coordinated by oxygen atoms forming layers of edge-
sharing MO6 octahedra, separated by PO4 tetrahedra. Na ions move within the one-dimensional tunnel 
formed by the edge sharing LiO6 octahedrons. 
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Figure 1 Atomic arrangement of NaMPO4 olivines structures. 

 
The major drawback for the sodium metal phosphates has been their low charge/discharge 

capacities. Previous studies by Shakoor et al. [7] reported that NaFePO4 and NaCoPO4 offer 
charge/discharge capacities of 12 mAh/g and 2.0 mAh/g, respectively, which is very less compared to 
the olivine LiFePO4 (170 mAh/g) [8, 9], LiMnPO4 (165 mAh/g) [10] and LiCoPO4 (70 - 86 mAh/g) [9] 
and other sodium based cathode materials such as Na1.5VOPO4F0.5 (80 mAh/g) and Na3V2(PO4)F3 (90 
mAh/g) [11]. Several studies have suggested that the low capacities may be attributed to slow diffusion 
kinetics of sodium into the structure and the closed packed crystal structure which causes the sodium 
ion immobility [7, 12]. On the other hand, a study by Sun and Manivannan have shown that the 
NaFePO4 electrode is capable of maintaining capacity for a large number of cycles, despite low 
capacity. It was reported that the charge/discharge densities continued to increase for more than 300 
cycles [13], making this material a good candidate for large scale energy storage systems for smart grid 
applications. In addition, studies are required to enhance the NaMPO4 electrochemical activity at room 
temperature, an important attribute for producing better sodium ion batteries.  

Previous studies have reported the maricite NaFePO4 to be seemingly the most thermodynamically 
stable phase as compared to olivine. It is reported that the maricite phase is 0.016 eV/formula unit more 
stable than the olivine [6, 14]. However, the edge-sharing FeO6 octahedrons and lack of cationic 
channels for Na diffusion make this material an unlikely candidate for sodium ion battery development. 
In this study, we investigate the structural, thermodynamic, electronic and mechanical properties for the 
olivine NaMPO4 (M=Fe, Co, Mn) structures to determine their stability and competences as future 
cathode materials. The heats of formation, electronic densities of states (DOS) and elastic constants will 
be calculated to mimic the stability trend at 0 K.  

2. Methodology 
First-principles DFT+U calculations were performed using the Vienna Ab Initio Simulation Package, 
VASP [15] to determine stability of olivine NaMPO4. We used the spin-polarised generalised gradient 
approximation (GGA). A plane-wave cut-off of 500 eV and suitable k-mesh point of 4x6x6 was chosen 
for geometric optimisation. The Hubbard parameter of U=5.5 eV and J=1 eV were found to correctly 
predict the lattice constants of transition metal phosphates [16]. Phonon dispersion curves were 
calculated with an interaction range of 7.0 Å. The DOS were calculated with the spin taken into account 
with a smearing width 0.05 eV using a Methfessel–Paxton smearing approach [17].  
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3. Results and discussion  

3.1 Structural and thermodynamic properties 
In table 1, we present the calculated lattice constants, heats of formation, elastic constants, moduli and 
Pugh ratio of NaMPO4 systems. The experimental data are given in parenthesis where available. The 
structural lattice parameters are obtained by performing full geometry optimisation. The calculated 
lattice constants have been found to be in good agreement with the experimental to within 6 %, which 
is expected for a DFT transition metal calculation [18]. Moreover, we note that NaMnPO4 (326.4 Å3) 
has a larger volume over NaFePO4 (318.2 Å3) and NaCoPO4 (311.7 Å3): this may be due to the large 
ionic radii of Mn (81 pm) over Fe (75 pm) and Co (71 pm), respectively. The heats of formation of the 
NaMPO4 olivines have been evaluated to mimic the thermodynamic stability using equation 1: 

 ( ) ( )[ ]OPMNaTotalf EEEEENNaMPOH 41
4 +++−=∆ , 1  

where TotalE  is the total energy of NaMPO4, while NaE , ME , PE  and OE  are the total elemental 
energies of Na , Fe , P  and O  in their respective ground-states. We note that NaMPO4 structures 
show relatively low heats formation, with NaMnPO4 structure showing the lowest value (-1292.6 
kJ/mol), suggesting stability over NaFePO4 (-1143.6 kJ/mol) and NaCoPO4 (-1085.5 kJ/mol), 
respectively. Moreover, we note that our calculated heat formation value for NaCoPO4 (-1086 kJ/mol) 
overestimates the experimental value (-1547.5 kJ/mol) [19].  

Table 1 Calculated lattice constants, heats of formation and elastic properties of olivine NaMPO4 
systems. Experimental data is given in parenthesis. 

Structure   a (Å)  b (Å) c (Å) V (Å3) ΔHf (kJ/mol) 

NaFePO4  9.07 (8.99) 6.90 (6.86) 5.08 (5.05) 318.26 (311.35)a -1143.6 

NaCoPO4  8.95 (8.88) 6.86 (6.80) 5.07 (5.03) 311.68 (303.28)b -1085.5 (-1547.5) 

NaMnPO4 9.17 (9.08) 6.92 (6.90) 5.14 (5.11) 326.38 (320.84)c -1292.6 

Elastic Constants (GPa) 

Cij C11 C12 C13 C22 C23 C33 C44 C55 C66 

NaFePO4 166.83 59.67 80.58 161.17 65.83 175.17 53.00 61.67 49.33 

NaMnPO4 178.17 59.83 70.17 163.67 61.50 163.33 50.33 62.33 51.33 

NaCoPO4 184.83 50.00 75.25 178.33 55.58 168.33 47.67 65.67 41.67 

Modulus (GPa) and Pugh Ratio 

 BH GH EH B/G 

NaFePO4 101.37 52.29 133.86 1.94 

NaMnPO4 98.55 53.49 135.89 1.84 

NaCoPO4 99.10 53.43 135.87 1.86 
a [20] b [19] c [6] 

3.2 Electronic properties 
In order to gain knowledge on the electronic conductivity of NaMPO4 systems as cathode materials, we 
have calculated their densities of states (DOS). The partial and total DOS of NaMPO4 structures are 
presented in figure 2. We note that the total and partial DOS are separated, forming a band gap near the 
Fermi level (EF). The concepts of Fermi level and band gaps are necessary to understand electronic 
conductivity of materials. The spin polarised densities of states calculations show that the olivines 
NaMnPO4, NaFePO4 and NaCoPO4 have energy band gaps of 3.51 eV, 1.17 eV and 1.87 eV, 
respectively. The energy band gaps for NaMnPO4 and NaCoPO4 are relatively wide, suggesting 
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insulator behaviour.  NaFePO4 show a relatively narrow energy band gap. Moreover, the Fermi level is 
located on the Fe 3d band, suggesting that some valence band states jumps the Fermi level barrier to 
the conduction band. The energy band gap value and the location of the Fermi level suggest that 
NaFePO4 is semi-metallic leading to good electric conductivity in Na-ion batteries. The partial density 
of states shows that the M 3d states contribute significantly around the Fermi level, while Na, P and O 
states contribute minimally. Furthermore, we observe spin-down 3d peaks at about 2 eV in all systems 
and minimum contribution from Na, P and oxidation states. The NaMnPO4 show a single 3d peak which 
may correspond to the Mn2+ oxidation state (most stable state), while two degenerate peaks are observed 
for NaFePO4 suggesting Fe2+ and Fe3+ oxidation states. Clearly, Na intercalation causes the coexistence 
of Fe2+ and Fe3+ in the FeO6 layers, which may have effect on charge neutrality. This may solved by 
extracting two electrons from O2- which is reduced and released in the vacuum as O2 [21]. As a result, 
the Fermi energy level shifts to higher conductive band, leading to the enhancement of electronic 
conductivity of NaFePO4 as well as reversible capacity [22], which will be favourable for Na 
deintercalation. On the other hand, NaCoPO4 shows only Co2+ states, since there is no clear distinction 
between the Co 3d peaks.  

 
Figure 2 Partial and total density of states plots of olivine NaMPO4 structures. 

 

3.3 Mechanical properties 
The elastic constants calculated using a Taylor expansion are presented in table 1 [23].  

 ,2
1)0,(),( 00 








++= ∑ ∑

i ij
jjiiijiii CVVUvU δεδεδετε  2 

where )0,( 0VU  represents the unstrained system energy, 0V  is the equilibrium volume, iτ  is the 

element in the stress tensor, and iδ  is a factor of Voigt index. The orthorhombic NaMPO4 structures 
have nine independent elastic constants (Cij), which are presented in table 1. The Born mechanical 
stability criteria for orthorhombic systems are [24, 25]: 
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0)( 1211 >− CC , 0)2( 133311 >−+ CCC , 0)422( 13123311 >+++ CCCC ,  

011 >C , 033 >C , 044 >C , 066 >C  
We note that all stability criteria are satisfied, indicating that NaMPO4 compounds in the olivine 

structure are mechanically stable. To the best of our knowledge, these are the first recorded elastic 
constants on NaMPO4 systems.  

From the calculated elastic constants, the macroscopic mechanical parameters, namely, Bulk, 
Shear and Young’s modulus are obtained using the Voigt-Reuss-Hill approach [26], 

( ) ( ),
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15
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where B, G and E are the bulk, shear and Young’s modulus, while V, R and H are the Voigt, Reuss and 
Hill bounds, respectively and ijS  is the inverse matrix of the elastic constants matrix ijC , which 
is given by [27]; 
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The resultant bulk, shear and Young’s modulus are listed in table 1. The bulk and Young’s moduli 
determines hardness and stiffness of the material, respectively, while the shear determines the resistance 
to deformation under shear stress. The bulk modulus also measure resistance to volume change under 
pressure [28, 29]. We note that NaMPO4 structures show relatively large positive bulk, shear and 
Young’s moduli, suggesting hardness, high resistance to volume change and deformation and stiffness, 
respectively.  Moreover, we note that BH>GH, which implies that the parameter limiting the mechanical 
stability of NaMPO4 structures is the shear modulus (GH) [30]. Moreover, the Pugh criterion of ductility 
and brittleness was calculated. Pugh proposed that if BH/GH is more than the critical value (1.75), the 
material is ductile and if less than (1.75), the material is brittle [31]. We note all NaMPO4 structures are 
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ductile, since BH/GH is greater than 1.75, suggest that these materials are able to band without 
deformation, leading to minimal cracks during battery operation [32].   

4. Conclusions 
First-principles calculations on NaMPO4 structures have been performed, particularly, structural 
parameters, heats of formation electronic density of states and elastic constants. It has been shown that 
the structural parameters obtained by full optimisation are in good agreement with the experimental 
data to within 6 %, suggesting validity of the approach employed. The heats of formation suggested 
thermodynamic stability of NaMnPO4 structure (-1292.6 kJ/mol) over NaFePO4 (-1143.6 kJ/mol) and 
NaCoPO4 (-1085.5 kJ/mol), respectively. The electronic density of states has shown that the NaFePO4 
structure is semi-metallic, while NaMnPO4 and NaCoPO4 show insulator behaviour characteristics. The 
semi-metallic behaviour of NaFePO4 strongly suggest that this system has better electronic 
conductivity, hence preferred. Lastly, the elastic properties show that the olivine NaMPO4 structures 
are all mechanically stable and behave in a ductile manner, suggesting lack of cracks during battery 
operation.  
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Abstract. Photoactive hybrid films based on inorganic/organic nanocomposites have been 

widely employed for fabrication of low cost and environmental friendly photovoltaic devices [1-

2]. However, silicon nanowires (SiNWs) and poly (3-hexylthiophene-2,5-diyl) also known as 

P3HT, are promising candidates that still require exploration due to high optical absorption and 

excellent charge carrier mobility associated with them, respectively [3-4]. An objective of the 

study was to establish optimised spin coating conditions for P3HT film deposition with high film 

uniformity and electrical conductivity in order to incorporate SiNWs for enhancement of optical 

and electrical properties of the film. Uniform hybrid films with satisfactory electric 

conductivities were obtained. 

1. Introduction

In response to the global concern over issues of global warming and unsustainability of the current

commercial source of energy based on fossil fuels, research towards the development of low cost

renewable sources of energy has gained tremendous interest over the last two decades. Inorganic

photovoltaics (PVs) based on crystalline silicon (c-Si) are ubiquitous and exhibit reasonable power

conversion efficiency (PCE). However, high temperature and vacuum required for the processing of Si

and fabrication of this type of PV leads to high production cost, which needs to be reduced. In this

context, other PV technologies such as those based on organic semiconductors (OPVs) have emerged

as promising candidates for fabrication of PV technologies at low cost [5, 6], on flexible substrates. In

OPVs, the PCE is affected by the morphology of the active layer, the structure and the choice of electron

donor (D) and acceptor (A) materials, the ratio of these materials and the interaction in the D-A interface

within an active layer [7]. The major setback for OPVs involves the low PCE, which is due to limited

charge carrier mobility, as a result of a rapid recombination rate within the active layer [8]. In dealing

with shortcomings associated with OPVs, methods such as incorporating inorganic material into

polymer matrices have been developed and employed [9-11].

Hybrid solar cells combine advantages of both organic and inorganic materials, where the conjugated 

polymer absorbs light and acts as the donor, whereas the inorganic material can act as acceptor and 

electron transporter in the structure. In our films the conjugated polymer and inorganic nanowires (NWs) 

are mixed together in specific weight ratios. The polymer poly (3-hexylthiophene-2,5-diyl)  (P3HT) is 
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employed for its good hole transporting ability arising from the crystalline ordering of the polymer. As 

inorganic material, silicon nanowires (SiNWs) offer high surface area per volume ratio providing a large 

interface for exciton dissociation, therefore leading to high mobility of electrons [12]. This study is about 

optimizing the composition of P3HT: SiNWs photoactive hybrid layers in order to enhance its electric 

properties. Other factors contributing toward the improvement of the photoactive layer’s conductivity 

are also taken into account. 

2. Experimental details

2.1.  Material Synthesis 

The conjugated polymer P3HT (Sigma Aldrich) with a molecular weight average between 54000-75000 

gmol-1, was used as purchased without any further purification or modification. SiNWs were synthesized 

in the laboratory via metal assisted chemical etching (MACE) process as discussed in literature [4]. 

However, in this study, Si wafers were immersed into a second etching solution that consisted of a high 

concentration of hydrofluoric acid (HF) and hydrogen peroxide (H202), in a volume ratio of 10 ml of 

H2O2, 10 ml of HF and 30 ml of H2O for etching the bases of SiNWs prior to the removal of the silver 

nanoparticles (Ag NPs) in nitric acid (HNO3) [4, 13]. In order to detach SiNWs from the bulk Si wafer, 

the base-etched SiNWs samples were immersed in 5% HF for 3 min to remove the oxide layer from the 

NWs, and subsequently immersed in a binary solvent of dichlorobenzene (DCB) and chloroform (CF) 

with (1:1) ratio, and sonicated in an ultrasonic bath for 10 minutes, during which the fragile bases of the 

SiNWs broke off into the binary solvent. The remaining SiNW-free bulk Si wafer were then removed 

from the solution containing the NWs.   

Using this SiNWs ink, three solutions of different SiNWs concentrations by weight ratio were 

prepared, P3HT: 1.5 wt% SiNWs, P3HT: 3 wt% SiNWs, and P3HT: 6 wt% SiNWs. The fourth solution 

of P3HT dissolved in the binary solvent was used as a reference. These solutions were stirred overnight 

on a digital hot plate stirrer (Lasec) at rotational speed and temperature of 250 rpm and 23 ̊ C 

respectively. Microscope slides with 1-1.2 mm thickness (Lasec), on which hybrid solutions were to be 

deposited, were ultrasonically cleaned in acetone, ethanol and isopropanol and then rinsed in deionized 

water. The solutions were then deposited at 1000 rpm for the duration of 80s using a G3P-series spin 

coater (Specialty Coating Systems) to form photoactive bulk heterojunction hybrid layers. 

2.2 Characterization 

SiNWs morphology and microstructure were characterized by High Resolution Scanning Electron 

Microscopy (HRSEM: Zeiss Auriga) and Optical Microscopy (Olympus U-CMAD3, Japan). Optical 

properties were investigated using UV-Vis absorbance and photoluminescence (PL), (Maya 2000PRO 

with Deuterium-Tungsten Halogen sources, and HORIBA Jobin Yvon Fluorolog-3 model FL322), 

respectively. A FEI Tecnai F20 field emission high resolution transmission electron microscope (HR-

TEM) was used to examine the crystallinity of the hybrid material.  

3. Results and Discussion

It can be seen that base-etched SiNWs before the detachment are vertically aligned on a Si wafer (fig 1

(a)). The diameters of the wires are between 0.17-0.27 μm, while the length is approximately 4.8 μm.

Fig 1 (b) depicts that after detachment SiNWs are not of uniform length. This suggest that during

sonication SiNWs break randomly due to two possibilities: (1) base-etching not occurring at the same

level, and (2) as-synthesised SiNWs varied in length. A thoroughly discussion of SiNWs formation can

be found in references 13, and 14&15.
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Figure 1: SEM micrographs of SiNWs, (a) cross sectional view of base-etched SiNWs and (b) SiNWs 

deposited onto a glass substrate by drop casting. 

Prior to mixing the SiNWs with the polymer, spin-coating deposition parameters for pristine P3HT 

were optimised. Different solution concentrations (5, 7.5, 10 and 20 mg/ml of P3HT/DCB/CF), spinning 

speeds (500, 750, 1000 and 2000 rpm), and spinning durations (20, 40, 60 and 80 s) were investigated. 

The thickness and the uniformity of the films depended on the entire four distinct stages of the spin-

coating process, i.e. dispense stage, substrate acceleration, spin-off and solvent evaporation. All spin 

coating parameters investigated in this study revealed to have a direct impact on the thickness and the 

uniformity of the film obtained. The film obtained from a solution concentration of 10 mg/ml spin coated 

at 750 rmp for the duration 80 s exhibited the highest conductivity and this was considered the optimal 

condition for pure P3HT. 

Optical microscope images of P3HT matrix incorporated with different SiNWs concentrations are 

depicted in fig 2. It has been reported that film uniformity depend strongly on the choice of organic 

solvent used [16]. In this study, the binary solvent of dichlorobenzene and chloroform was used due to 

the high solubility of P3HT in the former and quick evaporation of the latter, which together 

constructively influence the film produced. It is evident from fig 2 (a-d) that films investigated shows 

small particles associated with P3HT. This is an indication of the possibility of reorganisation of the 

polymer during thermal treatment of the film. From fig 2 (b-d) it is observed that SiNWs incorporated 

in the P3HT matrix are randomly distributed, and are of different sizes. As shown in fig 2 (d), a high 

concentration of SiNWs enlarges the D-A interface, which could be suitable for effective charge transfer 

for P3HT: SiNWs. However, this large number of wires could act as recombination sites; perhaps it is 

for this reason that other complementing techniques are employed to examine the concentration of 

SiNWs favourable for successful charge separation.  
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Figure 2: Optical micrographs of hybrid layers, (a) pure P3HT, (b) P3HT: 1.5 wt % SiNWs, (c) 

P3HT: 3 wt% SiNWs and (d) P3HT: 6 wt% SiNWs. 

Fig 3 shows the optical properties of the hybrid layers. The P3HT spectrum in fig 3 depicts two 

maximum absorption peaks at wavelengths around 520 and 545 nm, which are attributed to the π-π* 

transition [17]. In addition, a shoulder peak is observed around 600 nm. This shoulder peak is ascribed 

to the high crystallization and intrachain interaction ordering of the P3HT [1]. It is also noticed from the 

spectra that upon addition of SiNWs the shape of the P3HT spectrum is retained with a slight broadening 

of absorption peaks, which suggest better structuring of P3HT in the presence of SiNWs. In the 

wavelength range between 630-800 nm, it can be observed that addition of SiNWs reduces the 

absorption of the P3HT matrix. However, further addition of wires recovers the absorption intensity. PL 

spectra of P3HT and its blend with different concentration of SiNWs is shown in fig 3 (b). The PL peak 

appears at wavelength around 650 nm, which is characterized by the relaxation of excited π-electrons to 

its ground state. It is in our interest to observe that blending P3HT with SiNWs quenches the PL peak, 

this indicates the occurrence of successful charge dissociation at the D-A interface [18]. The maximum 

quenching is obtained for the blend ratio of P3HT: 3 wt % SiNWs. Further addition of SiNWs into the 

polymer matrix, i.e. P3HT: 6 wt % SiNWs results in an increased intensity of the PL peak. This increase 

in the emission intensity may be due to the formation of SiNWs aggregates, which decreases the D-A 

interface [19].  
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Figure 3: Optical properties of hybrid films, (a) Normalised UV-Vis absorption spectra and (b) 

photoluminescence spectra. 

HRTEM was employed to examine the internal structure and crystallinity of the combination of 

P3HT and SiNWs. Fig 4 (a) shows that within the matrix, P3HT covers parts of the SiNWs. Fig 4 (b) 

and the inset indicate that the hybrid film is polycrystalline.  

Figure 4: TEM images, (a) SiNWs covered by P3HT and (b) crystallographic information on P3HT: 

SiNWs, the inset is the SAED pattern for the combination of P3HT: 6 wt % SiNWs. 

The thickness and conductivity of the hybrid films measured at room temperature using a Dektak 

Profilometer and four point probe Hall Effect measurement system are presented in table 1. As expected, 

the thickness of the hybrid films increase with an increasing content of SiNWs, this could be attributed 

to the enhanced surface tension of the solutions with an increasing content of SiNWs. Table 1 also 

reveals that, adding SiNWs into the P3HT matrix increases the electrical conductivity, which is in good 

agreement with PL results. The decrease in the conductivity of P3HT: 6 wt% SiNWs seems to confirm 

the suggestion made earlier that an excessive amount of SiNWs encourages formation of recombination 

sites which degrade the quality of the hybrid film. 
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Table 1: Thickness and conductivity of spin coated films. 

P3HT: SiNWs wt % ratio Thickness (nm) Conductivity (×10-5Ω-1.cm-1)  

P3HT 87 3.39 

P3HT: 1.5 wt % SiNWs 89 3.41 

P3HT: 3.0 wt % SiNWs 95 3.61 

P3HT: 6.0 wt % SiNWs 125 2.52 

4. Conclusion

In conclusion, bulk heterojunction photoactive hybrid films composed of P3HT and SiNWs have been

prepared by spin coating to establish optimal composition of these materials of interest. Within the

photoactive hybrid layer, SiNWs are randomly distributed and the polymer covers SiNWs, thus forming

various D-A interfaces essential for charge separation. The maximum conductivity of 3.61× 10-5 Ω-1.cm-

1 was obtained for the blend ratio of P3HT: 3 wt % SiNWs. There is good correspondence between the

optical and the electrical properties of the as-prepared hybrid films and these results agree well with

literature.
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Abstract. More advanced Zr-based alloys are being developed for the more severe operating 
conditions such as higher burn-up and increased operation temperature, this is due to their good 
resistance to corrosion and high melting point. In this work, density functional theory have been 
used to investigate the structural and thermodynamic properties of Zr-Nb-Co system at various 
concentrations. We used the virtual crystal approximation to introduce small content Co on 
different Zr97Nb3 composition. We found that the increase in Co concentration enhances the 
stability of the compound with the Zr97Nb3 being the most preferred composition, and the alloy 
is stable only at a small Co concentration of about 3 atomic percent (3 at. %). We also found that 
both binary Zr97Nb3 and ternary Zr97Nb2.5Co0.5 structures converges at 1000K, confirming 
stability at high temperature.   

1. Introduction
Zirconium is a very promising material for the nuclear industry and power engineering due to its
excellent properties for nuclear environment that will alleviate the radiation effects [1, 2].  It is used as
the structural material in a prototype core for nuclear submarines [3].  Zirconium exhibit excellent
resistance to radiation in both mechanical behaviour and dimensional stability, low neutron cross-
section, good corrosion resistance, high yield strength, fabricability and ductility.

Zirconium and its alloys has attracted significant attention due to its distinctive properties for extensive 
applications in nuclear and chemical industry [4].  The mixture of zirconium through niobium has shown 
to have desirable physical and thermodynamic applications [5].  Zr-Nb alloys are being developed to 
improve the properties of nuclear reactor plants.  Most of the developing alloys are found to have higher 
Nb and lower Sn contents (in Zr-Sn alloys) in order to improve corrosion resistance [6].  Recently, the 
Nb-based binary solutions have been of much technological and academic interest as the alloys of this 
kind have good mechanical properties [7].  Alloys with a high percentage of Nb (x>5) have high capacity 
for hydrogenation which mainly causes poor corrosion resistance.  As a consequence, alloys with small 
amount of Nb (x<5) are preferred for optimising its application in reactor metallurgy [1]. 

The effect of alloying elements to Zr-Nb is very important it serves as an effective strengthening element 
for Zr with low cytotoxicity and low magnetic susceptibility (2.2 × 10 cm3 g−1) which depends mostly 
on the composition and phase constitution [8].  In this paper, we report the effect of cobalt addition on 
the Zr97Nb3 system and deduce their elastic, electronic and thermodynamic properties at different 
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concentrations.  Furthermore, we investigate the temperature dependence to evaluate the strength and 
stability of the system at higher temperature conditions. 

2. Methodology
The  calculations  were  carried  out  using  first-principles density functional theory  (DFT) [9] within
the  plane-wave  pseudopotential   method,  as implemented in CASTEP code [10].  The electronic
exchange-correlation potential was described within generalized gradient approximation (GGA)
parameterized by Perdew, Burke, and Enzerhof (PBE) [11].  Interactions in the Brillouin zone were
performed with special k points of 18 × 18 × 10 mesh parameter in accordance with the Monkhorst and
Pack scheme [12].  The ultrasoft pseudopotentials method with a cutoff of 400 eV was used to describe
the interaction between electrons and ions, and was sufficient to converge the total energy of the system
[13].  The virtual crystal approximation   (VCA) [14] was used to introduce a small amount of Co
concentration.

3. Results and discussion

Figure 1. Calculated heats of formation against percentage Co for various Zr97Nb3 structures. 

The DFT calculations were performed using VCA to investigate the effect of cobalt addition for various 
Zr97Nb3 structures.  Note that the structures were obtained by alloying the α–Zr (a = 3.231 Å, c = 5.171 
Å) with Nb.  It has been ascertain that the α–phase is in its equilibrium state, the lattice parameters were 
in good agreement to within 1% of the experimental values.  The Zr97Nb3-xCox structure was 
geometrically optimized by allowing both atomic positions and volume to relax until a ground state 
energy was achieved.  However, when Co is added to the system, the lattice parameter increases slightly; 
the volume increases as the Co content is increased.  The thermodynamic stability was evaluated for 
small Co concentration deduced from the heats of formation:  

∆𝑯𝑯𝒇𝒇 =  𝑬𝑬𝒁𝒁𝒁𝒁𝟗𝟗𝟗𝟗𝑵𝑵𝑵𝑵𝟑𝟑−𝒙𝒙𝑪𝑪𝑪𝑪𝒙𝒙 − 𝟎𝟎.𝟗𝟗𝟗𝟗𝑬𝑬𝒁𝒁𝒁𝒁 − (𝟎𝟎.𝟎𝟎𝟑𝟑 − 𝒙𝒙)𝑬𝑬𝑵𝑵𝑵𝑵 − 𝒙𝒙𝑬𝑬𝑪𝑪𝑪𝑪         (1)

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 61



Where, EZr, ENb, and ECo are the individual elemental energies in the hcp, bcc, and hcp ground state 
structures, respectively. At lower Co content we found that the structures yielded lower energies (Hf), 
suggesting thermodynamic stability. However, as Co was increased, the structure reaches maximum 
above zero at region 2 in Figure 1 (becomes positive thermodynamically unstable) and drops back to 
negative. The structure is thermodynamically stable to within 0.4 at. % Co content (region 1) and 2 ≤ x 
≥ 3 (region 3; the structure show transition in region 2 (unstable alloy). This observation support 
previous report that ZrxNb alloys with a high percentage of niobium (x > 5) causes the deterioration of 
corrosion properties.  

Figure 2. Displaying elastic constants against percentage Co for various Zr97Nb3 structures. 

Figure 3. Comparison of the total density of states (tDOS) for the Zr97Nb3 structure at various at. % 
Co content. The Fermi energy is taken as the energy zero (E-Ef = 0). 
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The effect of small Co addition on the elastic constants (Cij) were also evaluated.  The results are shown 
in Figure 2.  At lower concentrations it is shown that all elastic moduli are positive, the increase in Co 
content indicates there is softening of elastic moduli above 1.5 at. % Co (C′<0, elastically unstable). 
This findings suggest that the system is mechanically stable at lower concentrations.  We also performed 
the density of states (DOS) calculations to verify the electronic stability of the Zr97Nb3-xCox as shown in 
Figure 3, it is noted that structures without Co content have the lowest peaks at the Fermi energy 
(electronically stable), the stability trend is observed from the peaks at Fermi energy with respect to the 
pseudogap. The small amount of Co content show significance effect.  We note that the structures with 
lowest DOS at Fermi correspond to those with low Co content.  It was also observed that 0.5 at. % Co 
content is electronically stable.   

Figure 4. Indicating the temperature dependence of Zr97Nb3 structures at 0.5 at. % Co content. 

In Figure 4, we observe that the system is stable at temperatures above 1 000K up to 1 800K since the 
system energy is minimal at that temperature.  This findings suggest that the small addition amount of 
Co may be crucial in the development of better fuel cladding material, as this may enhance the stability 
of the system. 

4. Conclusion
The equilibrium lattice parameter, heats of formation, elastic properties and electronic structures of the
Zr97Nb3-xCox alloy were determined using ab initio calculations.  It was shown graphically in Figure 2
that the shear modulus is positive (C′ > 0) for alloys with less amount of Co and becomes unfavourable
above 1.5 at. % Co. The DFT results are in agreement with the experimental findings.  It was found that
the Zr97Nb2.5Co0.5 structure is more stable (lowest heats of formation); whereby the VCA showed
preference of doping on Co on Nb sublattices at small concentrations.  Finally the DOS show that
structures with high Co are high in energy while those with small concentration are lowered at Fermi
level which confirms condition of stability.
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Abstract. High energy ball milling technique was employed to synthesise the undoped ZnO, 5% 
Co and In single doped and Co-In double doped ZnO nanoparticles. Thereafter, the kenosistec 
station equipment was used to scrutinise and monitor the mechano-chemically prepared samples 
for gas sensing application. Ammonia (NH3) gas is being probed at various temperatures and 
concentrations in the present work. In all the current against time plots observed, the undoped 
and double doped ZnO nanoparticles are being favoured at a temperature range 200 – 350 oC. 
Further on, the sensitivity of the undoped and double doped ZnO increase with increasing NH3 
gas concentration. Co doped ZnO nanoparticles were noted to possess a fast recovery while the 
Co-In doped ZnO nanoparticles possessed fast response time at 10 ppm. 

1. Introduction
Over centuries various types of gas sensors such as the optical, electrochemical, catalytic acoustic
and semiconductor have being developed [1]. Semiconducting metal oxide gas detectors such as SnO2-
ZnO [2], ZnO-CuO [3], Fe2O3-ZnO [4] have been investigated over a range of temperatures to detect
most common gases [5], such as H2S, CO, NH3, CH4 and to monitor the environment.  Report by Feng
et al.[6] indicated that enthanol (C2H5OH) gas is highly sensible and reflects fast response for ZnO-
based sensors. The gas sensing properties of SnO2 based sensors are found to be greately influenced
by the size and the Debye length of the polycrystalline SnO2 particles [7]. Mean while, Wang et
al. [8] investigations revealed that the gas sensing process depends mainly on the surface reaction
where the chemical components, temperature, micro/nano-structure of the sensing layer and
humidity play an important role. H2S is an acidic gas with the density slightly higher than that of air.
It is known to have bad odour and is mostly present in industral areas, dumps and sewers. However,
the monitoring of the H2S gas is very important because it is dangerous to humans lives even at low
concentrations [9]. It has been mentioned in several papers that the selectivity and sensitivity of
gas sensors to H2S can be improved through additives of hydrophobic silica [10], ceria or basic
oxides to the sensing element and even doping with nobel metals like Ag to SnO2 [11].  Tamaki et al. [7]
reported on the extreme sensitivity of 5wt.% SnO2-CuO to H2S gas at 200 oC. The one dimensional
metal oxide (nanobelt or nanowire base sensors) have proved to possess numerous advantages, like
higher sensitivity at parts-per-billion (ppb) and above, lower operating temperature and better
compatibility compared to the traditional metal oxide sensors [12]. Wang et al. [13] reported on the ZnO
nanorods arrays prepared using a hydrothermal route for gas sensing application. In the report ZnO
nanorods showed excellent response to NH3 and CO
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exposure. Further on the H2 gas sensitivity with detection limit of 20 ppm from room temperature (25  
oC) to 250 oC was also observed. ZnO is known to be transparent to visible light and more electrically 
conductive through doping [14]. The n-type ZnO semiconductor occurs naturally, while the p-type ZnO 
semiconductor can be produced through co-doping techniques (N and Ga dopants) as indicated by 
Joseph et al. [15].  Amongst the high-performance gas sensing devices, ZnO nanorods have being found 
to be sensitive to gases such as H2, NH3 and C2H5OH at room temperature [16]. In the present work ZnO 
nanoparticles are prepared using high energy ball milling method; the method which has been found to 
be adaptable and followed easily. Undoped and doped ZnO nanoparticles are subjected to ammonia 
(NH3) gas to check their sensitivity and selectivity. 

2. Procedure
The high energy ball milling technique was utilised in preparing the undoped ZnO nanoparticles, 5wt.
% of Co-ZnO, In-ZnO and (Co-In)-ZnO nanoparticles samples. These samples were in a powder form;
hence they were sonicated in ethanol for 5 minutes before being placed on the micro-hotplate sensor.
The x-ray diffraction (XRD) and the scanning electron microscopy (SEM) characterisations as discussed
in Manamela et al. [17] were utilised to investigate the structural properties of all the ZnO nanoparticles
considered in this paper. The average crystallite size of the doped and undoped ZnO nanoparticles
ranged from 13 to 18 nm as calculated using Williamson-Hall equation [17]. The KENOSISTEC station
equipment was used to characterise the prepared samples for NH3 gas sensing at various temperatures
(200-350 oC) and concentrations (5 -100 ppm). For gas sensing, the ZnO nanoparticles were mixed with
ethanol before being coated on the surface of the aluminium substrate. The latter was placed between
two Pt electrodes and a heater. The substrates coated with undoped, Co an In doped and Co-In double
doped ZnO nanoparticles were then inserted in a chamber within the KENOSISTEC station machine.
All the samples were subjected to concentrations of 5, 10, 20, 40, 60, 80, 100 ppm of NH3 gas. The
station was maintained at constant voltage of 5 V. The gas flow in and out was maintained at 5 minutes.
Detailed procedures on how a KENOSISTEC sensing station operates can be found on the station
website: www.kenosistec.com [18].

3. Gas sensing applications
The gas sensing applications were performed for the undoped, Co and In single doped and Co and In
(Co-In) double doped ZnO nanoparticles in NH3 gas environment. This NH3 gas detection was
performed at four distinct temperatures: 200, 250, 300 and 350 oC. It must be mentioned that there is no
need to test sensing properties below 200 ºC as the metal oxides like ZnO do not react with NH3 gas at
low temperatures [19].  The response curves in NH3 gas environment are plotted for the said
temperatures as shown in figure 3.1. The undoped and the double doped (Co-In)-ZnO nanoparticles
respond much greater to the NH3 gas with higher current as compared to the In-ZnO and Co-ZnO
nanoparticles. This may be ascribed to the grain sizes of the undoped and (Co-In)-ZnO nanoparticles
being smaller compared to those of In-ZnO and Co-ZnO nanoparticles [17]. This suggest that the Co
and In combined doping induce more inward strains in the ZnO nanoparticle matrix resulting in
decreased volume. All the samples seem to show uneven pattern from 300 oC [20]. This indicates that
the NH3 gas sensors performs badly at higher temperatures. In figure 3.1 (a) it has been noted that at 200
oC the current increases continuously without returning to the reference baseline as the exposure time is
increased. The significance of this is that at 200 oC the undoped and double doped ZnO nanopowder
samples response instantaneously with recovery time.

In order to investigate the behaviour of sensitivity against concentration the equation:
3NH

air

R
R

S = , was 

used. Rgas(NH3) is the resistance in the presence of NH3 gas and Rair is the resistance in the air environment. 
Now Rgas(NH3) contributes 90 % of the response time, while Rair holds 10 % of the recovery time. Figure 
3.2 shows the graphs of sensitivity against concentration. The sensitivity of the undoped ZnO and (Co-
In)-ZnO nanoparticles are constantly increasing with the increasing gas concentration. In addition, it is 
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observed that the double doped ZnO exceeds the sensitivity of the undoped ZnO at 300 oC [21] and 350 
oC. This is in good agreement with what Maswanganye et al. [21] obtained when testing NH3 gas at 300 
oC for (Co-In)-ZnO nanoparticles prepared by sol-gel method. Sensitivity of the undoped ZnO 
nanoparticles drops at 10 ppm but increases rapidly at 20 ppm to 100 ppm in figure 3.2 (a) and (b). The 
Co-ZnO nanoparticles show a decrease in sensitivity as the gas concentration is increased in the 
temperature range 200-300 oC, thereafter experiences an increasing trend at 350 oC. The results suggest 
that the sensitivity of Co-ZnO nanoparticles is very poor at temperatures below 350 oC. Furthermore, 
response and recovery are highly compromised as depicted in figure 3.1 (c) and (d). The behavior is 
evident on the double doped and undoped ZnO nanopowder samples. In general, all this suggest only 
Co-In doped and the undoped ZnO nanopowder samples have reliable sensitivity at 200 – 250 ºC 
temperature range. Non-sensitivity of In-ZnO and (Co-In)-ZnO nanoparticles could still be attributed to 
less reactivity of metal oxide complexes with NH3 gas at low temperatures. Possibly, In3+ ions in theses 
complexes contribute more in retarding the reaction of ZnO and the NH3 gas [19]. In the case of Co-In 
double doped ZnO sample, the grain size effect could come into play, as when the size of the 
nanoparticles are decreased greatly, the melting point also get reduced [22]. 
The response and recovery time for NH3 gas was also investigated at 250 ºC for concentrations of 5, 10, 
20, 40, 60, 80, 100 ppm. In table 1, a 10 ppm concentration has been singled out to depict as reasonably 
low amount of NH3 gas in the atmosphere at elevated temperatures. The single doped Co-ZnO sample 
demonstrates a substantially fast recovery time in all the ZnO nanoparticles tested. On the other hand, 
the double doped (Co-In)-ZnO sample demonstrates the fast response time of the four ZnO nanoparticle 
samples tested. Of course it can also be seen that both the undoped and the double doped ZnO 
nanoparticle samples have the same longest recovery time of all the samples investigated. 

(a) (b) 

(c) (d)

Figure  3.1: The graphs of current against time for the doped and undoped ZnO nanoparticles at various 
temperatures for the concentrations of 10 and 40 ppm respectively. 
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(a) (b) 

(c) (d) 

Figure  3.2: The sensitivity versus NH3 concentration plot for the doped and undoped ZnO nanoparticles at 
various temperatures. 

Table 1. NH3 gas response and recovery time for the doped and undoped ZnO nanoparticles   at 10 ppm. 

Sample Response time (s) Recovery time (s) 

Undoped ZnO 294 304 

Co-ZnO 572 23.0 

In-ZnO 302 302 

(Co-In)-ZnO 289 304 

4. Conclusion
ZnO nanoparticles were successfully synthesised by the high energy ball milling technique. The current
versus time curves show good response and recovery to the NH3 gas at lower temperatures, than at higher
temperatures. In addition, the undoped and (Co-In)-ZnO nanoparticles are more favoured compared to
the Co and In single doped ZnO nanoparticles samples. It has also been observed that the sensitivity of
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all the ZnO nanoparticles are much higher at 350 oC. The Co-ZnO nanoparticles reflect a descending 
response magnitude with increasing concentration of NH3 gas at lower temperatures. The Co doped ZnO 
nanoparticles possess the fast recovery, whereas the (Co-In) double doped ZnO nanoparticles possess 
the fast response time at 250 oC. 
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Abstract. A molecular dynamic study of Ti50-xZrxPt50 as potential high temperature shape 

memory alloy has been performed using the LAMMPS code. The lattice dynamics, elastic 

properties and temperature dependence were deduced to determine the effect of ternary addition 

with Zr on the Ti sub-lattice at varied temperature range.  It was found that the lattice parameter 

increases with Zr addition, the thermodynamic stability was observed at 5 at. % Zr. Furthermore, 

the elastic properties showed positive shear modulus for concentrations range 5 - 25 at. % Zr, 

indicating stability of the structures and instability above 25 at. % Zr concentrations. More 

importantly, we observed a martensitic transformation behaviour for Ti50-xZrxPt50 (x= 5.56) at 

around 1200 K. 

1. Introduction

Shape memory alloys (SMAs) design & applications has found commercial use in a broad range of

industries including automotive, aerospace, robotics and biomedical [1]. These alloys are able to

remember their shape after being deformed when heated above certain temperatures. The practical uses

for SMAs are limited to temperature below 373 K [2]. Various alloys such as NiTi, NiAl, TiPd and TiAu

have been investigated, amongst them NiTi-based SMAs have been used extensively in industries

because of its resistance to corrosion and the fact that the martensitic transformation temperature (Ms)

is near room temperature. TiPd undergoes a B2-to-martensite phase transformation with a Ms between

780 and 836 K [2, 3]. However, studies reveal that TiPd exhibits extremely poor shape-memory behavior

with little recoverable strain during transformation, even under no-load conditions, which is attributed

to a low critical stress for slip in the alloy [4].

A limited number of alloys have potential as high-temperature shape memory alloys (HTSMAs). 

Hence, HTSMAs are being developed in order to increase the application areas of shape memory alloys 

[5]. Interest in HTSMA has been growing in the aerospace, automotive, process control and energy 

industries. One way to increase the transformation temperature is to add significant levels of particular 

ternary additions [6] which were found to be effective for increasing the transformation temperature [7]. 

Hence, NiTi-X (X=Pt, Pd, Hf and Zr) shape memory alloys have been studied for high temperature 

above 373 K applications [8, 9]. However, TiPt has a higher Ms of above 1273 K rendering it suitable 

for the development of HTSMAs [2]. According to Yamabe-Mitarai et al. [10], Ti50Pt50 alloy exhibit 

very low shape memory effect with a recovery ratio of ~11%, however, the ratio increases between 

~40% and ~60% for Ti45Zr5Pt50 [11].  
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In this work Zr is partially substituted on the Ti sub-lattice of the B19 TiPt to investigate the stability 

of the structures in terms of their formation energies, and the elastic properties. Furthermore, the 

temperature dependence was investigated by studying the lattice expansion and mechanical properties 

of the 5.56 at % Zr structure. 

2. Methodology

The first principle density functional theory (DFT) was used to study the TiPt−Zr as a potential

HTSMAs, The CASTEP code [12] was employed along with the Ultrasoft pseudopotentials with a

plane-wave basis set, to achieve a good convergence with respect to the total energy [13]. We have used

the generalized gradient approximation (GGA) of the Perdew-Burke-Ernzerhof (PBE) exchange

correlation functional [14]. The Brillouin zone integrations were performed for suitably large sets of k-

points according to Monkhorst and Pack [15]. The energy cutoff of 500 eV and k-points mesh 8×13×8

for B19 TiPt were used in order to determine the quality of the calculations. A 2x2x1 supercell was used

to generate ZrxTi50−xPt50 compounds by substituting Zr atoms on the Ti site. The temperature dependence

calculations were evaluated utilizing molecular dynamics code based Large-scale Atomic Molecular

Massively Parallel Simulator (LAMMPS) with an Embedded Atom Method (EAM) module [16] as

implemented by Materials Design.

3. Results and Discussion

The equilibrium lattice parameter of the optimized structures and heats of formation are listed in

Table 1. We note that our DFT predicted lattice parameters are in good agreement with available 

experimental and theoretical results for the binary phase. Upon doping, the lattice parameter increases 

with the increase in Zr content. Furthermore, the heats of formation (ΔHf), of the intermetallic phases is 

calculated according to the relation [17, 18] 

∆𝐻𝑓 = 𝐸𝑇𝑖𝑃𝑡 − [(1 − 𝑥)𝐸𝑠𝑜𝑙𝑖𝑑
𝑇𝑖 +x𝐸𝑠𝑜𝑙𝑖𝑑

𝑃𝑡 ], (1) 

where 𝐸𝑇𝑖𝑃𝑡 , 𝐸𝑠𝑜𝑙𝑖𝑑
𝑇𝑖  and 𝐸𝑠𝑜𝑙𝑖𝑑

𝑃𝑡   are the total energies of an intermetallic alloy, and elemental Ti and 

Pt in their respective ground-state crystal structures, while x and 1-x refers to the fractional 

concentrations of the constituent elements. The binary B19 Ti50Pt50 heats of formation is in good 

agreement with the previous report. Furthermore, we see that the Zr5Ti45Pt50 structure displayed the 

lowest heats of formation and is considered the most stable phase, while the Zr45Ti5Pt50 is the least stable 

with values -4.858 eV/atom and 3.326 eV/atom, respectively. 

Table 1 The equilibrium lattice parameters and heats of formation (ΔHf) of B19 TiPt and B19 Ti50-xZrx 

Pt50 ternaries alloys. 

B19 

Composition 

Lattice Parameter 
(ΔHf) 

a Exp b Exp c Exp 

Ti50Pt50 4.633 4.550 [2] 2.791 2.730 [2] 4.876 4.790 [2] 

-0.827

[19]

Zr5Ti45Pt50 4.655 2.808 4.895 -4.858

Zr10Ti40Pt50 4.677 2.825 4.917 -3.944

Zr15Ti35Pt50 4.700 2.841 4.937 -2.951

Zr20Ti30Pt50 4.722 2.858 4.961 -1.902

Zr25Ti25Pt50 4.745 2.876 4.968 -0.831

Zr30Ti20Pt50 4.766 2.893 5.013 0.220

Zr35Ti15Pt50 4.787 2.912 5.043 1.225

Zr40Ti10Pt50 4.807 2.926 5.08 2.205
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Zr45Ti5Pt50 4.829  3.146  5.067  3.326 

Now, we consider the elastic properties to examine the mechanical stability of these alloys, for pure 

and doped systems. We calculated the elastic constants for B19 Ti50-xZrxPt50 structures, as presented in 

Table 2. Note that the mechanical stability in an orthorhombic crystal leads to the following restrictions: 

(C11 + C22 - 2C12) > 0; (C11 + C33 - 2C13) > 0; (C22 + C33 - 2C23) > 0; 

C11 > 0; C22 > 0; C33 > 0; C44 > 0; C55 > 0; C66 > 0; (C11 + C22 + C33 + 2C12 + 2C13 + 2C23) > 0             (2) 

 

We observe that the calculated shear moduli are positive for all structures (Zr5Ti45Pt50, Zr10Ti40 Pt50, 
Zr15Ti35 Pt50, to Zr25Ti25 Pt50) with less Zr concentration satisfying. The structures satisfy mechanical 

stability. This observation is consistent with the formation energies in table 1. The structures Zr30Ti20Pt50, 

Zr35Ti15Pt50, Zr40Ti10Pt50 and Zr45Ti5Pt50 are observed to be unstable since the C44 is negative. For a 

completely isotropic material A=1, while values smaller or greater than unity measure the degree of 

elastic anisotropy. The elastic anisotropy for non-cubic phases is represented by A1, A2 and A3. We note 

that the calculated A1 approaches unity with an increase in Zr content. On the contrary, the A2 and A3 

calculated values are observed to decrease with increase in Zr. The bulk modulus (B) for the Zr10Ti40 

Pt50, Zr15Ti35 Pt50, to Zr25Ti25 Pt50 structures become less in hardness with increasing Zr,  

Table 2 The elastic constants (Cij) for B19 Ti50-xZrxPt50 structures at various concentration, 0K. 

Structures 

Elasticity 

(GPa) 

  

C11 C12 C13 C22 C23 C33 C44 C55 C66 C' B A1 A2 A3 

Zr5Ti45Pt50 314 112 145 364 91 319 6 60 69 101 179 0.683 0.035 0.087 

Zr10Ti40 Pt50 324 117 147 368 89 321 7 62 70 103 186 0.683 0.040 0.099 

Zr15Ti35 Pt50 317 118 145 367 95 329 8 62 71 99 184 0.716 0.045 0.112 

Zr20Ti30 Pt50 310 117 148 344 94 325 6 62 71 97 182 0.739 0.035 0.084 

Zr25Ti25 Pt50 301 119 139 317 89 305 14 62 71 91 179 0.778 0.088 0.203 

Zr30Ti20Pt50 301 135 148 294 96 304 -70 62 70 83 190 0.851 0.457 1.002 

Zr35Ti15Pt50 287 136 141 279 94 287 -110 60 69 76 186 0.918 0.756 1.583 

Zr40Ti10Pt50 272 134 147 303 92 280 -25 58 69 69 180 0.996 0.193 0.364 

Zr45Ti5Pt50 267 157 143 192 101 238 -456 48 65 55 194 1.180 4.171 7.023 

 

The effect of temperature on the lattice parameter of the B19 Ti50-xZrxPt50 (x=5.56) was investigated 

and is shown in Figure 1. We observe that the lattice parameters a and c increase linearly with 

temperature, while b decreases. The martensitic transformation is observed around 1200 K, this also 

correspond to the austenite start at around 1270 K. Above this temperature, we observed expansion of 

the lattice parameters, mostly the separation of a and c. The lattice ratio a/b and c/b also increases with 

temperature with values within 1.4 and 1.61, respectively. 

Furthermore, we calculated the elastic constant at varied temperature only for the B19 Zr5.56Ti44.44Pt50 

(Figure 2). Most of the independent Cij satisfy the conditions of stability for the orthorhombic system, 

with a slight decrease as temperature is increased. The shear moduli (C11 + C22 − 2C12) and (C11 + C33 − 

2C13) are positive from (173 K – 2073 K) temperature range, while (C22 + C33 − 2C23) is negative above 

1400 K. However, the shear moduli substantially decrease as temperature is increased. This may suggest 

that the structure could be stable at high temperature condition and likely to enhance the Ms. 
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Figure 1 The effect of temperature on lattice parameter (i) a and c, (ii) b and (iii) lattice ratio a/b or c/b 

of B19 Zr5.56Ti44.44Pt50. 

Figure 2 The graph of the (i) elastic constants and (ii) shear moduli Cʹ against temperature for the B19 

Zr5.56Ti44.44Pt50 structure. 
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4. Conclusion

The effect of Zr substitution was investigated on Ti sub-lattice using DFT within the generalised gradient

approximations. The Ti50-xZrxPt50 alloys were determined by varying the concentration of Zr. We found

that Zr5Ti45Pt50 is more stable, while Zr25Ti25Pt50 is the least stable. We observed that 5 – 25 at. % Zr are

more stable as compared to 30 - 45 at. % Zr for elastic constant at 0 K. The temperature dependence of

the lattice parameters and elastic properties was investigated within the LAMMPS-EAM code, to deduce

the Ms for B19 Zr5.56Ti44.44Pt50 ternaries. The B19 Zr5.56Ti44.44Pt50 showed martensitic transformation

above 1200 K. Interestingly, the lattice ratio c/b and a/b were calculated and found to be 1.56 and 1.57,

respectively. Furthermore, it was observed that as the temperature is increased, the shear moduli

decreases suggesting stability at elevated temperatures. It can be deduced that the thermodynamic and

elastic stability is maintained and this may have good effect on the corrosion resistance over temperature

range from 900 to 1400 K.

5. Acknowledgement

The calculations were performed at Materials Modelling Centre, University of Limpopo, South Africa.

The support of the South African Research Chair Initiative of the Department of Science and

Technology and the National Research Foundation is highly recognised.

References 

[1] Biggs T, Cortie M B, Witcomb M J and Cornish L A 2001 Martensitic transformation,

microstructure, and mechanical workability of TiPt Metall. Mater.Trans. 32A 1881 

[2] Donkersloot H C and van Vucht J H N 1970 Martensitic transformations in gold-titanium,

palladium-titanium and platinum-titanium alloys near the equiatomic composition J. Less-

Common Metals. 20 83 

[3] Cai W, Tanaka S and Otsuka K 2000 Mater. Sci. Forum. 327 279

[4] Otsuka K, Oda K, Ueno Y, Piao M, Ueki T and Horikawa H 1993 The shape memory effect in a

Ti50Pd50 alloy Scripta Metall. Mater.  29 1355 

[5] Ye Y Y, Chan C T and Ho K M 1997 Structural and electronic properties of the martensitic alloys

TiNi, TiPd and TiPt Phys. Rev.B  56 3678 

[6] Sasaki T T, Hornbuckle B C, Noebe R D, Bigelow G S, Weaver M L, and Thompson G B 2013

Effect of aging on microstructure and shape memory properties of a Ni-48Ti-25Pd (At. Pct) 

alloy Metall. and Mater. Trans.  44A 1388 

[7] Ma J, Karaman I and Noebe  R D 2010 High temperature shape memory alloy. Int. Mater. Rev.

55 257 

[8] Bozzolo G, Noebe R D and Mosca H O 2005 Site preference of ternary alloying additions to NiTi:

Fe, Pt, Pd, Au, Al, Cu, Zr and Hf J. Alloys. Comp.  389 80 

[9] Firstov G S, Van Humbeeck J and Koval Y N 2004 High-temperature shape memory allloys some

recent developements Mater. Sci. Eng.  A 378 2 

[10] Yamabe-Mitarai Y, Hara T, Miura S and Hosoda H 2010 Shape memory effect and

pseudoelasticity of TiPt Intermetallics 18  2275 

[11] Wadood A, Takahashi M, Takahashi S, Hosoda H and Yamabe-Mitarai Y 2013 High-temperature

mechanical and shape memory properties of TiPt-Zr and TiPt-Ru alloys Mater. Sci. Eng. A564 

34 

[12] Clark S J, Segall M D, Pickard C J, Hasnip P J, Probert M J, Refson K and Payne M C 2005

Zeitschrift für Kristallographie First-principles methods using CASTEP  220 567 

[13] Payne M C, Teter M P, Allan D C, Arias T A, and Joannopoulos J D 1992 Iterative minimization

techniques for ab initio total-energy calculations: molecular dynamic and conjugate gradients 

Rev. Mod. Phys. 64 1045 

[14] Perdew J P, Burke K and Ernzerhof M 1996 Phys. Rev. Lett.  77 3865

[15] Monkhorst H J and Pack J D 1976 Special points for brillouin-zone intergrations Phys. Rev. B 13

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 75



5188 

[16] Nørskov J K 1979 Electron structure of single and interacting hydrogen impurities in free-

electron-like metals Phys. Rev. B 20 446 

[17] Phasha M J, Ngoepe P E, Chauke H R, Pettifor D G and Nguyen-Mann D 2010 Link between

structural and mechanical stability of fcc- and bcc-based ordered Mg-Li alloys Intermetallics 

18 2083 

[18] Mahlangu R, Phasha M J, Chauke H R, Ngoepe P E 2013 Structural, Elastic and Electronic

Properties of Equiatomic PtTi as Potential High-Temperature Shape Memory Alloy 

Intermetallics 33 27 

[19] Fernando G W, Watson R E and Weinert M 1992 Heats of formation of transition-metal alloys:

Full-potential approach and the Pt-Ti system Phys. Rev. B 45 15 8233 

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 76



Bias enhanced nucleation and growth for improving the opto-
mechanical properties of diamond-like carbon films 

WM Mbiombi1,2,  B A Mathe12, D Wamwangi 1,2, R Erasmus1,2and D G Billing3

1  DST/NRF Centre of Excellence in Strong Materials, University of the Witwatersrand, Private  
Bag 3, Wits 2050, Johannesburg, South Africa   
2 Materials Physics Research Institute, School of Physics, University of the Witwatersrand,  
WITS 2050, Johannesburg, South Africa  
 3 Molecular Sciences Institute, School of Chemistry, University of the Witwatersrand, WITS 
2050, Johannesburg, South Africa  

E-mail:wilfred.mbiombi@students.wits.ac.za

Abstract. Diamond-like carbon (DLC) thin film is an amorphous carbon with high amount of 
sp3 bonds and it is extensively investigated due to its excellent potential for application as an 
antireflection coating. Besides it has tunable opto-electronic and mechanical properties that 
depend on the sp3/sp2 fraction. This work seeks to investigate the enhancement of the opto -
mechanical properties of DLC thin films by in situ control of the nucleation and growth of 
DLC thin films. Thus DLC thin films have been deposited on SiO2 substrates using unbalanced 
RF magnetron sputtering at a constant power density of 4.4 W/cm2 and various substrate bias 
voltages in the range -25 to -100 V. Raman spectroscopy has been used to determine the sp3 
fractions from the area ratios of the D-peak and G-peak (ID/IG). The results show that ratio vary 
between (0.55-0.63) corresponding to sp3/sp2 ratio in the range (1.07-1.33). Optical 
spectroscopy measurements in the visible range show a transmittance at 81% for a bias 
substrate of voltage of -75V, which correlates not only with the largest Tauc – gap of 1.56 eV 
but also with lowest sp2 cluster of 15.25 Å. The thicknesses of the films have been determined 
to be (94-147 nm) using X-ray reflectivity, and decoupled from the optical density in the 
transmittance data. 

1. Introduction
Diamond-like carbon (DLC) thin films continue to inspire a lot of research interest due to their diverse
applications and extreme properties such as high hardness, low friction coefficient, chemical inertness,
high resistivity and optical transparency. For opto-mechanical applications its wide band gap and low
surface roughness have made it a promising candidate for nano-mechanical resonators [1-10].

All the unique combinations of properties have extended the applications of DLC films as 
protective coatings for optical windows, magnetic storage disks and biomedical coatings and anti-
reflection coatings [11]. The ability to tune the sp3/sp2 ratio and hydrogen fraction opens the way to 
improve the optical, electrical and mechanical properties of these materials. This further enhances 
their application in non-volatile memory as active layers with high scalability and low power 
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consumption devices [12]. In all the above cases DLC thin films are incorporated as active layer in 
multilayer devices, thus strain control and   stress relaxation play a dominant role in the performance 
and life span of devices. Despite the wide range of applications. DLC thin films exhibit high 
compressive internal residual stress, which leads to poor adhesion, and thus limit their commercial 
use. Using RF magnetron sputtering under diverse substrate bias voltages provides a step towards the 
establishment of the correlation between microstructure and film – substrate adhesion.  

2. Experimental
DLC thin films were prepared by RF magnetron sputtering system employing a 13.56 MHz  radio
frequency at room  temperature with substrate bias voltages between (-25V and -100V). The
deposition of the films was done in argon and methane gas ambient on a glass substrate (SiO2). The
RF input power density was set at 4.4W/cm2 for an Ar/CH4 ratio of 1:1 using a graphite target. The
base pressure of the vacuum chamber was 3.7×10-5 mbar while the working gas pressure was set at
2.8×10-2 mbar. The thickness and the density of the DLC films for the optical transmission were varied
between 94 – 147 nm and 2.10-2.59  g/cm3, respectively, as measured by X-ray reflectivity. The
microstructure of DLC thin films was studied by determining the area and intensity ratios of the D and
G peaks using Raman spectroscopy after excitation with a 514.5 nm laser light source. The optical
properties of the films were established using UV-vis Cary 500 spectrophotometer in the range 350-
1400 nm. This technique enables the measurement of the optical transmittance of the DLC films after
subtraction of the contributions of the glass substrate in the calibration.
3. Results and discussion
3.1.Raman Spectroscopy Characterization
Raman spectra of DLC thin films deposited under various substrate bias voltages are presented in
figure1. In general, the Raman spectra of the DLC thin films resembles that of disordered graphite and
it constitutes of two vibrational  modes, namely; the G-peak around 1580-1600 cm-1 and the D-peak
around 1350 cm-1. These modes are assigned to the zone centre phonons of E2g symmetry and the K-
point phonons of symmetry, respectively [13]. The measured spectra of the DLC films were de-
convoluted into distinct D- and G peaks using two Gaussian functions as shown in figure1.
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Figure 1. De-convolution of Raman spectra into distinct D- and G- peaks using two Gaussian 
functions for films deposited at substrate bias voltages of -25 V and -75 V. 

Our results indicate that the centroid of the D-peak occurs in the vicinity of (1369.32-1373.49 cm-1) 
and this corresponds to intensity ID/IG and area ratios in the range (0.55-0.63) and (1.28-1.59), 
respectively. The results further show a decrease in the D-peak position and ID/IG ratios with 
increasing substrate bias voltage. This is attributed to the increase in sp3 fractions in the films which 
represent the bonding configuration responsible for the formation of more diamond-like carbon films. 
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The relationship between ID/IG and cluster size defined by equation (1) is an appropriate indication on 
the formation of DLC thin films; 
                                           𝐼𝐼𝐷𝐷 𝐼𝐼𝐺𝐺� = 𝐶𝐶(𝜆𝜆)𝐿𝐿𝑎𝑎2     (1) 

 
where C(λ) is the constant dependent on wavelength and  La is cluster diameter or in-plane correlation 
length. It is therefore evident that the ID/IG ratio decreases with decreasing cluster (La) size of the sp2 
bonds. Applying a DC bias voltage to the silicon substrate in ambient CH4/Ar was observed to 
optimize DLC nucleation resulting in the highest fraction of sp3 bonds at -100 V, however nucleation 
can also be determined by the space charge effects which can  lead  to  a higher sp3 fraction at lower 
bias voltage as was observed at (-75 V)[14]. In the CH4, the H/C ratio is significant, since the 
hydrogen fraction changes the properties of the films. A typical signature of hydrogenated samples is 
the increasing photoluminescence background with increasing H content shown in figure 2. This 
background generally overshadows the Raman signal of a-C:H around 40- 45 at.% of H. The ratio 
between the slope m of the fitted linear background and the intensity of the G-peak, m/I(G), is used as 
a measure of the bonded H content as shown in figure 2. The bonded hydrogen in DLC was thus 
estimated   using equation (2) and the results included in Table 1. Note that this expression is valid for 
H˃20 at. % [15]. 
 𝛨𝛨[𝑎𝑎𝑎𝑎. %] = 21.7 + 16.6 𝑙𝑙𝑙𝑙𝑙𝑙 � 𝑚𝑚

𝐼𝐼(𝐺𝐺) [𝜇𝜇𝜇𝜇]�           (2)  

.     
 
 
Figure 2.The ratio between the slope m of the fitted  linear background and the intensity of the G-
peak, for -25 V and -75 V. 
 
A summary of the Raman spectroscopy results is presented in Table1. It is observed that the substrate 
bias voltage increases the hydrogen content in the DLC films up to -75 V, beyond which (at -100 V) a 
decrease in the amount of hydrogen occurs. This decrease could be attributed to re-sputtering effects 
arising from plasma etching. Indeed the thickness of the DLC thin films deposited at -100 V is 99 nm 
compared to 147 nm, that of films deposited at -75 V.This implies that the films deposited on the glass 
can be classified as diamond-like carbon which has the value between 20 - 40% of hydrogen [16 ].  
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Table 1. Different parameters of DLC thin films obtained from the Raman spectra at 514 nm. 

3.2. Optical spectroscopy 
The UV-vis transmission spectra of DLC thin films at various substrate bias voltages (from -25 V to -
100 V) are shown in figure 3(a). The dependence of transmission on the optical constants and the film 
thickness is decoupled from the measurement. Thus the values presented represent the percentage 
transmission from the intrinsic properties of the DLC film deposited at various substrate bias voltages. 
The highest transmittance is observed for films deposited with a bias voltage of -75 V, which 
corroborates with the presence of more sp3 fractions in the films. Using Beer’s law, Tauc’s relation 
and the Fermi-golden rules for interband transitions, the dispersion of absorption coefficient is 
extracted as shown in figure 3(b). The plot of (αhν)1/2 versus (hν) of DLC films prepared at different 
bias voltages on the substrate is based on a direct allowed transition  to estimate the Tauc gap, and the 
results are shown in Table 2, where the largest Tauc gap occurs for the films prepared at -75 V bias, 
owing to the higher sp3 fraction.  

Figure 3 (a) Transmittance versus wavelength and (b) the plot of (αh𝜈𝜈)1/2 versus hν. 

Substrate bias 
voltage (V) 

D-peak
(cm-1)

Area 
ratio 

(ID/IG) 

Height 
ratio 

(ID/IG)  

Sp3/sp2 

(±0.05) 
Hydrogen  (at.%) 

-25V 1372.93 1.59 0.63 1.07 22.15 

-50 V 1369.32 1.45 0.59 1.21 31.27 

-75 V 1367.76 1.28 0.55 1.33 38.19 

-100V 1373.49 1.51 0.61 1.13 32.52 
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Table 2. The mixture of optical property and Raman spectroscopy results for the biased DLC films. 

The linear extrapolation in fig 3(b) from the straight line to the energy axis gives the Tauc gap of the 
films under diverse substrate bias. The optical band gap (Eg) of the films has been determined to be: 
1.10, 1.37, 1.56 and 1.20 eV, corresponding to the substrate bias voltages of -25 V, -50 V, -75 V and -
100 V, respectively. The results in Table 2 show that the Tauc-gap increases with increasing sp3 
fractions, corresponding  to more diamond like films tending to be optically transparent, for which  the 
cluster size of DLC thin film is less than 2 nm. The values of Tauc gap determined in this work are in 
agreement with those reported for a-C:H (1- 2 eV) [15]. The Tauc- gap is mainly determined by the C 
sp2 hybridization clusters embedded in the amorphous carbon medium [16] and  thus the increase in 
the Tauc- gap is expected for decreased fraction of sp2 cluster sizes as shown in Table 2. 

4. Conclusion
The present work has shown that DLC films had been successfully deposited onto a glass substrate at
room temperature using graphite target and ambient Ar/CH4 using a radio frequency (RF) magnetron
sputtering. The dependence of structural evolution of DLC films as a function of the substrate bias
voltage has been demonstrated by a combination of Raman spectroscopy and X-ray reflectivity, where
an amorphous matrix evolves into a predominantly sp3 bonded system with sp2 chains. Raman and
UV-visible spectra further corroborate this evidence indicating that increasing substrate bias voltage
leads to the reduction of the cluster size of sp2 rings, creating more sp2 chains and the sp3 bonds. It is
thus expected that as fraction of sp3 bonds increases, the films will also exhibit stronger mechanical
characteristics, thus this project will be extended to employ Brillouin scattering technique to measure
the Young’s modulus of these DLC films.
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Abstract. Atomistic simulation was carried out to study the effect of pressure on the 

structureand elastic properties of pentlandite structure (Ir9S8) sulphides. The lattice parameters, 

bond lengths and elastic constants as a function of pressure are calculated. Pentlandite is a 

major precious metals-bearing mineral and plays a very important role in mining. Precious 

metal ores co-exists with base metals either as solid-solution and intergrowths, hence rendering 

its detailed understanding important for efficient extraction of these precious metals. This work 

relates to problems in applied areas such as mineralogy, geophysics and geochemistry, whereby 

phase transition is modified by impurities, so there is the additional concern of the effect of 

high pressures. We want to see how pressure changes the lattice parameters, elastic constants 

and bond lengths. We used computational techniques to investigate the effect of high pressure 

on the pentlandite structure. It was noted that as the pressure increases, the volume decreases. 

The elastic properties were found to be positive, which satisfies the conditions for a 

mechanically stable cubic structure. 

1. Introduction

The Bushveld Complex has the largest concentration of platinum group elements (PGEs) and these

are ruthenium (Ru), rhodium (Rh), palladium (Pd), osmium (Os), iridium (Ir), and platinum (Pt) [1].

Pentlandite minerals are known to host such precious metals, either as solid solutions or as

intergrowths [2] and in order to achieve high recoveries of such metals it is necessary to float

pentlandites efficiently, particularly in reefs that are less explored, such as the platreef. These PGEs

exist in different structures and they could form pentlandite structure (Ir9S8), which makes them

significant sulphide minerals. Owing to their high concentration in the Bushveld Complex, it draws

much attention in investigating their structure and elastic properties. In one of the studies of sulphide

minerals within the Merensky Reef deposit of the Bushveld Complex, it was found that Ir, Os and Ru

reside in solid solution in pentlandite and pyrrhotite, Rh and some Pd in pentlandite [3]. Our focus is

on the atomistic simulation of structural and elastic properties of iridium-bearing mineral within

pentlandite (Ir9S8). Ir has properties that are resistant to corrosion, and together with its alloys is used

in chemical industry, medical devices and jewellery manufacture [4]. The study on the elastic

properties of minerals play key role in the studies of earth’s deep interior [5]. Furthermore, theory and

computation play an increasingly important role in the field of mineral physics by allowing the

scientist to probe environments, such as the deep Earth, that are challenging or impossible to access

extensively by experiment [6]. Determination of high-pressure mineral structure is crucial for

understanding all other pressure-induced property changes in the deep Earth [7]. Elastic properties

describe the volume and shape changes that occur when stresses are applied to a material [8].
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Pentlandite, Ir9S8 structure 

The conventional unit cell of the pentlandite has the formula Ir36S32 and contains a cubic close-packed 

arrangement of sulphide ions containing 64 tetrahedral holes and 32 octahedral holes. Of the 64 

tetrahedral holes, 32 are occupied by Ir
2+

 ions, these being distributed through the lattice in groups of 

eight which lie at the corners of sub-cubes of edge length 0.250 nm. Of the 32 octahedral holes, 28 are 

pseudo-octahedral, distorted, and empty, whereas four are truly octahedral and each contains an Ir 

atom in a formally zero oxidation state. Thus the solid attains the overall stoichiometry Ir9S8 [9]. 

Figure 1 shows the conventional unit cell of Ir9S8. The Ir9S8 has a space group Fm3m.

Figure 1: Conventional (Ir36S32) and primitive (Ir9S8) unit cell of    

pentlandite structure. Blue and yellow spheres represent metal (Ir) 

 and sulphur (S) atoms respectively.   

2. Computational Method

The atomistic simulation method uses interatomic potential functions to describe the total energy of a

system in terms of atomic coordinates [10]. The atomistic simulation method in this study was

conducted using General Utility Lattice Program (GULP) code [11], which requires the use of

interatomic potential functions. GULP code allows the use of two-body, three-body, four-body, six-

body, and many body potentials depending on demands of research [12]. The cell geometry of Ir9S8

was assigned as a = b = c = 9.928 Å, and α = β = γ = 90 with space group Fm3m. Geometry

optimization calculations were performed on the structure and elastic constants at pressures ranging

between 0 and 40 GPa in the steps of 5 GPa. In this work, we consider the approximation for

describing the pentlandite structure, which is the rigid ion model potential. This is an empirical

approach and relies on a set of parameters, which were modified using cobalt pentlandite potentials

(Co9S8) [13]. The potential models can accurately describe the bulk and surface structure properties,

lattice constants, and elastic properties of sulphides [14], oxides [15], and other pentlandite structures

[16]. The calculations are based on the Born ionic model [17] of a solid and parameters were derived

for short range interactions represented by the Buckingham potential, Morse potential and three body

terms:

Buckingham Potential 

In the Buckingham potential, the repulsive term is replaced by an exponential term and potential takes 

the form 

 (1) 

where and are parameters that represent the ion size and hardness, respectively, while 

describe the attractive interaction and 
ijr is the distance between ion and ion . The first term is 

known as the Born-Mayer potential and the attraction term (second term) was later added to form the 

Buckingham potential. Very often, for the cation-anion interactions, the attractive term is ignored due 

to the very small contribution of this term to the short-range potential, or, alternatively, the interaction 

is subsumed into the  and  parameters. 
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Morse Potential 

The Morse potential is used to model the interactions between covalently bonded atoms and has the 

form 

      (2) 

where  is the bond dissociation energy,  is the equilibrium bond distance, and is a function of 

the slope of the potential energy well. The Coulombic interactions between covalently bonded atoms 

are often partially or totally ignored as the Morse potential already contains the attractive component 

of the interaction between neighbours.  

Three-Body Potential 

A further component of the interactions of covalent species is the bond-bending term, which is added 

to take into account the energy penalty for deviations from the equilibrium value. Hence, this potential 

describes the directionality of the bonds and has a simple harmonic form:  

  (3)    

where  is the three-body force constant,  is equilibrium angle and  is the angle between two 

interatomic vectors  and . Table 1 gives the potential parameters used in this study. 

  Table 1: The modified potential parameters for pentlandite structure (Ir9S8) used in this study. 

3. Results and Discussions

The effect of pressure on the structural and elastic properties of pentlandite is discussed in this

section. First we discuss the structure and elastic properties under zero pressure. Table 2 shows that

optimized structural parameters are in good agreement with the experimental and other theoretical

results. A pentlandite cubic structure M9S8 has three independent elastic constants ( ,

and ). The elastic constants of a typical cubic structure obey the

criteria . As a result calculated values of elastic constants

satisfy both the structural and cubic stability conditions, meaning that the crystal structure is stable 

under zero pressure.   

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 85



Table 2 Comparing our results with previous experimental and theoretical data for pentlandite under 

zero pressure. 
a
 [18], 

b 
[19], 

c
 [20], 

d
 [21], 

e 
[22].   

Parameter           Present Study       Other Theoretical           Experimental 

Lattice parameters

𝑎�Å        9.809        9.948
a
, 9.918

b
, 9.927

c
, 9.928

e
 

        9.977
d
 

𝑉�Å3      943.86     974.44
b 
       978.56

c
        

Bond lengths (Å) 

Ir-S   2.111 2.122
c
 2.127

d
 

Ir-Ir    2.468          2.514
c
        2.505

d 

Elastic Constants (GPa) 

𝐶11 209.5      212.0 

𝐶12     121.1  123.8

𝐶44 49.9             49.4  

Bulk Modulus (GPa)        150.5                153.2       

Pressure effect 

We determine the structure and elastic constants of pentlandite structure up to the pressure of 40 GPa. 

The effect of high pressure on the structure and elastic properties of pentlandite are reported to further 

validate the modified potential model. It was reported that, the effect of pressure on the elastic 

properties in materials is important for predicting and understanding some physical properties like, the 

interatomic forces, mechanical stability, phase transition mechanisms, dynamic fracture, earthquakes 

and the internal structures of earth [12]. Again the behavior of earth materials at high pressure is 

central to our understanding of the structure, dynamics, and origin of the earth [23] 

   Figure 2: The (a) lattice parameter and the (b) bond lengths as a function of increasing pressure. 

. 

Figure 2 (a) shows the graph of lattice parameter as a function of increasing pressure. As expected the 

lattice parameter decreases with the increasing pressure ranging between 0 and 40 GPa. Figure 2(b) 

shows the graph of bond lengths as a function of pressure. In both cases the actual change is linear 

with increasing pressure; however bond lengths for Ir-Ir are predicted to shorten much more slowly 

than those of Ir-S pair, due to the metallic behaviour of pentlandite structure. 

(a) (b) 
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Figure 3: The variation of the (a) elastic constants and (b) Bulk modulus as a function of increasing 

pressure.  

Figure 3(a) represents the elastic constants ( , and ) of M9S8 at the pressure interval 

between 0 GPa and 40 GPa. The elastic constants and  show a positive and smooth increase 

as a function of increasing pressure; however show a decrement as a function of increasing 

pressure. Similar observations of the decrement of   with the increasing pressure have earlier been 

reported by Varshney et al [23] for the strontium chalcogenides. This implies that and  are 

more sensitive to the change of pressure than the . It has been reported by Karki and coworkers 

[24] that elastic constants increase monotonically with increasing pressure; and that in few cases

whereby elastic constants decrease with increasing pressure which implies an elastic instability. There

are no available experimental and theoretical data to cross-check the present results, however these

results can provide a useful reference for future studies. The variations in bulk modulus with

increasing pressure are shown in Figure 3(b). It can be seen from the graph that bulk modulus increase

as pressure increases, which shows that the hardness of these material increases with increasing

pressure. The increment is expected due to its direct proportionality to applied pressure ranging

between 0 GPa and 40 GPa.

4. Conclusion

Atomistic simulation has been carried out to study the effect of pressure on structure and elastic

properties of pentlandite structure, Ir9S8. The structural properties suggest good agreement when

compared with experimental and other theoretical data. The elastic constants were found to be

positive, which satisfies the conditions for a mechanically stable cubic structure. Thus the refitted

potentials gave reasonable results and may further be helpful to future studies regarding the structural

and elastic properties, and other related properties of pentlandite structure.
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Abstract. Recently, there is a high demand of shape memory alloys that can be used at high 
temperatures. TiPt is found to be one of the promising alloys with the martensitic transformation 
temperature of 1300 K. Previous studies showed that the alloy is mechanically unstable with the 
negative C′ modulus at 0 K.  In order to enhance the mechanical properties of the alloy, a third 
element Cu was substituted in the TiPt. The stability of the structures with respect to their 
equilibrium lattice parameters and heats of formation were determined using the density 
functional theory method embedded in VASP code. It was found that increasing Cu content 
stabilizes the TiPt with a positive C′ observed for 18.25 at.% Cu. Furthermore, we investigated 
the temperature dependence of the lattice parameters and copper is found to be lowering the 
martensitic transformation temperature of the TiPt shape memory alloy.  

1. Introduction
Shape memory alloys (SMAs), are metallic systems that remembers their original shape when exposed
to a certain pressure or temperature. The shape memory effect and pseudo-elasticity of these materials
which accounts for the specific way the phase transformation occurs, makes them remarkably different
from other materials.  Although they have been used commercially, new applications continue to be
developed for SMAs [1]. Some of the applications include actuators and medical stents [2, 3, 4, 5]. There
is a growing need SMAs that can be used at high temperatures and only a limited number of such alloys
have the potential to be high temperature shape memory alloys (HTSMAs). There has been studies
reported on the Ti (Ni,Pt) [6, 7, 8] and Ti (Ni,Pd) [9, 10, 11] where the third element addition effect was
investigated . However the martensitic transformation temperature (Tm) of these alloys remained below
830 K. The Tm of TiPt is much higher, at approximately 1273 K [12] and this is considered to be of
potential technological interest for elevated temperature SMAs applications. It also undergoes a B2-B19
martensitic phase transformation with a transition temperature above 1300 K [12]. However it has been
reported that Ti-Pt based alloys exhibit very low shape memory effect due to low critical stress for slip
deformation compared to the stress required for martensitic transformation [13, 14] hence it is necessary
to enhance the mechanical properties of the equi-atomic alloy for it to be used at higher temperatures.
Previous studies suggested that additions of Co, Ni, and Pd on the TiPt lowered the Tm of the TiPt at
6.25 at.% whereas Ir addition increased the martensitic transformation temperature [15, 16]. In this work
we investigate the effect of partial substitution of Pt with Cu on the cubic TiPt potential shape memory
alloy system using the supercell approach. The equilibrium lattice parameters and elastic constants are
studied using density functional theory (DFT) in this paper for the Ti50Pt50-xCux (x=6.25, 18.75 and 25).
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In addition; the temperature effect on the B19 orthorhombic phase is investigated using LAMMPS code 
[15] which is embedded in Materials Design and the results are compared with the available
experimental findings.

2. Methodology
The study employed the density functional theory (DFT) method as implemented in the Vienna ab initio
simulation package VASP [16, 17, 18, 19] with the projector augmented wave (PAW) [20]. An energy
cutoff of 500 eV was used as it was sufficient to converge the total energy of the TiPt alloys. For the
exchange-correlation functional, the generalized gradient approximation of Perdew and Wang (GGA-
PBE) [15] was chosen. The Brillouin zone integrations were performed for suitably large sets of k-points
according to Monkhorst and Pack [21]. A 2x2x2 supercell of TiPt with 16 atoms was used to substitute
some of the Pt with Cu. Semi-empirical embedded atom method (EAM) interatomic potentials of
Zhou_2004 [22]  incorporated in LAMMPS code [23] were employed to study the temperature effect
on the lattice parameters of B19 orthorhombic phase. A 5x5x5 supercell of B19 Ti50Pt50-xCux (x=6.25,
18.75 and 25) having 1024 atoms was used. The minimum and maximum temperatures were set to 100
and 1800 K; respectively. The NPT ensemble integration for 100 ps with timestep of 2 fs was used.

3. Results and discussion
3.1 Elastic properties
In Table1 we show the calculated lattice parameters and elastic properties of the Ti50Pt50-xCux (x=6.25,
18.75, 25). The lattice parameters of the TiPt cubic phase decrease minimally with the addition of Cu
content as can be observed in Table 1. Previously, the work on the pure structures of TiPt showed that
B2 structure was unstable with the C′ of -32 GPa at 0 K. In this work, when 6.25 at.% of Cu is added,
the C11 becomes less than C12 resulting in a negative C′ which is unstable according to the criterion of
the elastic constants [24]. Interestingly, the 18.75 at.% Cu addition increases the C′ of  TiPt which
suggest that at this concentration, the transformation temperature is reduced. It is argued that higher
anisotropy A is a sufficient condition for B2-B19 martensitic transformation. However, smaller A
indicates that there is a stronger correlation between C44 and C′. The origin of B19′ phase is a result of
the coupling between C44 and C′ just as proposed by Ren and Otsuka [25].

Table 1. Elastic properties (GPa) of Ti50Pt50-xCux ternaries and their anisotropy A using the supercell 
approach. 

Structures  Lattice parameters C11 C12 C44 C' A 
TiPt [3] 3.18 145 210 45 -32
Ti50Pt43.75Cu6.25 3.16 180 190 54 -10
Ti50Pt31.25Cu18.75 3.13 181 166 49 7.5 7 
Ti50Pt25Cu25 3.11 179 158 57 10.5 5 

The C44 can be understood that is related to resistance to {001}[100] shear for cubic crystals which is 
just the non-basal monoclinic shear required by B19′ martensite. Therefore, C44 is crucial for the 
formation of B19′ martensite and controls the transformation temperature of B2 to B19′ transformation 
[28]. The calculated elastic constants at 25 at.% Cu are all positive indicating the mechanical stability 
of the structure. The anisotropy A of both 18.75 and 25 at.% of Cu is larger but positive suggesting the 
B2 to B19 martensitic transformation.   
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Figure 1: The effect of temperature on the  a, c, b, c/b and a/b lattice parameters of the B19 TiPt on the left hand side compared 
with the experimental results [14] on the right hand side 

3.2 Lattice expansion 
In Figure 1, the lattice expansion of the B19 orthorhombic phase with temperature for this work is 
compared with the experimental findings. The lattice parameters of a and c increase linearly with an 
increase in temperature. Interestingly, the lattice parameters collapses at approximately 1570 K for both 
a and c. The b lattice parameter increases linearly with an increase in temperature where a drastic 
increase is observed at approximately 1570. Yamabe-Mitarai et al. investigated the temperature 
dependence of the lattice parameters for the B19 TiPt experimentally [14] and their results trends are 
comparable with our findings as shown in Figure 1. The plots of c/a and a/b ratios are also shown in 
Figure 1 and decrease linearly with an increase in temperature. Lattice correspondence between the B2 
and B19 phase are [101]B2//a[100]B19, [-101]B2//c[001]B19 and b[010]B2//b[010]B19.
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The ratios a/b and c/b should be closer to 1.414, with an increase in temperature, for the B19 to cubic 
B2 transformation to occur. In Figure 1 (c), a/b and c/b ratio of the B19 TiPt is 1.451 at approximately 
1670 K for this study. The percentage error of the estimated ratio is within 3 % which may suggest that 
at approximately 1670 K the B19 phase has transformed into cubic B2 phase.  
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In Figure 2, we show the plots of lattice constants of Ti50Pt50-xCux with temperature. It is observed that 
when 6.25 at. % content of Cu is added to the system, the lattice parameter expands linearly and collapses 
at temperatures of approximately 1200 K which is lower than that observed in Figure 1 for a pure B19 
TiPt structure. The c/b ratio is found to be 1.43 at this concentration which can imply that at this point, 
a transformation to B2 cubic phase is reached. Addition of more content of Cu in the TiPt reduces the 
transformation temperature drastically as can be observed on the plots of both 18.25 and 25 at.% of Cu. 
Their lattice parameters collapses at temperatures of about 300 K respectively whereas the 1.41 ratio of 
c/b is observed at 400 K this suggests that more content of Cu in the TiPt system decreases the 
transformation temperature of the system. 

4. Summary and conclusion
Computational modelling study on the elastic properties and temperature variation in the Ti50Pt50-xCux

were performed. The addition of Cu content in TiPt cubic phase was found to be increasing the C′ moduli
of the phase leading to a positive anisotropy. The elastic constant of both 18.25 and 25 at.% of Cu were
found to be stable with all the moduli obeying the elastic stability criterion. Temperature dependence of
the lattice parameters were also studied wherein the pure B19 results are comparable with the
experimental findings. Smaller amount of Cu addition lowers B19 to B2 phase at temperatures of
approximately 1200 K whereas 18.25 and 25 at.% of Cu content reduces the transformation temperature
drastically.

Acknowledgements 
The authors acknowledge the CSIR and NRF for their financial support. The support of the South 
African Research Chair Initiative of the Department of Science and Technology and the National 
Research Foundation is highly recognised. The calculations were carried out using computer resources 
at the Materials Modelling Centre (MMC) at the University of Limpopo and the Centre for High 
Performance Computing (CHPC) in Cape Town. 

References 
[1] Duerig T, Melton K, Stockel D, 1990 Engineering Aspects of Shape Memory Alloys Eds Wayman

C (London: Butterworth-Heinemann) 89-95 
[2] Wu M H and Schetky L M,  California: Pacific Grove, 2000 SMST 171-182
[3] Otsuka K and Kakeshita T 2002 MRS Bull. 27 91-100
[4] Van Humbeeck J 1999 Mater. Sci. Eng. A 273–275 134-148
[5] Duerig T, Pelton A and Stockel D 1999 Mater. Sci. Eng. A 273–275 149-160
[6] Hosoda H, Tsuji M, Mimura M, Takahashi Y, Wakashima K and Yamabe-Mitarai Y 2003 MRS

Bull. 753 BB5-51-1–BB5-51-6 
[7] Takahashi Y, Inamura T, Sakurai J, Hosoda H, Wakashima K and Miyazaki S 2004, Trans. MRS-

J. 29 3005-3008 
[8] Inamura T, Takahashi Y, Hosoda H, Wakashima K, Nagase T, Nakano T, Umakoshi Y and

Miyazaki S 2004 MRS Bull. 842 347-352 
[9] Xu Y, Shimizu S, Suzuki Y, Otsuka K, Ueki T and Mitose K 1997 Acta Mater. 45 1503-1511
[10] Suzuki Y, Xu Y, Morito S, Otsuka K and Mitose K 1998 Mater. Lett. 36 85-94
[11] Shimizu S, Xu Y, Okunishi E, Tanaka S, Otsuka K and Mitose K 1998 Mater. Lett. 34 23-29
[12] Donkersloot H C and Van Vucht J H N 1970 J. Less-Common Met. 20 83-91
[13] Yamabe-Mitarai Y, Hara T, Miura S, Hosoda H 2006, Maters.Trans. 47 650-657
[14] Yamabe-Mitarai Y, Hara T, Miura S, Hosoda H 2010, Intermetallics 18 2275-2280
[15] Mahlangu R, Chauke H R and Ngoepe P E 2014 Advanced Material Science 1019 385-390
[16] Chauke H R, Mashamaite M P, Modiba R and Ngoepe P E 2018 Key Eng. Mater. 770 230-238

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 93



[17] Plimpton S 1995, J Comp Phys 117 1-19
[18] Kresse G and Hafner J 1993 Phys. Rev. B 47 558-561
[19] Kresse G and Hafner J 1994 Phys. Rev. B 49 14251-14269
[20] Kresse G and Furthmüller J 1996 Comput. Mat. Sci. 6 15-50
[21] Kresse G and Furthmüller J 1996 Phys. Rev. B  54 11169-11186
[22] Blöchl P E 1994 Phys. Rev. B 50 17953-17979
[23] Monkhorst H J and Pack J D 1976 Phys. Rev. B 13 5188-5192
[24] Zhou X W, Johnson R A and Wadley H N G 2004 Phys. Rev. B 69 144113(1)-144113(10)
[25] Plimpton S 1995 J. Comp. Phys 117 1-19
[26] Mahlangu R, Phasha M J, Chauke H R, Ngoepe P E 2013 Intermetallics 33 27-32
[27] Ren X, Miura N, Taniwaki L, Otsuka K, Suzuki T, Tanaka K, Chumlyakov Y I and Asai M 1999

Mater. Sci. Eng. A 273-275 190-194 
[28] Zener C 1947 Phys. Rev. 71 846-851

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 94



The effect of thiol collectors on nickel-rich (110) pentlandite 

surface using density functional theory 

P P Mkhonto
1
, H R Chauke

1
 and P E Ngoepe

1
 

1 
Materials Modelling Centre, University of Limpopo, Private Bag x1106, Sovenga, 

0727, South Africa 

E-mail: peace.mkhonto@ul.ac.za, peace.mkhonto@gmail.com

Abstract. Ab-initio density functional theory was employed to investigate the interaction of 

thiol collectors on the nickel-rich pentlandite (Fe4Ni5S8) (110) surface, in order to establish 

an insight into the collecting performances of SEX, SIBX and DEDTP collectors during 

flotation. The HOMO and LUMO energies of the three collectors were computed from 

DMol
3
 and revealed that SIBX had the strongest ability to donate electrons, while di-Et-

DTP accept electrons. Furthermore, the collecting strength of di-Et-DTP on the nickel-rich 

pentlandite mineral (110) surface is mostly preferred amongst the three collectors . In 

addition, we observed that the Fe atoms had the strongest adsorption than Ni atoms. 

1. Introduction
Nickel mining is popular in over 20 countries including South Africa, contributing in various
industrial applications such as stainless steel, coins and rechargeable batteries; as such the demand
for nickel is ever growing [1]. Pentlandite, in particular (Fe, Ni)9S8 is a principal source of nickel 
[2], however the mineral occurs as intergrowth or in solid solution with pyrrhotite [3] and this
makes extraction of mineral difficult. The separation of minerals can be achieved by stage-adding
of organic collectors which form important role in rendering the mineral hydrophobic. The
collector attach through its polar sulphur atoms to only valuable mineral particles so that water is
repelled thus creating a favourable condition for the desired mineral particles to adhere to air
bubbles upon collision [4]. As such the air bubbles carry the hydrophobic material (concentrates) to
the pulp surface.

Although performing flotation using xanthate collectors is still a challenge, the xanthate 
collectors are known as low-cost, easy-to-produce collectors which usually give good flotation 
efficiency. The dithiophosphate are also used but were found not suitable to replace the xanthate on 
the flotation of pentlandite containing ore [5]. However, the dithiophosphate was found to increase 
the selectivity during the floatation of pentlandite when it is used as a co-collector with xanthate 
during flotation [6–8]. Interestingly, the mixture of SIBX and DTP collectors was shown 
previously to increase the recovery of nickel grades. The increase in cumulative recoveries of 
nickel indicated the recovery of the pentlandite [8].  

In this paper, we employ first principles method to investigate the surface properties of nickel-
rich pentlandite mineral, starting from the surface orientation and termination to better understand 
the surface reaction with SEX, SIBX and di-Et-DTP collectors. Importantly, the interaction of 
collectors with pentlandite during floatation is an important process to understand extraction of 
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mineral ore. This investigation will provides information on the collector interaction with 
pentlandite (110) surfaces that may be applicable to the separation of pentlandite mineral.  

2. Computational methodology
In order to investigate the interaction of collectors on (110) surface of nickel-rich pentlandite
mineral, we perform ab initio quantum-mechanical density functional theory calculations [9, 10],
and analyze the density of states and Bader analysis. We use the plane-wave (PW) pseudopotential 
method with Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [9], using VASP
code [12]. A (110) surface slab composed of four layers before relaxation and six layers after
relaxation separated by a vacuum slab of 20 Å was used to mimic the interaction of the adsorbate
with the repeating upper slab. The ultrasoft pseudopotential is used with a plane-wave basis set,
truncated at cut-off energy of 400 eV since this was found to be sufficient to converge the total 
energy of the system. Brillouin zone integrations are performed on a grid of 5x5x1 k-points. This is
chosen according to the scheme proposed by Monkhorst and Pack [13]. Different termination were
sampled and only the less reactive (low surface energy) for (110) surfaces were considered. The
surface stabilities for different termination are determined by their surface energy, calculated using
equation 1:

Esurface = (
1

2𝐴
) [Eslab − (nslab)(Ebulk)]        (1) 

where Eslab is the total energy of the cell containing the surface slab, nslab is the number of atoms in 
the slab, Ebulk is the total energy per atom of the bulk and A is the surface area. A low positive value 
of Esurface indicates stability of the surface termination. During adsorption the bottom two layers are 
kept frozen and the top four layers are allowed to interact with the oxygen molecule. The 
interaction strength of the surface with the adsorbate is shown by the adsorption energy, calculated 
by equation 2: 

 Eadsorption = [Esystem − (Eslab + Ecollector)]  (2) 

where Esystem is the energy of the surface slab with collector, Eslab is the energy of the surface slab 
and Ecollector is the energy of the isolated collector molecule. A negative value shows a strong 
interaction between the adsorbate and the surface, whereas a positive value reveals the opposite.  

Now, in order to calculate reaction energies, the optimization of SEX, SIBX and di-Et-DTP 
were calculated in a cubic cell of a = 25 Å using the same organic collectors, PAW potential, cut-
off energy and other precision parameters as in the surface calculations. Further geometry 
optimizations of the collectors were performed with DMol

3 
[14] to calculate the highest occupied 

molecular orbital (HOMO) and lowest un-occupied molecular orbital (LUMO) energies. These 
were performed using GGA-PBE functional. The double numerical plus polarisation (DNP) basis 
set with 4.4 Basis file was set using the DFT Semi-core Pseudopotentials, with other parameters at 
medium settings. The charge states of the ions at the surface were discussed on the basis of a Bader 
analysis, which consists of integrating the electron density in a region defined for each atom in 
such a way that the density gradient flux through the dividing surfaces is zero

 
[15]. An algorithm 

and a program developed for this purpose by Henkelman et al. have been employed [16, 17]. 

3. Results and discussion
The nickel-rich pentlandite (Fe4Ni5S8) (110) surface is shown in figure 1, and the designated atoms
as indicated. The surface was cleaved from the optimised bulk pentlandite structure in figure 1a
with space group of Fm-3m (225) [18]. Their calculated surface and adsorption energies are given
in table 1.
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Table 1. Calculated surface energy (eV/Å
2
) and adsorption energies (eV) of organic 

collectors adsorbed on (110) nickel-rich pentlandite mineral surface metals. 

Surface energy Adsorption energies 

Surface E(surface) SEX SIBX di-Et-DTP 

(110) 0.122
Ni Fe Ni Fe Ni Fe 

–0.884 –1.984 –0.999 –2.126 –1.266 –2.916

Figure 1: The Fe4Ni5S8 pentlandite structures: (a) Convectional bulk structure showing different 
terminations, (b) (110) surface un-relaxed Term.3 and (c) relaxed stable term.3 surface. 

Note that the bonding behavior and charge state of the clean pentlandite surface was discussed 
from the density of states (DOS) and Bader analysis in our previous work [19], where the DOS 
showed a metallic characteristic behavior since there was no energy band gap (Eg) observed at the 
Fermi energy (EF).  

Figure 2: The Fe4Ni5S8 pentlandite (110) surface: (a) Top Fe and Ni atoms partial density of 
states and (b) Bader charges for the top layer atoms. 

(a) (b) (c) 

(a) (b) 
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The PDOS of Ni atoms showed only one sharp peak at the VB and less contribution at EF, while 
the PDOS of Fe had broader peaks around EF. More importantly, we noted that the EF cuts the top 
of Fe 3d-orbital (high states at EF) as shown in figure 2a. The surface relaxation had been discussed 
previously and we observed that the clean iron atoms were observed to have different charges. This 
suggested that the iron atoms are not charge ordered and there is alternation of the charges on the 
irons atoms (figure 2b) [19]. Now, the HOMO-LUMO energies could be significant to describe the 
electronic behaviour of thiol collectors prior to adsorption on the surface.  

Table 2. Calculated HOMO and LUMO Energies (eV) for SEX, SIBX and di-Et-DTP, DMol
3
. 

SEX SIBX di-Et-DTP 

HOMO –4.677 –4.674 –5.690

LUMO –1.423 –1.420 –4.834

H–L gap 3.254 3.254 0.856

From the HOMO and LUMO energies calculated using DMol
3
 we determined the gap between 

the HOMO-LUMO (H-L gap) shown in table 2. It has been reported that the molecule with the 
highest HOMO energy has the strongest ability to donate its electrons to the mineral surface and a 
molecule with the lowest LUMO energy has the strongest ability to accept electrons from the 
mineral surface [20]. Based on this report our calculated HOMO and LUMO energies indicates the 
order of electron donating as: SIBX > SEX > di-Et-DTP and the order of accepting electrons as: di-
Et-DTP > SEX > SIBX. Thus the SIBX has the strongest electron donating while the di-Et-DTP 
has the strongest accepting ability. This is in accordance with the H-L gap, the smaller gap is 
observed for di-Et-DTP which indicates stronger interaction amongst the collectors and the order or 
reactivity followed as Et-DTP > SIBX = SEX.  

Figure 3: The geometries of xanthate and DTP adsorption on Fe4Ni5S8 (110) surface: (a) SEX on 
Fe-top, (b) SEX on Ni-top, (c) SIBX on Fe-top, (d) SIBX on Ni-top, (e) di-Et-DTP on Fe-top and 
(f) di-Et-DTP on Ni-top.

(a) (b) (c) 

(d) (e) (f) 
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In order to ascertain the adsorption of SEX, SIBX and di-Et-DTP on the surface, we considered 
the most active sites, the Ni-top and Fe-top adsorption sites. Now, when adsorbing on the nickel, 
we observed that the collectors adsorb and move the nickel atoms back to the upper most layer. 
Interestingly, we observed that SEX and di-Et-DTP ligand prefer to bridge bond on the iron atoms 
with the collector sulphur atoms, forming a tripodal and tetrapodal geometry, respectively (figure 
3). We also observed that the di-Et-DTP is more favourable and the adsorption energies followed 
the order as: di-Et-DTP > SIBX > SEX for both Ni-top and Fe-top sites as shown in table 1. A clear 
increasing trend in adsorption energy from SEX to di-Et-DTP for both Ni-top and Fe-top was 
observed, which is in agreement with the H-L gap prediction. It is evident that the adsorption 
energy on Fe is more spontaneous than on Ni site. 

4. Conclusions
The adsorption and bonding nature of SEX, SIBX and di-Et-DTP on the (110) surface were
described from adsorption energies and electronic structures DFT calculations. An insight on the
effect and how flotation process could be enhanced through use of thiol collectors was established.
We observed that the di-Et-DTP had the strongest adsorption and more spontaneous on Fe atoms
than Ni atoms. Furthermore, we observed that SEX and di-Et-DTP prefer to form a tripodal and
tetrapodal geometry on the surface, respectively. These findings suggest that the use of SIBX as
collector and di-Et-DTP as co-colletor may improve the floatability of the pentlandite. This
investigation provides information on the adsorption mechanism strength of xanthates on
pentlandite (110) surfaces that may be applicable to the separation of pentlandite mineral.
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Abstract. Nanometric powders of titanium dioxide TiO2 were prepared by the sol-gel synthesis 

of titanium isopropoxide. With Ag and Cu as dopants, single and double-doped samples, at 

doping levels of 5% molar weight, were achieved. In addition, undoped samples were also 

prepared. The samples were dried in air at 100°C and post annealing was done at 300°C and 

900°C, in order to obtain the anatase and rutile polymorphs respectively. The changes in the 

electrical conductivities of representative anatase and rutile TiO2 nanopowders upon exposure to 

water-vapour, ammonia (NH3) and hydrogen (H2) were then investigated. Sensing measurements 

for water-vapour was done at room temperature for various humidity levels ranging from 5.4% 

RH to 88.4% RH. The detection of NH3 and H2 gases were carried out at temperatures extending 

from room temperature to 350°C and over concentration ranges of 25 sccm to 500 sccm and 15 

sccm to 200 sccm respectively. The gas-sensing results show that the sol-gel fabricated TiO2 

nanoparticles (particularly in anatase form), has excellent fast and stable dynamic responses to 

humidity, NH3 and H2. They feature good sensitivities, even at low operating temperatures. 

However, acceptor behaviour, for which there was a conductivity switch from n-type to p-type, 

was recorded for the Ag-doped rutile powders at operating temperatures of 300°C and 350°C. 

Overall, the double-doped sample annealed at 300°C was deemed the most promising candidate 

for gas-sensing. 

1. Introduction

The design and fabrication of gas sensors has become one of the most active research fields. Several

crystallographic structures, including TiO2, have been found to be useful as gas sensing materials.

Extensive studies of the electric, magnetic, catalytic and electrochemical properties of Titanium dioxide

(TiO2 or Titania) have been conducted by various researchers [1-7].

Humidity and other gases present in a working environment can be highly variable in accordance 

with several factors. The ability to monitor and control these environments is therefore highly desirable 

– whether it is for human comfort, storage of various goods or industrial process control. [8]

The usual polymorphs of TiO2 differ in crystallographic structure – tetragonal anatase and rutile, and

orthorhombic brookite – and this difference can exert influences on the sensing properties of TiO2 based 

devices [9].  

This work attempts to demonstrate the advantage of single or double doping of TiO2 nanoparticles 

with Ag and Cu, in gas sensing applications. The response of the TiO2 species to NH3 and H2 presented 

here serves as a case study for reducing gases. 
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2. Experimental

2.1.  Synthesis

Aldrich’s reagent-grade precursors, namely Ti{OCH(CH3)2}4 (Titanium (IV) Isopropoxide), AgNO3 

and CuCl2, were used, via the sol–gel route, to prepare the anatase and rutile TiO2 nanocrystalline 

samples. Dopant salts were first dissolved in water. This was followed by adding ethanol to the required 

amount of each dissolved precursor. The dopant solution was then added, in drops, to the Titanium 

Isopropoxide, while vigorously stirring for 1 hour. The precipitate (xerogel) formed was further diluted 

with 30 ml water, filtered and left to dry at room temperature for 16 hours. Further drying of the samples 

was done at 100oC for 1 hour before being ground to powders. At 5 wt% impurity levels, the undoped 

(–/TiO2), single-doped (Ag/TiO2, Cu/TiO2) and double-doped (Ag+Cu/TiO2) species were annealed at 

temperatures of 300oC (anatase) and 900oC (rutile) for one hour [10]. 

2.2.  Characterisation 

A dynamic computer-automated gas sensing system, KSGAS6S by Kenosistec, Italy, was used. The 

system is equipped with a 500 ml sensing chamber that accepts a total gas flow rate of 500 sccm. The 

gas sensing performances of the prepared TiO2 nanoparticles were tested at various operating 

temperatures, namely Room (20.8oC ~ 28.0ºC), 250ºC, 300ºC and 350ºC, and toward ammonia (NH3) 

and hydrogen (H2) gases, as well as ten humidity levels (between 5.4% RH and 88.4% RH). 

Calculations for the performance indices (Sensitivity, Response Time and Recovery Time) of each 

powder, when exposed to various concentrations of the intervening gas, were carried out. The response 

and recovery times are respectively defined as the times the impedance takes to decline to 10% of its 

saturation value from the baseline, when the gas is introduced, and to recover 90% of its final value 

when the flux of air is restored. The sensor sensitivity 𝑆 (%), was measured by comparing the impedance 

of the sensor in air 𝑅𝑎𝑖𝑟  to that in the target gas 𝑅𝑔𝑎𝑠 using the equation 𝑆 (%) =
𝑅𝑎𝑖𝑟−𝑅𝑔𝑎𝑠

𝑅𝑔𝑎𝑠
× 100. The 

calculations also include estimates of baseline drifts, which were calculated as the percentage increase 

or decrease of the resistance before the gas was introduced for the last time, as compared to the first 

“gas-out” resistance. Thus the Fractional Baseline Drift, 𝐷 is given by 𝐷 =
𝑅𝑓−𝑅𝑖

𝑅𝑖
× 100%. This 

parameter serves as a rough indication of the ability of the sensor material to restore its initial properties 

(particularly the resistance) after being repeatedly exposed to pulses of increasing gas concentration. 

Positive values indicate resistances higher at the last “gas-out” than at the first.  

3. Results and discussion

3.1.  Sensor Response to Humidity (H2O)

The dynamic response of the prepared undoped anatase –\TiO2 sensor to humidity levels ranging from

5% RH to 88% RH, and measured at room temperature, is presented in Figure 1. The corresponding

performance indices are shown in Table 1. The profiles for the doped samples (Ag\TiO2, Cu\TiO2 and

Ag+Cu\TiO2) are very similar but with much higher impedances than the undoped –\TiO2 (Figure 2).

Consistent with other findings, the doping of TiO2 improves its gas sensing capabilities [11]. In

particular, faster responses were recorded for Ag and Cu doped materials [12].

All powders show reversible and reproducible response to all humidity levels with some short-term 

stability over several minutes of measurement. Generally, there is a systematic decrease in the measured 

resistances of sensor material as the intervening “gas” (humidity) is introduced (“gas-in”). Upon 

withdrawing the gas (“gas-out”) 5 minutes later, an increase in the resistance is observed. However, it 

is apparent that more than 5 minutes is needed to obtain stabilised responses (constant resistance) in gas 

flow of constant humidity level. Adsorption or desorption processes on the surface of the sensor material 

can therefore not be fully accounted for with the available data. 

Figure 3 displays TiO2 nanopowder sensor characteristics, featuring the performance indices of 

Sensitivity, Response Times and Recovery Times. The sensitivity 𝑆 is found to increase exponentially 

(𝑆 = 0.62𝑒0.06𝑐 in the case of the undoped –\TiO2 powder) as the humidity level/concentration 𝑐
increases (Figure 3 (a)). This implies that at low concentrations a change in concentration leads to a 

small response, whereas at higher concentrations, the same change yields a relatively larger response.  
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Figure 1. Dynamic response of the undoped anatase –\TiO2 nanopowders annealed at 300°C, when 

exposed to various room-temperature humidity levels (5.4% RH – 86.1% RH). 

Figure 2. Response-recovery profiles for anatase samples of –\TiO2, Ag\TiO2, Cu\TiO2 and 

Ag+Cu\TiO2, annealed at 300°C and exposed to room-temperature humidity of 16.7% RH. 

Table 1. Performance indices of the undoped anatase –\TiO2 sample (annealed at 300ºC) that was 

exposed to various levels of humidity at room temperature. 

Humidity (% RH) Sensitivity Response Time (s) Recovery Time (s) Baseline Drift (%) 

5.5 8.38 440.22 530.21 

-66.91

16.7 18.62 74.71 526.61 

27.1 35.74 62.12 540.09 

37.3 68.39 52.23 548.22 

46.9 129.09 47.73 553.61 

56.2 227.35 44.10 555.43 

64.8 371.60 40.51 562.62 

73.1 560.25 35.11 566.25 

80.6 795.81 32.41 570.73 

86.1 1105.21 28.81 592.33 
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(a) 

(b) (c) (d) 

Figure 3. Sensor characteristics of the prepared gas sensors based on (a) the undoped –\TiO2, (b) 

Ag\TiO2, (c) Cu\TiO2 and (d) Ag+Cu\TiO2. The anatase nanopowders (annealed at 300°C) were exposed 

to various humidity levels (5.4% RH – 86.1% RH) and measured at room temperature. 

In spite of the inflexion in the trend, the Cu-doped sample shows the highest sensitivity levels. 

Ag\TiO2, on the other hand, was not as sensitive as –\TiO2. The combined influence of Ag and Cu 

impurities can be observed for the double-doped Ag+Cu\TiO2. Here, the sensitivity levels are above 

those of Ag\TiO2, but not as high as those of Cu\TiO2. Where the response time is following a decreasing 

trend in the concentration evolution, the recovery tends to increase, and vice versa. 

The dynamic responses of the rutile powders (Figure 4) are not as well-defined as those of the anatase 

samples, particularly in cases where Cu impurities are present. The impedances, as well as the 

sensitivities, of the rutile samples are also higher by several orders of magnitude. However, the 

sensitivities of the undoped and Ag-doped (whether anatase or rutile) still remained fairly exponential. 

Further, the Ag impurities appear to reduce the sensitivity to humidity, in the case of anatase TiO2, but 

improved the parameter in the rutile counterpart. It turns out that the anatase samples are generally better 

suited for detecting humidity, in terms of reliability, repeatability and stability, but the undoped and Ag-

doped rutile TiO2 have superior performance indices (higher sensitivities, shorter response and recovery 

times). 
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Figure 4: Dynamic response of prepared gas sensors based on undoped rutile –\TiO2 (annealed at 

900°C), when exposed to various room-temperature humidity levels (5.4% RH – 86.1% RH). 

3.2.  Sensor Response to Ammonia Gas (NH3) 

As it was in the case of humidity, the rutile samples registered higher impedances (over the anatase 

counterpart) but failed to exhibit discernible dynamic response profiles at certain operating 

temperatures. Notable are, Ag\TiO2 and Cu\TiO2 at room temperature and at 250ºC, as well as 

Ag+Cu\TiO2 at 350ºC. In operating environments where temperatures may range between room 

temperature and 300ºC, the anatase powders will be suitable as sensor material for detecting NH3, the 

optimal being the Cu\TiO2. For higher temperatures (at least up to 350ºC) the undoped –\TiO2, in its 

rutile form, will suffice. The rutile samples not only feature higher impedances over the anatase 

counterparts, but also higher sensitivities. 

3.3.  Sensor Response to Hydrogen Gas (H2) 

In mixed phase TiO2 nanomaterials, the predominance of rutile in anatase-rutile mixture has been 

found to result in increased sensitivity towards hydrogen [13]. In this investigation however, the rutile 

samples continue to display responses that, collectively, are below par when compared with those of 

their anatase counterpart. If the temperature limitation of 300ºC is not an inhibiting factor, then the 

undoped –\TiO2 rutile powder will be suitable as a sensor material for H2. The next best performance is 

observed for the single-doped Cu-impregnated sample (Cu\TiO2). (It has been shown elsewhere [14] 

that Cu promoted rutile formation.)  To cover the entire range from “Room” to 350ºC, the only sample 

that can be utilised for sensing hydrogen gas is the undoped –\TiO2.  

Ag-doped TiO2 sensors have shown good sensitivities at different concentration hydrogen 

atmospheres. [15]. The nanomaterial however falls short, when compared with the Cu counterparts in 

this study. 

3.4.  Discussion 

Over three-quarters of the gas-sensing cases investigated here (particularly the anatase species) show 

excellent fast and stable dynamic responses to humidity, NH3 and H2. They feature good sensitivities, 

even at a low operating temperatures. To deduce the best overall performance for each intervening gas, 

and at the four operating temperatures, the performance indices of samples were combined. The anatase 

TiO2 display more pronounced gas sensing abilities over the rutile. This can be ascribed to the 

morphological characteristics of the two material categories. Anatase TiO2 is characterised by a smaller 

crystallite sizes relative to the rutile powders [10]. This implies higher surface area to volume ratio for 

anatase and consequently, a greater surface activity over rutile [16]. 

For the majority of samples tested, the measured resistances decrease upon interacting with the 

reducing gases – a typical behaviour for n-type semiconductors. This is because, the gases act as a 

reducing agent for the metal-oxide. The process involves the extraction of electrons from its conduction 
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band by the adsorbed oxygen species at the surface of the semiconductor. In other words, the 

chemisorbed oxygen species trap free electrons on the surface of the grains which results in a build-up 

of a negative surface charge. This in turn creates an energetic barrier in the conduction band which 

electrons must overcome in order to cross to the next grain. When the desired concentration of the target 

gas is introduced, the gas then reacts with the adsorbed oxygen. This leads to the freeing of previously 

trapped electrons (i.e. a reduction in the amount of bound surface charge), thereby decreasing the n-type 

carrier content and lowering the barrier potential. Thus, the resistivity decreases in the presence of a 

reducing gas, owing to electron transfer into the conduction band [17]. 

However, acceptor behaviour, for which there was a conductivity switch from n-type to p-type [10], 

was recorded for the Ag-doped rutile samples (Ag\TiO2) at operating temperatures of 300ºC and 350ºC. 

In these cases, it is believed that the Ag dopant impurities modify the electronic structure of TiO2 and 

form localised acceptor levels in the forbidden band gap. This leads to the increase in the electron 

concentration and the decrease in the electrical resistance over a low-to-medium temperature range [16]. 

The discussion here is only qualitative since generally, the energetic barrier is not constant but changes 

with varying temperature [17], thereby rendering the temperature dependencies more complicated. 

4. Conclusions

According to the estimates provided, to sense water vapour (at room temperature) the anatase

Cu\TiO2 comes out on top. NH3 and H2 are best detected using undoped rutile –\TiO2, for temperatures 

ranging from “Room” to 350ºC and probably beyond. Where specific operating temperatures (except at 

temperatures exceeding 300ºC) are required in applications, the anatase powders remains generally 

preferred. Otherwise, the rutile samples may come into play. It is also important to note that the double-

doped Ag+Cu\TiO2 sample that was annealed at 300ºC, showed better promise in detecting water-

vapour, NH3 and H2 at various temperatures, over other powders. 
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Abstract. We have investigated the ground state properties of the orthorhombic structure
compound PrRu2Ga8 through electronic and magnetic properties studies. The compound
crystallizes in the CaCo2Al8-type structure, belonging to space group Pbam (No. 55). The
temperature dependence specific heat shows a λ-type anomaly at TN = 3.3 K, indicating a bulk
phase transition probably of antiferromagnetic origin. At the Néel temperature TN , the entropy
approaches the value of 4.66 J/mol.K which is about 0.8Rln(2), where R is the universal gas
constant. The analysis of the low temperature specific heat gives γ = 46 mJ/mol.K2. The
temperature dependence DC magnetic susceptibility χ(T ) confirms the anomaly at 3.3 K and
follows the Curie-Weiss law for temperatures above 50 K, with the calculated effective magnetic
moment, µeff = 3.47(2) µB/Pr and Weiss temperature θp = –7.80(1) K. This effective magnetic
moment value is in good agreement with the Hund′s rule theoretical free-ion value of 3.58 µB

for Pr3+. The electrical resistivity data also shows an anomaly at TN and a broad curvature
at intermediate temperatures probably due to crystalline electric field (CEF) effects. The Pr3+

in this structure type has a site symmetry of Cs which predicts a CEF splitting of the J = 4
multiplet into 9 singlets and thus rule out in principle the occurrence of spontaneous magnetic
order. In this article we discuss the magnetic order in PrRu2Ga8 in line with an induced type
of magnetism resulting from the admixture of the lowest CEF level with the first excited state.

1. Introduction
The PrT2X8 [T = Fe, Co, Ru, Rh; X=Al, Ga, In] family of compounds are quasi-skutterudites
which crystallize in the orthorhombic CaCo2Al8-type structure with Pbam space group (No.
55) [1]. The structure of this family of compounds consists of caged network of atoms and
belongs to a class of largely unexplored rare-earth intermetallic compounds. The Pr and T
atoms in this structure form a chain parallel to the c-axis and are both separated by the Ga
atoms. The Pr3+ ion has a site symmetry of monoclinic Cs in the crystal structure and as
a consequence, the CEF splitting of the J= 4 multiplet results in 9 singlets [2, 3]. In such
systems, the ground state is expected to be a Γ1 singlet as dictated by Pr3+ site symmetry.
Hence, the occurrence of spontaneous magnetic order in this family especially where the rare-
earth site symmetry predicts a singlet ground state is unexpected. However, recent experimental
studies have revealed that in exceptional cases, systems predicted to have a Γ1 singlet ground
state eventually show a magnetic ordering at low temperatures [3–10]. Magnetism in these
systems are largely attributed to induced moment magnetism due to the overcritical exchange
interactions between the ground state singlet and the first excited state. In this article, we
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Table 1. Crystallographic parameters of PrRu2Ga8 and LaRu2Ga8 obtained from the Rietveld
refinements.

Compound PrRu2Ga8 LaRu2Ga8

Space group Pbam (No. 55) Pbam (No. 55)
a (Å) 12.607(3) 12.65(3)5
b (Å) 14.713(3) 14.715(5)
c (Å) 4.1010(2) 4.112(2)
V (Å3) 760.68 (4) 766.90 (1)
Rp(%) 6.443 5.610
Rwp(%) 8.392 8.237

present results of our investigation on the nature of the ground state in PrRu2Ga8 compound,
the crystal structure of which was first announced by Schlüter and Jeitschko [1].

2. Experimental methods and crystal structure
Polycrystalline samples of PrRu2Ga8 and LaRu2Ga8 were prepared by arc melting stoichiomet-
ric amounts of Pr, La, Ru and Ga (4N) in an Edmund Bühler arc furnace by a method described
in ref. [3]. Room temperature powder X-ray diffraction (XRD) was recorded using a Rigaku
Smartlab diffractometer with Cu-Kα radiation. The observed pattern for both samples correctly
match that of the Pbam space group and no impurity phases were observed within the resolution
limit of the instrument. A Rietveld refinement [11] using Fullprof prgram [12] was carried out
on the patterns collected and the lattice parameters obtained are presented in Table 1 which
are consistent with earlier reports [1, 3, 13]. The Rietveld refinement of the XRD pattern of
PrRu2Ga8 is shown in Fig. 1. In this structure, the shortest Pr-Pr separation is 4.080 Å (about
26% greater than the sum of two Pr ionic radii), Pr-Ga is 3.123 Å (about 7% greater than
the sum of their ionic radii) and Pr-Ru is 3.101 Å (about 7% greater than the sum of their
ionic radii). In view of this, the structure of PrRu2Ga8 therefore resembles those of other caged
compounds where the Pr atom is enclosed in an oversized cage network formed by Ru-Ga atoms.
As stated above, the shortest Pr-Pr separation in the structure which is ∼ 26% is greater than
the separation between the sum of two Pr ionic radii suggests that the Pr atoms are weakly
bonding or may be out of reach of direct magnetic exchange due to no direct orbital overlap. A
possible consequence of this will be the suppression of the magnetic transition temperature in
systems with a magnetic order parameter in the ground state.

Magnetic properties have been measured using the Magnetic Property Measurement System
(Quantum Design Inc. San Diego) between 1.9 K and 300 K with an external magnetic field
up to 7 T. The electrical resistivity measurement from 300 K down to 1.9 K was taken using
the conventional four probe DC method with contacts made using a spot welding equipment.
Specific heat was measured using the quasi-adiabatic thermal relaxation method down to 0.4 K.
Both the electrical resistivity and specific heat were measured using the Physical Property Mea-
surement System also from Quantum Design.

3. Magnetic properties
The temperature dependence of magnetic susceptibility χ(T ) of PrRu2Ga8 measured between
1.9 and 300 K is presented in Fig. 2. For temperatures above 50 K, χ(T ) could be fitted to
the Curie-Weiss expression given by; χ = NAµ

2
eff/(3kB(T − θp)), where µeff and θp are the

effective magnetic moment and Weiss temperature respectively, NA is the Avogadro’s number
and kB is the Boltzmann’s constant. Values of µeff = 3.47(2) µB and θp = −7.80(1) K are
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Figure 1. Experimentally observed X-ray diffraction pattern of PrRu2Ga8 (red circle) along
with a Rietveld refinement profile (black line) based on the Pbam space group. The Bragg peaks
are shown as blue vertical bars.
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Figure 2. Temperature dependence of magnetic susceptibility χ(T ) of PrRu2Ga8 together with
a Curie-Weiss fit (white-solid line). Inset (a): Low-T of χ(T ) showing an antiferromagnetic
ordering at TN = 3.3 K. (b): Isothermal magnetization of PrRu2Ga8 at 1.8 K and 10 K.

obtained from the least-squares fit. The value of µeff obtained is fairly reconcilable to the value
of gJ

√
J(J + 1)µB = 3.58 µB expected for a free Pr3+ ion. At ∼ 3.3 K, χ(T ) develops an

anomaly signalling a phase transition possibly of antiferromagnetic origin. The low temperature
region of χ(T ) is expanded in inset (a) with the magnetic transition at TN indicated by the
arrow. In inset (b), the isothermal magnetization M(B) of PrRu2Ga8 is presented in fields
up to 7 T. At 1.8 K, an upward curvature in M(B) is seen near 2 T, while closer to 7 T the
curvature turns slightly downward again mimicking saturation. The origin of these features are
not immediately clear but appears to be matamagnetic in nature. The behaviour of M(B) in
10 K however follows a quasi-linear dependence with fields.

4. Specific heat
The temperature dependence of specific heat Cp(T ) of PrRu2Ga8 and that of the nonmagnetic
reference compound LaRu2Ga8 is presented in Fig. 3. In inset (a), the low temperature
Cp(T ) of PrRu2Ga8 and LaRu2Ga8 together with the electronic contribution to specific heat
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Figure 3. Temperature dependence of specific heat Cp(T ) of PrRu2Ga8 and LaRu2Ga8. Inset
(a): Low-T Cp(T ) of PrRu2Ga8 and LaRu2Ga8, electronic contribution to specific heat C4f (T )
and the magnetic entropy S4f (T ). (b): Plot of Cp/T against T 2 together with a Debye fit
(red-solid line).

C4f (T ) obtained by subtracting the specific heat of LaRu2Ga8 from that of the main compound
PrRu2Ga8 and the calculated entropy S4f (T ) are shown. A λ-type anomaly at TN ≈ 3.3 K is
clearly indicated by the arrow in the figure for both PrRu2Ga8 and C4f (T ) data indicating a

bulk phase transition. S4f (T ) is calculated using the expression; S4f (T ′) =
∫ T ′

0 C4f (T )/TdT .
The value of the entropy around TN is 4.66 J/mol.K which is ' 80% of Rln(2) expected for
a doublet ground state. We note however that the full doublet entropy is only released at
about 8 K. The estimation of C4f (T ) was only carried out up to about 24 K, above which the
phonon specific heat dominates. Within this temperature range, a plot of C4f (T )/T against T 2

based on the expression C4f (T )/T (T −→0) ≡ γ, was found not to be an increasing function
of T which consequently renders the extraction of the electronic Sommerfeld coefficient, γ from
C4f (T ) difficult in the present case. We have therefore used the total specific heat in the
estimation of γ as presented in inset (b) of Fig. 3 based on the expression Cp/T = γ + βT 2

and β = 12π4nR/(5θ3
D), where n and R are the number of atoms and Universal gas constant

respectively. From the least-squares fit, a value of γ = 46.04(3) mJ/mol.K2 and Debye
temperature θD = 248.1(2) K are obtained. The γ value obtained here is slightly enhanced
compared to that found for ordinary metals which could be due to moderate heavy-electron-
like behaviour in the system. The Sommerfeld coefficient γ has a direct relationship with the
mass of the quasiparticles in a metal at low temperatures and it gives an idea about their
degree of mass enhancement. We note that in a similar iso-structural compound PrCo2Ga8

[14], an enhanced quasi-particle mass behaviour has been observed while on the other hand,
iso-structural aluminides compounds like PrFe2Al8 and PrCo2Al8 [3, 13] have been reported to
have γ values in the range of ordinary metals (≈ 10 mJ/mol.K2).

5. Electrical Resistivity
The temperature dependence of electrical resistivity ρ(T ) of PrRu2Ga8 and LaRu2Ga8 measured
between 1.9 and 300 K is presented in Fig. 4. LaRu2Ga8 shows a typical metallic behaviour from
room temperature down to low temperatures with residual resistivity ratio (RRR) of 15.47. ρ(T )
of PrRu2Ga8 shows a broad curvature at intermediate temperatures and an anomaly indicating
a phase transition at TN ≈ 3.3 K. The RRR of ≈ 6 is observed which is lower compared to
that of LaRu2Ga8. However, the RRR of both compounds suggest a reasonable good crystalline
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Figure 4. Temperature dependence of electrical resistivity ρ(T ) of PrRu2Ga8 and LaRu2Ga8.
The red-dashed line is a BGM fit described in the text. Inset (a): Electronic contribution to
resistivity ρ4f (T ). (b): Low-T of ρ4f (T ) with an arrow indicating TN = 3.3 K.

quality. Furthermore, for temperatures above 10 K, ρ(T ) of PrRu2Ga8 was fitted to the Bloch-
Grüneissen-Mott (BGM) model [15] as indicated by the red-dashed line. The BGM expression
is given by;

ρ(T ) = ρ0 +
4K

ΘD

(
T

ΘD

)5 ∫ ΘD/T

0

x5dx

(ex − 1)(1− e−x)
+ αT 3, (1)

where ρ0 is the residual resistivity due to defect scattering in the crystal lattice, K is the electron-
phonon coupling constant, ΘD is the Debye temperature and also contains a contribution from
the electron-electron correlations [16, 17] while αT 3 is the Mott term which describes the s-d
interband scattering. Values of ρ0 = 49.522 µΩ cm, K = 67.588 µΩ cm K, ΘD = 41.162 K
and α = −2.607 × 10−6 µΩ cm K−3 are obtained from the fit. The electronic contribution to
resistivity ρ4f obtained by subtracting the phonon contribution from PrRu2Ga8 is presented in
inset (a) while (b) is the low temperature plot of ρ4f . ρ4f shows a strong temperature dependence
from room temperature down to ≈ 30 K with a shallow curvature around 100 K. This feature
likely originates from possible CEF effect on the resistivity. Below about 30 K, the resistivity
is weakly temperature dependent down to ≈ 5 K, below which it rises into a peak centred at
3.3 K which is associated with the magnetic ordering at TN .

6. Discussion and conclusion
From the electronic and magnetic properties of PrRu2Ga8, a phase transition at TN= 3.3 K is
observed. The magnetic ordering in PrRu2Ga8 is at variance to the singlet ground state expected
based on the Cs site symmetry of the Pr3+ in the CaCo2Al8 structure type. Among other
factors, induced magnetism is thought to have been responsible for such observation arising due
to the admixture of the first excited CEF level with the ground state singlet when the exchange
interaction exceeds a critical value based on the expression for self-induced moment ordering
[4, 5];

Tc = ∆

[
ln
Jexα

2 + n∆

Jexα2 + n∆

]−1

, (2)

where ∆ is the energy splitting between the ground state singlet and the first excited state,
α is the matrix element between the ground state singlet and the first excited state, n is
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the degeneracy of the first excited state, Jex is the exchange interaction and Tc is the mean-
field critical temperature. From inelastic neutron scattering (INS) experiment, the exchange
interaction can therefore be estimated based on the above expression. In the present analysis,
the exchange interaction can be predicted according to the expression; θp = −JexJ(J + 1)/3kB,
where θp = −7.8 K as obtained from magnetic susceptibility analysis, and J = 4. The value of
Jex = 0.094 meV is obtained which is of the same order magnitude with the ordering temperature
found in PrRu2Ga8. An induced magnetic ordering is thus believed to be favoured when the value
of 0.094 meV is comparable or greater than that estimated from the INS experiment. A γ value
of 46 mJ/mol.K2 indicates a possible moderate heavy-electron like behaviour in the material.
The magnetic susceptibility follows the Curie-Weiss law for temperatures above 50 K and gives
µeff = 3.47 µB/Pr which is close to that expected for a free Pr3+ ion. Magnetic phenomena
in this system may therefore be expected to be governed by a stable and well-defined Pr local
magnetic moment. Further measurements in fields and inelastic neutron scattering are required
to further explore microscopic aspects and crystal field effects discussed in this article.
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[11] Thompson P, Cox D E and Hastings J B 1987 J. Appl. Crystallogr. 20 79

[12] Rodriguez-Carvajal J 1990 satellite meeting on powder diffraction of the XV congress of the
IUCr vol 127 (Toulouse, France:[sn])
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Abstract. VSe2 belongs to a group of compounds called transition metal dichalcogenides.
This group of compounds have been exploited by several researchers both computationally and
experimentally because of their intriguing properties such as low resistance, high chemical and
mechanical stability and ease of synthesis. These properties make them candidates for various
applications ranging from catalysis, electronics, aerospace engineering to plasmonics, just to
mention a few. In this study we numerically simulated some of the properties of VSe2. In this
regard, a structural study of VSe2 was undertaken using Density Functional Theory (DFT)
with the Perdew-Burke-Ernzerhof (PBE) exchange correlation functional with two flavours of
van der Waal’s interaction corrections namely Grimme (D2) and Tkatchenko-Scheffler (TS) to
describe the inter-layer interactions of VSe2 accurately. From the structural data obtained,
PBE+D2 describe the structural parameters of VSe2, when compared to experimental data,
best. Vibrational properties via phonon calculations, mechanical properties through elastic
constant calculations and energetic properties using the formation and the cohesive energies
confirmed that VSe2 is mechanically, dynamically and energetically stable in its trigonal phase.
Furthermore, from electronic band structure and density of states, VSe2 exhibits metallic
character. Optical properties computed using many-body perturbation theory at the BSE level
of approximation show that the compound is optically anisotropic with different absorption
behaviour in-plane and out-of-plane. From the obtained values of the screened plasma frequency,
VSe2 is a promising plasmonic material.

1. Introduction
After the discovery of the notable electrical, physical, mechanical and optical properties of
graphene [1], investigations of the physical properties of layered transition metal dichalcogenides
[2] have been a continous source of interesting research. This family of compounds has a general
formula MX2 where M is a transition metal and X is chalcogen. This study is based on VSe2.
Levy and Froidevaux [3] studied VSe2 experimentally when they were investigating VxTi1−xSe2
and TaxTi1−xSe2 at various concentration levels and environmental conditions. From their
analysis, VSe2 is easy to alloy and crystallyzes in a stable octahedral co-ordination of cations.
Close packed sheets of metal atoms (V) are sandwiched between sheets of chalcogen atoms (Se)
with stacking sequence Se-V-Se and an inter-layer spacing of about 7 Å. The anisotropy can be
attributed to strong intra-layer and weak inter-layer bonding. Wiegers [4] noticed that VSe2
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shows anomalous properties at around 110 K attributed to charge density waves. Due to its
application in various fields such as lithium batteries [5] where powdered VSe2 is one of the
cathode components [6], an improved understanding of VSe2 is valuable. Thus, this study is
intended to advance the understanding of the properties of VSe2. Although bulk VSe2 has been
studied before [7, 8], little has been reported on optical properties [9].
This paper is organized as follows; section 2 is devoted to methodology, section 3 is composed of a
presentation of results obtained and a brief discussion whereas a summary and major conclusions
of this study are presented in section 4 and lastly acknowledgements are noted in section 5.

2. Methodology
This study is based on a Density Functional Theory (DFT) implementation which solves
Kohn-Sham equations using a projector augmented wave method. The generalized gradient
approximation in the scheme of Perdew-Burke-Ernzerhof (PBE) [10] was used for the exchange-
correlation energy functional as implemented in the Vienna ab initio Simulation Package (VASP)
code [11, 12, 13]. It is noteworthy that the standard PBE does not describe the long range van der
Waal’s interaction between the individual layers of VSe2. In this regard, we used the PBE+D2
method of Grimme [14] and the PBE+TS method proposed by Tkatchenko and Scheffler [15] to
account for inter-layer interaction. The two approximations include long range van der Waal’s
interactions in an empirical manner. Ionic relaxation was done using a conjugate gradient
minimization method [16] to minimize the Hellman-Feynman forces among the constituent atoms
to less than 1 meV/Å. The cut-off energy for the plane wave basis and self-consistent threshold
were set at 700 eV and 10−8 eV respectively, in order to achieve good convergence. For the
structural study, a gamma centered grid of size 12 × 12 × 4 was used to sample the Brillouin-
zone. Phonon calculations were done by applying a finite displacement method using a 3 × 3 ×
3 supercell with 81 atoms. By varying the size of the cell from unit cell to supercell, one needs
to re-adjust the number of k-points in the irreducible part of the Brillouin-zone. In this regard,
the k-mesh was changed from 12 × 12 × 4 to 4× 4 × 1. We applied a stress-strain approach
for calculating elastic constants whereby, after extracting our stiffness matrix, it was analyzed
to obtain average properties such as bulk (B), Young’s (E) and shear (G) modulus as well as
Poisson’s ratio (ν) among other mechanical properties. In order to calculate optical properties
of the material, we had to go beyond the ground state calculation by considering excited state
properties of the system. A DFT calculation was performed to obtain the ground state structure
of the material of interest by solving the Kohn-Sham equations. DFT [17] output was then used
as ingredients for self consistent GW0 [18] calculations in which only the quasi-particle eigen-
energies of the Green’s function were updated while keeping the screened coulomb interaction
fixed at its initial DFT value. Lastly, a Bethe Salpeter Equation (BSE) [19] calculation based on
the GW0 data was performed to determine optical absorption spectra which include excitonic
effects.

3. Results and discussion
3.1. Structural and energetic properties

Table 1. Structural and energetic parameters
Functional a (Å) c (Å) V0 (Å3) α (◦) γ (◦) Ecoh (eV/atom) Eform (eV/atom)
PBE 3.3520 6.9970 68.10 90 120 -4.314 -0.694
PBE+TS 3.3350 5.9490 57.30 90 120 -4.582 -0.962
PBE+D2 3.2240 6.7300 60.58 90 120 -4.578 -0.958
Exp[3] 3.3480 6.1220 59.43 90 120 - -
Exp[4] 3.3587 6.1075 59.67 90 120 - -
Exp[20] 3.3400 6.1200 59.13 90 120 - -
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Table 1 shows structural data of VSe2. Although PBE described the lattice parameter
a well, it overestimated the value of lattice parameter c. On the other hand, PBE+TS
underestimated both a and c lattice constants which automatically translates to the volume
being underestimated as compared to the given experimental values. PBE+D2 underestimated
the a lattice parameter but overestimated the c lattice parameter hence compensating each
other resulting in ground state volume that is closer to experimental. Therefore, PBE+D2 gives
a better overall description of the structural parameters of VSe2. The calculated cohesive and
formation energies obtained were negative for all the approximations of the exchange-correlation
energy used, suggesting that trigonal VSe2 is energetically stable against decomposition into its
constituent atoms and elemental solids. Thus, further studies of VSe2 were done using PBE+D2
since it reproduces the structural properties better.

3.2. Mechanical properties

Table 2. Calculated independent elastic coefficients (GPa)
C11 C12 C13 C14 C33 C44

133.62 22.30 21.79 -6.76 58.39 18.60

Table 3. Calculated eigenvalues (GPa)
λ1 λ2 λ3 λ4 λ5 λ6
17.410 17.629 49.472 56.856 112.290 164.830

From the calculated elastic coefficients tabulated in Table 2, the elastic constants for VSe2
fulfilled all the Born stability criterion for trigonal structures [21]. All eigenvalues of the stiffness
matrix given in Table 3 were positive which validates its mechanical stability. Three averaging
schemes were used in computing B, G, E, ν and B/G, namely, Voight, Reuss and Hill methods
[22]. The different schemes help to make comparisons and to check the accuracy of the computed
values. From the literature [23], the Voight method gives an upper limit to numerical data since
it assumes a uniform strain whereas the Reuss method gives a lower limit to numerical data
since it assumes a uniform stress. The Hill method on the other hand gives an average of the
two. This trend is consistent with the results of this current study.

Table 4. Calculated B, E, G, ν and B/G
Scheme B E G ν B/G
Voight 50.819 87.152 35.890 0.2142 1.42
Reuss 43.950 66.557 26.674 0.2476 1.65
Hill 47.384 76.919 31.282 0.2295 1.51

Pugh proposed that if the B/G value is less than the critical value (1.75), the material is
considered brittle [24], otherwise it is ductile. The B/G values obtained using the three averaging
schemes were less than 1.75 as shown in Table 4 implying that VSe2 is brittle.

3.3. Dynamical and electronic properties
VSe2 is metallic since the valence band maxima and conduction band minima coincide as shown
in Figure 1 and 2 which is consistent with existing literature [25]. Moreover, it is dynamically
stable in its trigonal phase as backed by phonon dispersion curves in Figure 3 and 4 in which
only positive frequencies are noticeable.
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Figure 1. Electronic bands Figure 2. Electronic DOS

Figure 3. Phonon bands Figure 4. Phonon DOS

3.4. Optical properties

Figure 5. Real part of dielectric function
at BSE

Figure 6. Imaginary part of dielectric
function at BSE

At very low photon energies (0 < ω ≤ 1 eV) for the imaginary part and (0 < ω ≤ 3 eV) for the
real part of dielectric function at the BSE level shown in Figure 5 and 6 respectively, it is evident
that the intraband contribution is important for a good description of the optical behaviour of
metallic systems [26]. In higher energy ranges, its contribution is negligible. Hence, the dielectric
constant used in optical analysis should include both intraband and interband contributions.
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Figure 7. Absorption coefficient Figure 8. Reflectivity

Figure 9. Real part of dielectric

The behaviour of the dielectric function is similar in the two in-plane (x - and y-) directions and
we show only in-plane and out-of-plane (z -) values for the optical properties. Within a photon
energy range of 0 eV to 3 eV, absorption in-plane is larger that absorption out-of-plane as
shown in Figure 7. There is no distinguishing pattern for reflectivity. Within the visible range,
maximum absorption peaks occur at the edge of the visible range both in-plane and out-of-plane.
The out-of-plane plasma frequency is in infrared region at around 0.7 eV, whereas for in-plane,
it is found at around 2 eV, 4.25 eV and 9 eV as shown in Figure 9. From the obtained values
of screened plasma frequency, VSe2 is a promising plasmonic material for radiation polarized
for in-plane absorption because its in-plane screened plasma frequencies lie within the visible
and ultraviolet region. This is in agreement with a DFT study done by Cudazzo et al. [9]. For
plasmonic applications, high plasmonic quality in the UV-visible frequency regime is desired [27].
Recall that the screened plasma frequency is located at the point where the total contribution
from the intraband and interband contributions to the real part of the dielectric matrix is zero.

4. Summary and conclusion
In this study, we have performed first principles computations on trigonal VSe2 including
structural, elastic, electronic, vibrational and optical properties using DFT and post-DFT many-
body perturbation theory. We have established that the lattice parameters obtained after
relaxation are in good agreement with existing experimental and theoretical data. From the
mechanical properties, VSe2 is brittle material hence can easily be used to craft components for
optical communication, computers and other technological devices. Bulk VSe2 is metallic and
its plasma frequency is located within the visible range, hence it can be applied in plasmonic
field which incorporates optics onto nanotechnology.
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Abstract. Chalcogenide based alloys continue to be intensively investigated as suitable 

candidates for universal non-volatile memory applications. This is driven by their fast and 

reversible phase transitions (ns) and their scalability potential. In this work the acoustic 

hardening of chalcogenide thin films on (100) Si is investigated to establish the bulk and shear 

modulus in the amorphous phase by surface Brillouin scattering. X-ray Reflectometry has been 

used to extract film thickness and density requisite parameters for simulation of velocity 

dispersion curves. Using surface Brillouin studies, phase change samples have shown the 

Rayleigh surface acoustic wave and higher order guided modes thus indicating a case of a slow 

on fast film-substrate configuration. The low surface roughness has been determined by X-ray 

Reflectometry to be less than 0.2 nm for all the films. Applying the elastodynamic surface 

Green function approach, c11 and c44 in the range 40-30 GPa and 15-10 GPa respectively were 

obtained. 

1. Introduction

Phase change materials are chalcogenide compounds that have been used as the active medium in non-

magnetic data storage [1]. Indeed their applications have varied between write once only memory

(WORM), re-writable DVDs and the blue ray discs [2-3]. The concept of storage involves rapid and

reversible change in optical and electronic properties using laser or current pulses. The ability to

possess numerous storage (changes in resistance) states within a single cell has made them to be

considered as potential candidates for highly scalable non-volatile memory devices. Their

development as storage devices has been driven by their unique combination of properties such as

rapid transformation (ns) between two structural states mediated by an electronic process, also known

as threshold switching and stability against spontaneous recrystallization [4-5]. More recently these

materials are being investigated for implementation as active medium in nanoelectromechanical

systems (NEMS) and microelectromechanical (MEMS) systems due to their high potential for high
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speed tunability of the mechanical properties and resonance frequency of the mechanical resonator [6]. 

This enables the development of lighter, scalable and low power mechanical resonators.  

The phase change alloys that have been applied in optical storage comprise mainly of GeSbTe 

ternary alloys formed from the pseudo-binary tie line of GeTe and Sb2Te3 [2]. These alloys are also 

classified as nucleation dominated since their recrystallization occurs through the formation of critical 

nuclei through-out the volume of the bit. However there is also another class of phase materials in 

which phase transformation is dependent on the incubated nuclei at the amorphous and crystalline 

interface and the crystal growth speed towards the center of the bit. This latter class of materials is also 

called growth dominated phase change materials and can be easily scaled due to the linearity of the bit 

size with the laser or current pulse width. Despite the established research on these materials, their 

disordered state is not unique as the ensemble samples the potential energy landscape to minimize its 

internal energy with the driving force towards the metastable NaCl - like phase. These structural 

relaxations in the amorphous state have been attributed to the resistance drift in the phase change 

random access memories [7]. Thus, besides threshold switching, the thermal properties of phase 

change materials are crucial for not only the rapid and reversible switch but also for scalability 

purposes during resistive (joule) heating. Compared to the III –V counterparts, these materials have 

exceptionally low thermal conductivity even after the structural transition. Thermal conductivity of 

any material is determined by electronic and phonon transport in the medium and in this work we 

present the dynamics of the surface phonons in AgIn-Sb2Te measured by surface Brillouin scattering 

to determine their elastic constants. The nature of the film - substrate configuration enables the 

investigation of near surface excitations which include Rayleigh surface acoustic wave (RSAWs), 

Sezawa waves (SW), pseudo–SAW and interface waves [8-9]. Using a Green’s functions approach we 

determined the elastic properties of isotropic AgIn-Sb2Te thin films from inverse problem of fitting the 

dispersion curves where the quality of fit was evaluated by overlaying the power spectrum to the 

measured surface Brillouin scattering spectrum.     

2. Experimental

Thin films of AgIn-Sb2Te have been grown on (001) Si using RF magnetron sputtering and evaluated

for film thickness by X-ray Reflectometry (XRR). The XRR measurements have been performed

using the Bruker AXS D8 Discover High resolution diffractometer. A highly collimated

monochromatic Cu Kα X-ray beam operating at 1.6 kW in the symmetric geometry condition was

used. The film thickness was determined to be 98 nm. Surface Brillouin scattering (SBS)

measurements have been performed using a 335mW single mode laser light from a Torus Quantum

532 diode pumped solid state laser. The incident light was focused onto the surface of the film and the

backscattered light was collected by a 120 mm focal length lens for frequency analysis using a high

contrast Sandercock (3+3) pass Tandem Fabry-Pèrot interferometer [10]. The backscattered geometry

was selected for maximum momentum transfer. Thus the incidence angle or film thickness can be

varied to generate the surface phonon dispersion spectrum which is dependent on the ratio of the

phonon wavelength relative to the film thickness [11]. The backscattering geometry is illustrated in

Figure. 1, in which the wave vector of the surface phonons involved in the scattering process is

obtained from momentum conservation of components parallel to the surface by the expression:

(1) 

Where ki  ks is the incident wave vector and  is the angle of incidence. 
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Figure 1. Backscattering geometry showing the propagation of the surface phonon due surface ripple 

mechanism. 

The velocity v of the surface phonon modes for a ripple scattering mechanism is obtained from the 

frequency shift f as: 

(2) 

In this project the film thickness of AgIn-Sb2Te thin films was measured to be 98 nm while the 

incidence angle was varied between 51  and 70  to probe the dispersion of surface phonons in the 

range 1.8  qII d  2.4.  

3. Results and Discussion

3.1.  X-ray reflectivity of AgIn-Sb2Te thin films 

X-ray reflectometry was carried out on a 98 nm thin film of AgIn-Sb2Te deposited on (001) Si, to 

determine the density and thickness of the film. Figure 2 shows the simulated and raw spectra overlaid 

on each other from which the density was obtained to be 6.45 ± 0.15 g cm
-3

 after fitting the critical 

angle (2  = 0.63 ) for total external reflection. The film thickness of the layer was determined to be 

98.00 ± 0.18 nm from the Kiessig oscillations using the layer stack, TeO2/AgInSb2Te/SiO2/Si, while 

the exponential decay in the oscillations yielded an interfacial roughness of 0.20 ± 0.01 nm of the 

main layer.  
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Figure 2. X-ray reflectivity spectra of the raw (blue circles) and simulated curves (red line) used to 

determine the mass density and thickness of the film. 
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An amorphous phase (not shown here) has been established in the layer using the Seemann-Bohlin 

geometry at a glancing incidence angle of 1.0  in omega. This confirms the presence of an isotropic 

film for which two effective elastic constants can be determined from the surface acoustic wave 

excitations.     

3.2.  Surface Brillouin scattering of phase change thin films on (001) Si. 

Figure 3 shows a typical surface Brillouin scattering spectra collected for a 98 nm AgIn-Sb2Te thin 

film on (001) Si substrate at various incidence angles. The spectra show 5 peaks in the frequency shift 

between 5 and 20 GHz. These peaks comprise of the most intense peak at 5 GHz corresponding to the 

true surface wave, known as the Rayleigh surface acoustic wave (RSAW). Notably, additional peaks 

at higher frequency shifts have been observed and they represent the high frequency guided modes 

(Sezawa Waves) which emerge from the reflections at the boundary. The presence of guided modes in 

the film is indicative of a case of slow on fast film - substrate configuration and these modes enable 

full determination of elastic constants of the phase change films.  

Figure 3.  Surface Brillouin scattering spectra of AgIn-Sb2Te thin film measured in backscattering 

geometry at 51 , 61  and 71  angle of incidence. The central peak A is an instrumental artefact related 

to the elastic light whilst B and C are instrumental effects related to alignment of the interferometer.  

To determine the dispersive nature of the acoustic excitations, the velocity dispersion curve was 

plotted as shown (symbols) in figure 4[a] and fitted for the elastic constants using the surface 

elastodynamic Green’s function approach (continuous function in the plot). As shown in figure 4(a), 

the velocity of the Rayleigh mode is asymptotic to 1500 m/s for large kIId values. For this range of k//d, 

the Rayleigh mode is not influenced by the properties of the substrate and the elastic constant 

determined is that of the film. On the other hand, as the film thickness approaches zero, the Rayleigh 

mode will approach to that of Si substrate at 4900m/s along [001] direction. Below this transverse 

threshold velocity, , the dispersive nature of the Rayleigh and Sezawa waves (SW1,SW2 and SW3) 

is observed as shown in figure 4(a). The cross-sectional plot of figure 4 (b) shows a reasonably good 

agreement between the power and the experimental spectrum deviations in the spectrum intensity can 

arise due to reflections of the waves at the boundary.  
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Figure 4. [a] Shows the computed Green’s function velocity dispersion curve superimposed onto the 

discrete plot of the experimental data extracted from the spectra in Figure 3. [b] Cross-sectional plot 

(k//d = 2.3) showing good agreement between the power spectrum derived from the Green’s function 

and the experimental spectrum of the 98 nm film.  

Included in figure 4[a] are the calculated dispersion curves of the discrete spectrum obtained from 

the least squares fitting to the experimental data using a combination of numerical solution of the wave 

equation and the surface elastodynamic Green’s function approach [12-13]. This least-square fitting 

procedure allows for the inverse extraction of the thin film elastic constants. Since the phase change 

thin films are amorphous, hence elastically isotropic, two sets of effective elastic constants fully 

describe the system, and these have been determined from the best fit to be C11 = 34.4 ± 0.4 GPa and 

C44 = 14.3 ± 0.3 GPa respectively.  

Using these values and the relation  [12-14] yields the Young’s modulus E = 30.1 

GPa and a Poisson ratio,  = 0.11. The shear modulus of AgIn-Sb2Te is equal to the C44 component of 

the elastic constant tensor. The values of the Young’s Modulus are in the same range as those 

measured by Kalb (E = 22.6 GPa) and Blachowicz et al (E = 24.5 GPa,  = 0.27) [15 -16] using two 

independent techniques. The variation in the Poisson ratio could be attributed to the non-uniqueness of 

the disordered state of these materials.  

4. Conclusion

In this work, surface Brillouin scattering technique has demonstrated the presence of and dispersive 
nature of high order resonances in the chalcogenide compounds, in addition to the Rayleigh surface 
acoustic wave (RSAW). The Rayleigh velocity has been determined to 1837 m/s which is much lower 
than that of Si (4800m/s), thus representing the case of a slow on fast film-substrate configuration. 
Using two effective elastic constants for an isotropic AgIn-Sb2Te thin film, we successfully 
determined the room temperature Young’s modulus (30.1 GPa), shear modulus (14.3 GPa), as well as 
the Poisson’s ratio (0.11).  The values are within range of reported literature values obtained using 
independent methods, thus demonstrating the versatility of the surface Brillouin scattering technique.
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Abstract. We report the first results on thermoelectric properties of the cubic intermetallic 

compound Sm3Rh4Ge13. The compound displays semiconductor-like behaviour with high 

resistivity 𝜌(𝑇) values and a negative temperature coefficient in 𝜌(𝑇) throughout the entire 

temperature range investigated. The thermal conductivity, ҡT(𝑇) observed in Sm3Rh4Ge13 is

extremely low and only weakly temperature dependent. A high thermopower amounting to 

34 µV.K1 is observed at room temperature. We discuss the origins of a low charge carrier 

density and anharmonic lattice vibration modes in this cage-type system.  

1. Introduction

Thermoelectricity is a general phenomenon that can be seen in electrically conductive materials due

to heat transport by charge carriers and scattering processes between charge carriers. Materials of

high thermoelectric merit are capable of converting waste heat to useful electricity and vice versa.

Therefore, applications in clean energy is a key reason for studying thermoelectricity [1]. This has

motivated researchers to search for new and more efficient thermoelectric materials. The efficiency

of the material is determined by the dimensionless thermoelectric figure of merit 𝑧𝑇 = 𝑆2𝑇 (𝜌ҡ)⁄ ,

in terms of the Seebeck coefficient (thermopower) S, electrical resistivity ρ and thermal conductivity

ҡ. Samarium is one of the elements that has received comparably less attention in the family of

ternary intermetallic compounds of composition R3X4Ge13 (R = rare-earth element and X = d-electron

element), especially in thermal transport properties. Sm-based compounds occasionally exhibit

heavy-fermion or strongly correlated electron features which is an aspect that will make this study

of particular interest in the correlated electron and quantum matter communities.

The CoSb3 skutterudite structure in particular has been of much interest and it contains two large 

empty cages per unit cell, filling the empty cages with rare-earth atoms resulting in an enhanced 

thermoelectric figure of merit [2]. Upon substitution of the rare-earth element, Sm0.6Co4Sb12 for 

example achieved a maximum value zT = 0.8 at 716 °C [3]. The existence of Sm3Rh4Ge13 has been 

reported by Venturini et al. [4], among thirty-four new ternary germanide compounds of composition 

R3T4Ge13. Among these germanides interesting physics have been studied. Kong et al. [5] reported 

thermoelectric properties of R3Ru4Ge13 (R = Y, Dy, Ho and Lu) in which high thermopower values 

were observed at room temperature with very low thermal conductivity, however these materials did 

not display very high figure of merit values R3X4A13 (R = rare-earth, X = d-electron element, A = p-

electron element) crystallizes in a cubic space group 𝑃𝑚3𝑛, involving two formula units per unit 

cell. The development of R3X4A13 phases is credited to Remeika et al. [6]. In this paper, we explore 

thermoelectric properties of Sm3Rh4Ge13. 
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2. Experimental method

A polycrystalline sample of Sm3Rh4Ge13 was prepared by arc-melting high-purity elemental

constituents of Sm (4N), Rh (4N) and Ge (5N). The stoichiometric ratio of the elements was melted

using an Edmund Buehler arc-furnace under an atmosphere of purified Argon gas. The melted sample

was overturned and melted five times to ensure good homogeneity. The sample was then wrapped in

tantalum foil and set for annealing in an evacuated quartz tube for 5 days at 700 °C followed by

further annealing for 7 days at 900 °C. Powder x-ray diffraction (XRD) patterns were obtained in a

Rigaku SmartLab diffractometer using Cu-Kα1 radiation. The phase analysis was carried out by

simulating the obtained experimental powder pattern with theoretical calculated patterns using

Powder-Cell [7]. The powder diffractogram showed good agreement with the expected  𝑃𝑚3𝑛 space

group. A structural survey of a piece of the sample was performed using GSAS software. The

Rietveld fit (red line) and experimental data (cycle symbol) with expected Bragg positions as vertical

lines are shown in figure 1. The value of the lattice parameter estimated from the fit was 𝑎 = 0.8978(5)

nm in close agreement with the previously reported value [4] of 𝑎 = 0.8984(7) nm.

The sample was cut into geometries appropriate for various measurements. Physical properties 

comprising electrical resistivity, thermal conductivity and thermopower were studied on a Physical 

Properties Measurement System (PPMS) from Quantum Design (San Diego), using the thermal 

transport platform. All measurements were conducted from room temperature down to 2 K. 
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Figure 1: Experimental powder X-ray pattern of Sm3Rh4Ge13 (circle symbol), Rietveld 

refinement fit (red line), difference curve (green line) and expected Bragg positions (vertical 

marks). 

3. Results and discussion

3.1.  Electrical transport 
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The temperature dependence of resistivity, 𝜌(𝑇) of Sm3Rh4Ge13 is presented in the main panel of 

figure 2. In general, a semiconductor-like behavior is observed. The overall 𝜌(𝑇) values are ~ 100 

times greater than in ordinary metals, and moreover 𝜌(𝑇) increases with decrease in temperature 

through the entire range. Similar behavior was observed in superconducting non-magnetic 

compounds Y3X4Ge13 (X = Rh, Ir, Os) and Lu3X4Ge13 (X = Rh, Co, Os) [8, 9, 10]. This trend of 

semiconducting behavior is also observed in a range of similar magnetic R3Ru4Ge13 compounds 

having R = Sm, Nd, Dy, Ho and Er [5, 11, 13] as well as Yb3Ir4Ge13 [12]. No phase transition is 

observed in 𝜌(𝑇) anywhere in Sm3Rh4Ge13 in figure 2 and we furthermore note that 𝜌(𝑇) increases 

unabatedly towards T → 0. As a first observation we note that the presence of a magnetic ion R in 

R3X4Ge13 is not directly connected to semiconducting behavior as Y3Rh4Ge13 [8] displays similar 

behavior. Further, germanium may at first sight be attributed to the prevalence of semiconducting 

behavior in these compounds on account of the presence of 65 % atomic percentage of Ge in the 

formula, but semiconductivity is not ubiquitous among the germanides. We note for instance the case 

of Yb3Co4Ge13 with weak metallic behavior and Yb3Rh4Ge13 which shows a well-defined metallic 

electrical resistivity [8, 12]. An activated type of resistivity has been observed in many of R3X4A13 

systems [13]. In order to analyze the electrical resistivity the high temperature region was   described   

(see  fit  in  inset of figure 2) in terms of simple energy gap by the expression 

𝜌(𝑇) =C exp(T/∆) with C = 5400 µΩ.cm and the energy gap value ∆ = 158.7 K. 
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Figure 2: The electrical resistivity as a function of temperature plotted in the main 

panel. Inset: 𝜌(𝑇) on a semi-log axis where the solid line is an exponential fit in 

terms of a single energy gap. 

  

3.2.  Thermal transport 

The thermal transport in Sm3Rh4Ge13, including total thermal conductivity ҡT (𝑇), electrical 

resistivity 𝜌(𝑇) and thermopower 𝑆 (𝑇) were all measured concurrently using a thermal transport 

measurement platform in the PPMS cryogenic facility. The temperature dependence of ҡT (𝑇) was 

measured upon cooling down very slowly under quasi-adiabatic conditions from room temperature 
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to 2 K with results as shown in figure 3a using open circles. We note that ҡT(𝑇) is overall extremely 

low, by more than an order of magnitude as compared to thermal conductivity in ordinary metals. 

The thermal conductivity bears a resemblance to that of Sm3Ru4Ge13 [11] and to many skutterudites, 

a structure type that is recognized as a promising materials class for developing novel thermoelectric 

materials [14, 15]. 

The electronic contribution ҡe(𝑇) to total thermal conductivity ҡT (𝑇) was extracted by means 

of the Wiedemann-Franz relation; 

ҡe (𝑇) =  
𝐿0𝑇

𝜌(𝑇)
                                       (1) 

 

where the Lorenz number is 𝐿0 = 2.44 × 10-8 WΩ.K-2. The lattice (phononic) thermal conductivity 

 ҡL(𝑇) contribution to total thermal conductivity was extracted by using the expression: 

 

ҡT (𝑇) =  ҡL (𝑇) + ҡe (𝑇).                      (2)

    

This expression assumes that possible contributions to κT from magnon heat transport are ignored. 

The estimated ҡe(𝑇) contribution is smaller than that of the lattice conductivity by more than two 

orders of magnitude compared to the total thermal conductivity contribution as shown in figure 3a 

using red closed circle symbols. Such conductivity behaviour suggests that heat is carried by phonons 

much more efficiently than by electrons. From figure 3a, we can thus approximate the lattice 

to ҡL(𝑇) ≃ κT(𝑇). A weak plateau above T ~ 50 K is evident in κT(𝑇) between 10 K and 200 K 

which signifies glassy behaviour in the thermal conductivity and is likely the result of optical 

(anharmonic phonon) modes produced by the cage-like structure of Sm3Rh4Ge13 [9]. Below 10 K the 

electronic contribution produces a ҡe(𝑇) ~ T dependence which is typical for metallic behaviour and 

above 100 K electronic contribution produces a ҡe (𝑇) ~ T 2 dependence. 
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Figure 3: (a) Temperature dependence of the total thermal conductivity ҡT(𝑇) of 

Sm3Rh4Ge13 plotted in log-log scale along with the electronic contribution, ҡe(𝑇) and lattice 

contribution ҡL (𝑇). The Seebeck coefficient, S is plotted in (b) and displays a maximum at 

Tmax =100 K.   

(a) (b) 
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The thermopower shown in figure 3b reaches the value of 34 µV.K-1 at room temperature. This 

value is in between that of metals (~ 1 – 10 µV.K-1) and semiconductors (~ 102 – 103 µV.K-1). The 

value of thermopower is related to that of Y3Ir4Ge13 and R3Ru4Ge13 (R = Sm, Y, Dy, Ho and Lu) [5, 

9, 11]. A positive thermopower S (T), peak in S (T) at Tmax ~ 100 K, quasi-exponential 𝜌(𝑇) and 𝜌(𝑇) 

energy gap of ~ 158 K all support consistently that this is a narrow-gap activated semiconducting 

system, with gapping at the Fermi energy responsible for all the anomalous thermal and electronic 

transport behaviours.  

4.  Conclusions 

We have reported on findings of a thermoelectric study on Sm3Rh4Ge13. Structural analysis of the x-

ray diffraction confirms the compound to adopt the cubic space group 𝑃𝑚3𝑛. The thermal transport 

exhibits only weak temperature dependence in thermal conductivity below room temperature and 2 

K. The thermopower reaches fairly high and positive values which resembles a hole-dominated 

character near the Fermi surface as is also supported by the activated type behavior found in the 

electrical resistivity. 
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Abstract. An array of eight 2”×2” LaBr3:Ce scintillator detectors linked to a XIA PIXIE-16
Digital Signal Processing data-acquisition system was used to measure KCl, U ore, Th ore,
and soil reference samples placed in the centre (17.5 cm from each detector) of the array (with
all detectors lying in the horizontal plane) for 12 hours per sample. The absolute full-energy
peak gamma-ray detection efficiencies of each detector was determined. The weighted average
absolute full-energy peak detection efficiencies were found to be 3.21 × 10−2 ± 8.96 × 10−4

%, 2.57 × 10−2 ± 8.79 × 10−4 %, 1.87 × 10−2 ± 6.34 × 10−4 % at 1461 keV (40K), 1764 keV
(238U) and 2615 keV (232Th) respectively. For the soil reference sample, the weighted average
activity concentrations for 40K and 232Th series radionuclides were consistent with zero to
within measurement uncertainties. For the same sample the activity concentration of 238U
series radionuclides was consistent with zero when an interval of ±2σ about the mean value is
considered.

1. Introduction
The efficiency of LaBr3:Ce detectors is 1.2 - 1.7 times better at detecting gamma-rays than NaI:Tl
detectors above 350 keV and have an energy resolution of 2.5 - 3.0 % at the 662 keV gamma-
line of Cs-137, compared to 6 - 7 % for NaI:Tl detectors for 3.8 cm by 3.8 cm (1.5” × 1.5”)
detectors [1, 2]. The detector crystal has other advantages such as a high scintillation light
output with a fast decay time [3] which make it to be an excellent detector choice for high count
rate scenarios, and is capable of performing well with count rates up to 500 kHz[5]. The light
output of LaBr3:Ce crystals displays improved temperature stability compared to traditional
NaI:Tl scintillators, varying by less than 1% between 0◦C and +55◦C [1, 6].
There are challenges associated with using LaBr3:Ce detectors. First, LaBr3:Ce is itself
radioactive, due to the presence of radioactive 138La [1, 2]. La-138 accounts for 0.09% of
naturally occurring lanthanum and produces two gamma-rays: a 788.7 keV from beta decay
to 138Ce, and a 1435.8 keV from electron capture to 138Ba, and X-rays: 32.2 keV (Kα1), 31.8
keV (Kα2), 36.4-37.3 keV (Kβ), 3.9-5.9 keV (L) from β+ decay and 95.7 keV from β− decay.
The activity concentration of 138La in the scintillator material determined from the sum peak at
1468 keV is 12.9 Bq/kg [1]. As of now, it is still unclear whether this internal radioactivity acts
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as a fundamental limitation for low-level activity measurements of natural occuring radioactive
materials (NORM).

2. Materials and methods
An array of eight 2” × 2” in. LaBr3:Ce scintillator detectors linked to a XIA PIXIE-16 Digital
Signal Processing data-acquisition system was used as shown in Fig. 1. 137Cs and 22Na were
used for energy calibration. The KCl, U and Th ore, soil reference and background samples
were counted for 12 hours each. Each of these samples was placed in 1.0 L Marinelli beaker
and placed 17.5 cm from each detector for measurements. The background measurement was
done using an empty Marinelli beaker. Further information about the reference sample is given
in Table 1. The absolute full-energy peak (FEP) detection efficiencies of the detectors were
evaluated using Eqn 1 and the activity concentration determined using Eqn. 2 [7]:

ε =
Nc

A×m× t× Pγ
(1)

A =
Nc

ε×m× t× Pγ
(2)

where Nc is the full-energy peak count, t is the counting time in seconds, A is the activity
concentration in Bq/kg, m is mass of the sample in kg and Pγ is the probability of emission of
the particular gamma-ray being measured.

Figure 1. Experimental setup
showing an array of 2” × 2”
LaBr3:Ce detectors and reference
sample placed in the centre.

Table 1. Reference sample information

Sample Mass (kg) Activity (Bq/kg) Supplier IAEA code

Potassium Chloride 1.29080 16259 ± 172 IAEA RGK-1
Uranium Ore 1.40912 4940 ± 99 IAEA RGTh-1
Thorium Ore 1.36494 3248 ± 17 IAEA RGU-1
Soil 1.50263 Vary for each radionuclide (see Table 2) IAEA IAEA-375

3. Results and discussion
The absolute full-energy peak (FEP) detection efficiency determined at 1461 keV (40K), 1764
keV (238U) and 2615 keV (232Th) are shown in Fig. 2. This efficiencies were measured using
the potassium chloride; uranium ore and thorium ore samples respectively (see Table1). The
variation in the efficiency values between detectors could be due to slight shifts in the sample
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position toward a certain detector and/or scattering. The weighted average absolute full-energy
peak (FEP) detection efficiency as a function of gamma-ray energy is shown in Fig. 3. The
experimental points exhibit a power-law behaviour which was fitted by the following equation:

ε = a

(
E

E0

)b
where ε is the full-energy peak efficiency; E is gamma-ray energy in keV; E0 is an arbitrary
energy to make the argument dimensionless [here, E0 = 1 keV]; and a, b are the coefficients
extracted by a least-squares fit to the experimental data.

Figure 2. The absolute full-energy
peak (FEP) detection efficiency for
the eight detectors.

Figure 3. Average absolute
full-energy peak (FEP) detection
efficiency as a function of energy.

Table 2 gives the activity concentration of 40K, 238U and 232Th series radionuclides measured in
the soil reference sample using the detection efficiencies discussed above. For the soil reference
sample, the weighted average activity concentrations for 40K and 232Th series radionuclides were
consistent with zero to within measurement uncertainties. For the same sample the activity
concentration of 238U series radionuclides was consistent with zero when an interval of ±2σ
about the mean value is considered. For the measurement setup and conditions described here
the minimum detectable activty (MDA) of 40K; 238U and 232Th series radionuclides are 2391
Bq/kg; 524 Bq/kg and 369 Bq/kg, respectively. This explains the activity concentration results
for the soil reference sample found in this study.

4. Conclusion
This paper presented the absolute (FEP) detection efficiencies of LaBr3:Ce scintillators placed
at a distance 17.5 cm away for volume samples (Marinelli geometry); for 1461 keV (40K), 1764
keV (238U) and 2615 keV (232Th). These efficiencies were used to calculate the activity concen-
tration of 40K, 238U and 232Th series radionuclides in the soil reference sample. The soil activity
concentration were found to be below the MDA for the setup used in this study.
In order to address this problem we are now investigating ways to reduce the influence of room
background on our measurements by making use of passive shielding.
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Table 2. Activity concentration of 40K, 238U, 232Th in soil reference sample

Detector K-40 (Bq/kg) U-238 (Bq/kg) Th-232 (Bq/kg)

L1 1079 ± 1681 257 ± 703 623 ± 474
L2 1248 ± 1594 570 ± 583 −34 ± 400
L3 −195 ± 1670 −230 ± 625 −4 ± 443
L4 −2458 ± 1866 134 ± 707 −168 ± 485
L5 −912 ± 1753 200 ± 658 141 ± 456
L6 −3366 ± 1851 912 ± 632 −1299 ±−536
L7 1035 ± 1892 244 ± 597 171 ± 407
L8 −2546 ± 1854 528 ± 715 234 ± 386
Average −633 ± 623 332 ± 289 14 ± 156
Expected range 417.0 − 432.0* 19.0 − 29.8* 19.2 − 21.9*
Expected mean 424.0* 24.4* 20.5*

* IAEA/AL/075 report on the intercomparison run (IAEA-375)

This work is based on the research supported wholly by IBB University/TETFUND, National
Research Foundation of South Africa (99037) and iThemba LABS (Laboratory for Accelerator
Based Science).
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Abstract. Recently, there has been a renewed interest in employing glassy carbon to contain 

radioactive fission products. One of the fission products, Xe is significant by itself due to its 

high neutron absorption cross section and high production as a fission product. 200 keV Xenon 

(Xe) ions were implanted in the glassy carbon samples to a fluence of 1 × 1016 Xe+ cm-2 at 

room temperature.  The diffusion of the implanted Xenon in the glassy carbon was measured 

using Rutherford backscattering (RBS) after vacuum annealing.   

1. Introduction 

Glassy carbon (GC) is an apparently isotropic, continuous and non-porous material, showing 

conchoidal surface fracture. It is a non-graphitizing carbon which combines glassy and ceramic 

properties with those of graphite [1]. Unlike graphite, glassy carbon has a fullerene-related 

microstructure This leads to a great variety of unique materials properties. Its high strength, high 

hardness and also high impermeability to gases, suggest that glassy carbon must have a unique 

structure different from those of regular carbons [2]. These properties allow glassy carbon to be used 

in a wide range of applications such as in nuclear waste storage containment material. 

   Waste storage facilities should be designed and operated to minimize the probability and 

consequences of incidents and accidents. Factors that should be considered include the following: 

impermeability to the fission products, chemical stability against corrosion caused by processes within 

the waste and/or external conditions, protection against radiation damage and/or thermal damage, 

especially stability against the degradation of materials and resistance to impacts from operational 

loads or due to incidents and accidents [3].   
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   Xenon (Xe) is a noble gas mainly produced in nuclear fission reactions.  It consist of various 

radioactive isotopes including Xenon-135, which is of considerable significance in the operation of 

nuclear power reactors. The reason being that it acts as a neutron absorber or poison that can slow 

down or stop the chain reaction after a period of operation [4]. A major contribution to the sequence of 

events leading to the Chernobyl nuclear disaster was the failure to anticipate the effect of xenon 

poisoning on the rate of the nuclear fission reaction [5]. Xenon-135 is a product of U-235 fission and 

has a very large neutron-capture cross section. It also decays radioactively with a half-life of 9.1 hours. 

Little of the Xe-135 results directly from fission; most comes from the decay chain, Te-135 to I-135 to 

Xe- 135 [6]. 

   In this study, the diffusion behavior of implanted Xe in glassy carbon was investigated.  As has been 

mentioned above, this information is necessary to determine the effectiveness of glassy carbon as a 

good material for constructing the casks used in nuclear waste storage.  

 

2. Experimental procedure  

The glassy carbon (Sigradur®G) samples were polished with 1 µm and 0.5 µm respectively with 

diamond solutions. The samples were implanted with 200 keV xenon ions to a fluence of 1×1016 

ions/cm2 at room temperature. The implanted sample was annealed in vacuum at temperatures 

increasing in steps of 100 °C from 300 °C to 1000 °C for 5h at each temperature.  The depth 

distribution of the implanted xenon before and after each annealing step was analyzed using 

Rutherford backscattering spectroscopy (RBS).The RBS spectra were acquired using 1.6 MeV He+ ion 

beam at beam current of 15nA. The RBS spectra were converted into the respective depth profiles of 

the implanted xenon. The resulting RBS depth profiles were fitted with a MATLAB program that was 

written by Malherbe et al [7] to extract diffusion coefficients from an initial Gaussian profile. 

 

3. Results and discussion 

Fig. 1 shows the RBS depth profile of 200 keV xenon implanted in glassy carbon at room temperature. 

The profile was compared with the spectra obtained from the TRIM ion distribution simulation. Fig. 1 

also contains the vacancy distribution obtained from TRIM [8]. The experimental projected range, Rp, 

was estimated by fitting the Xe depth profile with a Gaussian equation. The value obtained is 120 nm. 

This value obtained for the room temperature implanted Xe depth profile is comparable to the 119 nm 

obtained from TRIM. The experimental straggling, ∆Rp value obtained is about 34 nm which is higher 

than the 21 nm obtained from TRIM. The higher ∆Rp obtained from the as-implanted Xe profile 

suggests a broader ion distribution to that suggested by TRIM. 

   Some of the implanted samples were annealed in vacuum at 300 °C -1000 °C in steps of 100 °C for 

5 hours – see Fig. 2 (a) and (b).  Two diffusion mechanisms can be clearly observed from the spectra 

shown. The first diffusion regime is between 300 °C - 800 °C. The RBS profiles obtained after 

annealing the samples at these temperatures showed no noticeable diffusion of the implanted Xe. 

   The lack of diffusion at these temperatures can be attributed to the presence of defects in the near 

surface region of the GC substrate. This statement is supported by the TRIM vacancy distribution 

shown in Fig. 1. The Rp(vac) is about 79 nm which is significantly lower than the Rp value of the as-

implanted Xe depth profile (120 nm). This discrepancy implies that the defects introduced into the GC 

substrate are concentrated towards the surface. 

   In the second diffusion regime (900 °C - 1000 °C), movement of Xe into the bulk of the GC was 

observed with the formation of a bimodal distribution. The migration of Xe into the GC was 

accelerated at 1000 °C with a new Xe peak formed within the bulk of the GC. The diffusion  

coefficients at temperatures 900 °C - 1000 °C were calculated to be D = 4.3 × 10-21 m2/s and D = 6.7 × 

10-21 m2/s respectively. The lack of diffusion at these temperatures might be due to the presence of 

defects in the implanted region of the glassy carbon substrate acting as traps for the implanted xenon. 

   The diameter of Xe atom of 216 pm is much larger that the C atom of 77 pm. Thus, it effectively 

represents the boundary between the radiation damaged glassy carbon and the pristine bulk.  This 

penetration of xenon into pristine glassy carbon together with the segrational kind of diffusion of the 
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implanted xenon atoms towards the bulk at the higher annealing temperatures.  
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Figure 1. Depth profile of 200 keV Xe+ ions implanted    in 

glassy carbon at room temperature and vacancy distribution 

from TRIM [8]. 

 

  The movement of Xe deeper inside the GC substrate indicated that the implanted Xe will be diffused 

towards the bulk of GC after annealing at temperatures above 900 °C. This suggests that a Fickian 

type of diffusion is not responsible for the diffusion observed in this regime. Odutemowo et al [9] 

studied the diffusion of strontium in glassy carbon and observed a similar phenomenon when they 

annealed their Sr implanted GC samples at high temperatures. However, the segregation of Sr was 

observed towards the surface of GC instead of towards the bulk as observed in our results. They 

suggested that a prime factor to be considered in this segregational kind of diffusion is the Gibb’s free 

energy of the system. 
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                       Figure 2. RBS Depth profiles of Xe implanted at room temperature after isochronal  

                       annealing at (a) 300 °C - 600 °C for 5 h and (b) 700 °C - 1000 °C for 5 h. 
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  In order to estimate the diffusion coefficient of Xe in glassy carbon, the RBS depth profiles obtained 

at 300 – 1000 °C were fitted with an in-house MATLAB program. The MATLAB program fits 

experimental depth profiles to the solution of the Fick diffusion equation with originally a Gaussian 

profile and with a perfect sink at the surface. Examples of such fit are shown in Fig. 3. The fitting of 

the RBS spectra show that the diffusion coefficient of Xe in GC could not be estimated. This is in 

agreement with the results discussed earlier (no noticeable diffusion of Xe was observed). 
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Figure 3. The MATLAB program fitted to the sample (a) implanted at RT,  

                                                 (b) annealed at 500 °C. 

 

 

4. Conclusion 

The diffusion behavior of Xe in GC was investigated using Rutherford backscattering spectrometry 

(RBS). RBS depth profiles obtained after annealing the sample at 300 °C – 800 °C showed that there 

was no diffusion of the implanted Xe into the bulk or towards the surface of GC. This non-diffusion 

was attributed to the presence of defect traps acting as a diffusion barrier towards the surface of GC. 

At the highest annealing temperatures (900 °C – 1000 °C), there was a movement of Xe into the bulk 

of the GC with a new peak (indicating segregation) formed within the GC bulk. The lack of diffusion 

of Xe in GC shows that glassy carbon is a good containment material for xenon. 
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Abstract. The knowledge of the fission Q-value is important for the safety analysis of a nuclear
reactor. This value is around 200 MeV/fission in all nuclear reactors, where the energy released
from radiative capture (Qγc) is the main source of differences between reactors. In this work, we
present a detailed calculation of (Qγc) produced in SAFARI-1 using the MCNP-5 (Monte Carlo
N-Particle) code. MCNP is a probabilistic transport code that has the capability of solving
general geometries with continuous energy data. In particular, we calculate the reaction rate of
the nuclides that contributes majorly to the heating in the SAFARI-1 core. From the nuclear
reaction rate and the energy released per radiative capture reaction (binding energy), the total
energy produced from radiative capture was calculated. In previous work, the radiative capture
energy was calculated as an energy deposition using MCNP-5. From the energy deposition
calculation, (Qγc) was calculated as 5.42 MeV/fission. Using the energy production method,
(Qγc) was calculated as 5.31 MeV/fission. Typical values for (Qγc) ranges between 3 - 12
MeV/fission. This work takes a closer look at how to arrive at these values using the two
methods in MCNP-5.

1. Introduction
The knowledge of the recoverable fission Q-value is important for the safety analysis of a nuclear
reactor. Physicists and engineers require the reactor specific Q-value to normalize calculated
quantities to the total power of the reactor. The fission Q-value of a nuclear reactor is the sum
of all the radiation energy components such as energy released from fission products, neutrons,
prompt and delayed photons, beta decay and neutrinos. Radiative capture photons also forms
part of the components that make up the Q-value, however, (Qγc) is not released in the fis-
sion process but recovered after fission in the core. It is important to note that the Q-value
is calculated per fission event in the reactor core. Another important fact to note is that the
mass of the neutrino is extremely small, consequently, there is no interaction with matter, and
all the energy released from neutrinos is lost in the reactor. Although the energy released from
neutrinos cannot be recovered from the fission process itself, part of the energy can be recov-
ered from radiative capture. Almost all the components that make up the fission Q-value can
be approximated from nuclear data libraries, with the exception of the energy deposited from
radiative capture (Qγc). This component is reactor specific due to the fact that it is dependent
on the materials present in the core. The process of radiative capture involves the capture of a
neutron by the medium with the formation of an unstable compound nucleus. The subsequent
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release of nuclear binding energy in the process of de-excitation of the compound nucleus is
done through the emission of gamma radiation. The deposition of the energy of these gamma
rays in the system is the so called (Qγc). The Q-value contribution from radiative capture may
range from 3 - 12MeV/fission [1]. As a result of this energy range, it can be seen that the
radiative capture component may add a significant difference to the estimated Q-values which
most scientists generally accept as 200 MeV/fission.

The goal of the paper is to present a method of calculating the reactor specific energy deposition
from radiative capture released in SAFARI-1 per fission event. We followed the methodology
used in [2] for the Advanced Test Reactor. We use MCNP-5 to calculate the total number of
radiative capture reactions produced per fission in the core and then multiply it by the energy
released per reaction (binding energy). In a previous work [3], MCNP was used to calculate
the energy deposition in SAFARI-1 applying a different approach. Previously, MCNP was used
to calculate the heat deposited in the reactor from radiative capture by tracking the gammas
produced in the de-excitation of the compound nucleus from birth to death. In this work,
we also aim to verify the value that was previously calculated. A description of the MCNP
model of SAFARI-1, as well as the procedure to calculate the energy deposited from radiative
capture is presented in the following sections. In the last section of the paper, the results for
the calculations are documented and discussed.

2. Description of SAFARI-1
SAFARI-1 is a 20 MW tank in pool type material testing reactor (MTR), located at Necsa,
Pelindaba, South Africa. The reactor core is contained inside the reactor vessel, which is inside
the reactor pool. The reactor vessel is immersed in light water which serves as coolant, moderator
and shielding. The reactor core consists of 26 fuel assemblies and 6 control rod assemblies. The
control rod assembly consists of two regions namely the absorbing region and the followers that
contain fuel. Apart from the molybdenum production assemblies, it contains several positions
for neutron irradiation of samples. For this work, the sample positions were filled with water.
SAFARI-1 uses 19.7 % enriched uranium as fuel. Surrounding the core is a beryllium reflector
and the aluminium core box.

3. SAFARI-1 Analysis Codes
The two main codes used in support of the operation of SAFARI-1, are the OSCAR-4 code
system and MCNP. The OSCAR-4 (OSCAR) code system, which is developed and maintained
in the Radiation and Reactor Theory (RRT) Section at Necsa, is used for reactor reload design
and core-follow analysis. It contains a three-dimensional, multigroup, nodal diffusion code which
performs the calculations in a six energy group structure for homogeneous nodes. During core
depletion analysis, OSCAR tracks the depletion history of each fuel element in the reactor core
[4].
For detailed transport calculations, the Monte Carlo code MCNP, version 5.1.51 [5], is used.
MCNP is a general-purpose Monte Carlo N-Particle transport code that is used in RRT for
neutron, photon and coupled neutron/photon transport. MCNP’s general geometry modelling
capability and the use of pointwise cross-sections are amongst its main features that makes it
so applicable for the analysis of complex problems. In general OSCAR and MCNP are used
in conjunction, i.e. OSCAR provides MCNP with the appropriate core depletion state for the
detailed transport analysis.
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4. MCNP Model of SAFARI-1
The MCNP model for SAFARI-1 that was developed at RRT is shown in Figure 1. It includes
the reactor core, the core box, the reactor tank and the beam tubes. Inside the reactor tank
is a grid plate with a rectangular arrangement of 89 positions where different assembly types
can be loaded. The core is surrounded by a beryllium reflector and some aluminium and lead
assemblies. Positions D6 and F6 contain the Isotope Production Rigs (IPRs) for irradiation of
samples but for this work they are filled with water.

Figure 1: MCNP model of SAFARI-1

Figure 1 shows a planar view of the model with the fuel, control rod elements and control rod
fuel follower, at the active regions of these components. The fuel elements are MTR type fuel
with 19 plates each. The fuel plates consist of a Uranium-Silicide-Aluminium (U3Si2-Al) powder
dispersed core, enclosed in an aluminium-alloy cladding. The control rod assemblies consist of
an upper absorber section and a lower fuel section connected through a rigid aluminium coupling
mechanism. The absorbing section consists of an aluminium box that contains a cadmium layer
as an absorber. The fuel section, also called the control rod follower, is similar to the fuel
elements but is constructed inside an aluminium box and contains only 15 plates.

Figure 2: View of the fuel element, absorber and fuel follower
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5. Methodology
MCNP is a probabilistic transport code that has the capability of solving generalized geometries
using continuous energy data. For this work, MCNP-5 was used to calculate the total number
of capture reactions produced from every isotope that contributes majorly to the heating in
SAFARI-1. The ENDF-VII library was utilized. The MCNP radiative capture nuclear reaction
rate is given by Equation (1). Note that the reaction rate is calculated for isotopes present in
every cell of SAFARI-1. The MCNP model of SAFARI-1 consists of more than 3 000 cells.

Radiative capture reaction rate = Ni

∫
ϕ(~r,E)σci(~r,E)dEdV (1)

where:

• Ni = number density of isotope (atoms/barn/cm)

• ϕ(~r,E) = energy dependent neutron flux (n/cm2/neutron born in the system)

• σci(~r,E) = radiative capture cross section for isotope (barns).

The ith isotopes in Equation (1) are from the elements that contribute majorly to radiative
capture heating in the core. Table 1 shows a list of elements present in the different components
of the core. From Figure 1 and Table 1 it can be seen that the majority of the core consists of
hydrogen and aluminium. Impurities may be present in the material compositions and were not
taken into account for this calculation.

Table 1: List of elements present in the reactor core

Hydrogen Aluminium Cadmium Silicon Beryllium Uranium

Water coolant Fuel plates Control rod Fuel meat Fuel meat Reflector
Primary sys-
tem

Follower Irradiation
devices

Follower Follower

Structural as-
sembies

In order to calculate the number of capture reactions produced per fission in the core, the MCNP
capture reaction rate obtained with Equation (1) is multiplied by ν

keff
(number of neutrons

produced per fission). Binding energy is released during radiative capture. By multiplying
the total number of capture reactions produced per fission, by the binding energy released per
radiative capture, the total amount of radiative capture energy released in the core per fission
event can be calculated. Table 2 lists the various nuclides with their associated binding energies
that were used for the final calculations.
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Table 2: Binding energies of the nuclides present in SAFARI-1

Target element Target isotope Compound Binding energy (MeV)
nucleus

Aluminium Al-27 Al-28 7.7307
Silicon Si-28 Si-29 8.4751

Si-29 Si-30 10.617
Si-30 Si-31 6.5940

Hydrogen H-1 H-2 2.2245
Cadmium Cd-106 Cd-107 7.9243

Cd-108 Cd-109 7.3197
Cd-110 Cd-111 6.9741
Cd-111 Cd-112 9.3979
Cd-112 Cd-113 6.5401
Cd-113 Cd-114 9.0421
Cd-114 Cd-115 6.1386
Cd-116 Cd-117 5.7669

Uranium U-235 U-236 6.1386
U-238 U-239 5.7669

Beryllium Be-9 Be-10 6.8149

6. Results
Calculations were performed using MCNP-5 for 100 active cycles with a well converged fission
source. 200 000 histories were simulated for each cycle. Individual calculations were performed
for nuclides contributing to radiative capture in the SAFARI-1 core. Table 3 shows the results
that were obtained using the above methodology.

Table 3: Calculated energies from radiative capture in SAFARI-1

Target element Energy due to radiative % Contribution
capture

Uranium 1.77 33.24 %
Hydrogen 1.62 30.46 %
Aluminium 1.18 22.22 %
Cadmium 6.04× 10−1 11.38 %
Beryllium 1.30× 10−1 2.46 %
Silicon 1.27× 10−2 0.24 %
Total 5.31 100 %

From Table 3, it can be seen that the total energy recovered from radiative capture was calculated
as 5.31 MeV/fission. As expected, the highest contributor is uranium due to it having a high
capture cross-section. Hydrogen and aluminium are also high contributors which could be
because the majority of the core is made up of it.
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7. Conclusion
By calculating the radiative capture reaction rate in MCNP-5, we calculated the total energy
produced from radiative capture in SAFARI-1. This was calculated to be 5.31 MeV/fission.
Previously [3], (Qγc) calculated as 5.42 MeV/fission by tracking all the gammas produced in
the de-excitation of every compound product. The reason for the difference could be due to
the fact that we did not consider impurities in the recent radiative capture calculation. The
difference is small, around 2 %; therefore we can have confidence in our results. Future work
will focus on the inclusion of the heat deposited from the decay products of radiative capture,
since some of the product nuclei undergo radioactive decay.
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Abstract. Vector Boson Scattering has been identified as a promising process to study the
nature of electroweak symmetry breaking. The best channel for VBS measurements is same-
electric-charge W boson scattering: a rare Standard Model process that has a distinctive
experimental signature of a same-electric-charge lepton pair and two high energy forward jets.
The study of the electroweak production mechanism of W±W±jj scattering will continue
through to the High-Luminosity LHC (HL-LHC) physics program. During this program, the
HL-LHC will not only operate at an increased centre of mass energy of 14 TeV, but also produce
an instantaneous luminosity of L = 7×1034 cm−2s−1. Several upgrades of various sub-detectors
of the ATLAS detector are scheduled to cope with the intense radiation and the high pileup
environment. The prospects for a W±W± measurement after the LHC and ATLAS detector
upgrades will be discussed, with a focus on the impact of an extended tracking detector. The
effect of the upgraded Inner Detector on the measurement for the same-electric-charge W±W±

scattering process is evaluated by analysing simulated events with two leptons of the same
electric charge, at least two jets and missing transverse energy.

1. Introduction
Vector Boson Scattering (VBS) is a process of great interest. In the absence of a Standard Model
(SM) Higgs boson, the longitudinally polarised WW scattering amplitude grows as a function of
centre of mass energy squared and violates unitarity at approximately

√
s ≈ 1 TeV [1]. A Higgs

scalar regulates the scattering amplitude of this process at high energies, restoring unitarity [2];
however, it is still unclear whether the recently discovered Higgs boson [3] [4] fully unitarizes
the longitudinally polarised WW scattering amplitude over all energies or whether alternative
mechanisms are also involved [5–7]. Representative Feynman diagrams of the contributing
processes are shown in Figure 1. The best channel for VBS measurements is same-electric-charge
W boson scattering [8], which provides a window to investigate the mechanism of electroweak
symmetry breaking. An incredibly rare process, same-electric-charge W boson scattering, can
occur at hadron colliders like the Large Hadron Collider (LHC) as an interaction of W bosons
that are radiated off incoming proton beams. These W bosons scatter and subsequently decay, we
select events where W bosons decay leptonically i.e. W± → l±ν, l = e, µ giving the distinctive
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Figure 1. Representative Feynman diagrams of V V jj-EW production. The VBS scattering
topology includes either a triple gauge coupling vertex, the t-channel exchange, a quartic boson
coupling vertex or a Higgs boson exchange in the s- or t-channels. The lines are labelled by
quarks (q), vector bosons (V) and fermions (f).

experimental signature of a lepton pair with the same electric charge and two high energy forward
jets. The study of the electroweak production of W±W±jj is an important task that will be
continued through to the High-Luminosity LHC (HL-LHC) physics program.

2. Upgrades of ATLAS sub-detectors
Over the coming decade the LHC instantaneous luminosity is expected to increase to 2 − 5 ×
1034 cm−2s−1 with respect to the design luminosity, ultimately leading up to the HL-LHC
physics program and the associated upgraded ATLAS detector [9]. Besides operating at an
increased centre of mass energy of

√
s = 14 TeV, the HL-LHC will also produce a total integrated

luminosity of L = 3000 fb−1 corresponding to an average of µ = 200 inelastic pp collisions per
bunch crossing. To cope with the intense radiation and the increased pileup environment the
ATLAS sub-detectors will require several significant upgrades or replacements. In particular,
the current ATLAS Inner Detector will be completely replaced with all-new Inner Trackers
(ITk). Candidate designs for the inner tracking system has been updated to cover a wider
range in pseudorapidity from |η| ≤ 2.7 up to |η| ≤ 4.0 [10]. In addition, a proposed very
forward muon-tagger, attached to the Muon Spectrometer’s new small wheels will enable the
reconstruction of forward muons within a pseudorapidity of |η| ≤ 4.0. The prospects of a
W±W±jj-EW measurement at the upgraded LHC and ATLAS detector is investigated in the
following sections, with a focus on the extension of the inner tracking system and the addition
of a forward muon-tagger.

3. Simulating W±W±jj-EW scattering at 14TeV
Signal and background processes are simulated with the use of Monte Carlo samples at a centre
of mass energy of 14 TeV with the number of events scaled to a total integrated luminosity
of L = 3000 fb−1. The W±W±jj-EW and W±W±jj-QCD production processes are simulated
with Madgraph aMC@NLO [11] interfaced with Pythia 8 [12] for parton showering, hadronisation
and the underlying event modelling. The dominant background process, WZ + jets production,
is simulated using Sherpa v2.2.0 [13] [14], with next-to-leading-order accuracy. Included in the
WZ + jets background estimate is both the strong and electroweak production mechanisms of
this process. Additional pp pileup interactions, with an average of 200 interactions per bunch

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 147



Table 1. Selection criteria for W±W±jj-EW events.

Description Selection requirement

Lepton selection Exactly 2 leptons with pT > 25 GeV
Dilepton charge and separation ∆Rl,l ≥ 0.3, q1 × q2 > 0
Dilepton mass mll > 20 GeV
Zee veto |mll −mZ | > 10 GeV
Emiss

T Emiss
T > 40 GeV

Jet selection and separation At least two jets with ∆Rl,j > 0.3
Di-jet rapidity separation |∆yij | > 2.4
Third-lepton veto 0 additional preselected leptons
Di-jet mass mjj > 500 GeV
Lepton centrality ζ > 0

crossing, are generated with Pythia 8 and are added event-by-event to recreate the high pileup
environment associated with the HL-LHC. Other background processes that could mimic the
final state of W±W±jj are not simulated. Rather, the contributions from these processes are
estimated by making use of the background contributions observed in the Run I W±W±jj anal-
ysis at

√
s = 8 TeV [15] [16].

The total background contribution is estimated by summing the final event yields from the
W±W±jj-QCD and WZ + jets processes and scaling the result to account for the non-simulated
background contributions. Scale factors were derived from the relative background composition
observed in the 8 TeV analysis and calculated for individual channels. The calculated scale fac-
tors are 2.2, 1.2 and 1.8 for the ee, µµ and eµ/µe channels, respectively, while the scale factor
for the combined channels is 1.7 [17].

4. Object and event selection
Events are preselected by either a single-muon or single-electron trigger and require a transverse
momentum of 25 GeV for leptons. Additionally, muons and electrons with transverse momenta
pT > 6 and 7 GeV are also preselected and are defined as loose leptons. Several forward tracking
scenarios are considered: in the case where no forward tracking is available, the leptons are
restricted to |η| ≤ 2.7, while in the case where forward tracking is available a scenario is con-
sidered where only electron reconstruction is available to |η| ≤ 4.0. The possibility of a forward
muon-tagger is also considered, which would allow for both electron and muon reconstruction
up to |η| ≤ 4.0.

Furthermore, jets with pT > 30 GeV and |η| < 4.5 are considered. A selection requirement
is applied to all jets with transverse momenta below 100 GeV in order to distinguish between
jets resulting from a hard scatter interaction and pileup jets, which result from the accompa-
nying soft scatter interactions. This requirement is based on track confirmation, which makes
use of the fraction of the pT of the tracks from the associated hard scattering vertex to the jets.
Selection criteria based on this requirement are applied over an η region which is related to two
different tracking scenarios. In the case where forward tracking is not available, the selection
criteria are applied for jets up to |η| ≤ 2.5 and for jets up to |η| ≤ 3.8 with forward tracking.
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Figure 2. Pseudorapidity (η) distribution of
the sub-leading jets after all analysis criteria
have been applied, for the case where tracking
covers up to |η| ≤ 2.7.

Figure 3. Pseudorapidity (η) distribution of
the sub-leading jets after all analysis criteria
have been applied, for the case where tracking
covers up to |η| ≤ 4.0.

Significant contamination from pileup jets must be reduced by increasing the pT threshold for
jets outside the tracking region from 30 to 70 GeV. After the jets and leptons have been selected,
selection criteria are applied based on the unique experimental signature of W±W±jj-EW scat-
tering, shown in Table 1. The final requirement, lepton centrality, is based on the kinematic
signature of the leptons and jets and is given by:

ζ = min[min(ηl1, ηl2)−min(ηj1, ηj2),max(ηj1, ηj2)−max(ηl1, ηl2)]. (1)

5. Impact of an extended Inner Detector tracker and forward muon-tagger
The extension of the Inner Detector’s tracking capabilities to cover a pseudorapidity range up
to |η| ≤ 4.0 enables the ability to differentiate pileup jets from jets originating from the hard
scatter events in the forward regions, thus reducing contributions from background processes
containing jets while also increasing the overall signal yield. The pseudorapidity distributions
for the sub-leading jets after all selection criteria have been applied, are shown in Figure 2 and 3,
for the W±W±jj-EW signal sample together with the other contributing backgrounds with or
without the availability of forward tracking, respectively. Solid colours indicate jets originating
from hard scatter events, while the hashed fills indicate jets originating from pileup events. A
distinctive step in the signal sample is visible between |η| = 2.5 and |η| = 3.8. These ranges
correspond to the availability of forward tracking for jets, which indicates the raised acceptance
pT for jets over a larger region.

Increasing the pseudorapidity coverage for electrons and muons is advantageous since it pro-
vides the ability to reconstruct leptons within a larger range of the detector. Additionally, there
is an increased acceptance of additional forward leptons, which consequently leads to a stronger
third-lepton veto for events. For this reason, the third-lepton veto suppresses a significant
amount of background contributions with three leptons in the final state, especially the domi-
nant WZ + jets process. This is due to the increased likelihood of reconstructing and detecting
the third lepton from the WZ decay, which can be seen in the pseudorapidity distributions for
the loose leptons before the third-lepton veto has been applied (Figure 4 and 5). The strongest
suppression of the WZ background is therefore provided by the more efficient third-lepton veto.

The effect of a very forward muon-tagger is investigated by varying the acceptance pT thresh-
old for the loose muons, for each of the four considered tracking scenarios. Three cases are
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Figure 4. Pseudorapidity (η) distribution
of the loose leptons before the third-lepton
veto, for the case where tracking covers up to
|η| ≤ 2.7.

Figure 5. Pseudorapidity (η) distribution
of the loose leptons before the third-lepton
veto, for the case where tracking covers up to
|η| ≤ 4.0.

considered namely, pT = 6, 10 and 15 GeV, where pT > 6 GeV is the nominal acceptance for
loose muons. Figure 6 shows the changes in the significance of the W±W±jj-EW measurement
with respect to the increased pT threshold for each of the four tracking scenarios. From this
plot it can be seen that the largest gain in signal significance is provided by the case where
forward tracking is available for both electrons and muons, since muons can be detected with
greater efficiencies. In addition, the background contributions in the µµ channel is smaller as
opposed to the background contributions with electrons. Furthermore, the significance of the
W±W±jj-EW measurement decreases rapidly when the pT threshold is raised, which is due to
the fact that an increased amount of background events pass the third-lepton veto.

Figure 6. Effect of varying the loose muon transverse momentum on the significance of the
W±W±jj-EW measurement for each of the four considered tracking scenarios.

6. Conclusion
The prospects of a W±W±jj-EW measurement at the HL-LHC looks promising with an ex-
tended inner tracking system and a forward muon-tagger. The forward tracker provides an
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increased background rejection, due to excellent pileup rejection in the forward regions. In
addition, the extended coverage for leptons enables the reconstruction and identification of lep-
tons in the forward region, hence providing a more effective third-lepton veto. By extending
the inner tracking system the W±W±jj-EW scattering signal yield can be increased by 12%
with the increased pseudorapidity coverage for jets. The signal yield can be further increased
by 14% in combination with the third-lepton veto. Consequently, the expected significance of
the W±W±jj-EW measurement is improved by 16%, which makes the scenario where forward
tracking is available for jets, electrons and muons the optimal case.

The effect of a forward muon-tagger was further investigated by varying the pT acceptance
threshold for loose muons. It was found that fewer muons were accepted leading to an increased
amount of background events passing the third-lepton veto. Consequently, the significance of the
measurement decreased rapidly from a significance of 19 for pT = 6 GeV to 15 for pT = 15 GeV
in the case where forward tracking is available for jets and both electrons and muons.

Studies of the effect of an extended-η ATLAS detector on the W±W±jj-EW measurement
will continue in the future.
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Abstract. This study forms part of the on-going International Atomic Energy Agency (IAEA)
Coordinated Research Project (CRP) which primarily focuses on benchmarking computational
tools against experimental data for research reactors. It is important to benchmark these
tools against experimental data as part of evaluating their capabilities in simulating physical
phenomena which take place during reactor operation. Necsa has recently developed a
framework for performing nuclear reactor core calculations, which integrates both stochastic
and deterministic modelling methods in a consistent way. In this work, this calculational system
is applied to the ETRR-2 benchmark problem in aid of code validation. In particular, a series
of control rod calibration experiments are modelled as initial qualification of the model, where-
after a series of cycle depletion analysis is conducted to validate the burn-up capability of the
package.

1. Background and motivation
This work forms part of the on-going IAEA CRP which primarily focuses on benchmarking
computational tools against experimental data for research reactors. In the general run of
the IAEA CRP projects for research reactors, a platform is made available for interested
institutions to submit their reactor specifications, experiment descriptions and experimental
data for benchmark studies. A previous IAEA CRP 1496 [1] mainly focused on benchmarking
neutronics and thermal-hydraulics computational methods and tools against experimental data
for operation and safety analysis of research reactors, whereas the current IAEA CRP [2] focuses
on burn-up and activation calculations. Research reactors are widely used for material/fuel
testing, neutron activation studies, silicon doping, medical and industrial isotope production
and other applications. For safe and efficient reactor operation, reactor core planning and core-
follow calculations are to be performed for every operational cycle. It is therefore important to
benchmark computational tools against experimental data as part of evaluating their capabilities
in simulating physical phenomena which take place during reactor operation. With the ever
increasing computing power, the capabilities of computational tools have been considerably
improved over the years. However, before any computational tool can be licensed to perform
routine reactor calculations, it must have been extensively verified and validated against
experimental data. The nuclear industry is strictly regulated and for this reason the CRP
project was primarily initiated to promote/ensure safe and efficient operation of research reactors
through the use of computational tools which are validated against experimental data. Necsa has
recently developed a tool which integrates both Monte-Carlo and deterministic based codes in a

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 152



consistent way. For instance, it allows the creation of detailed unified heterogeneous 3D models,
which can then be deployed to generate input for various underlying codes such as MCNP [3],
Serpent [4] and also the OSCAR-4 [5] nodal diffusion solver. In this particular work, the tool
was used to prepare detailed models for the Egyptian 2nd Testing Research Reactor (ETRR-
2) benchmark, which is part of the current CRP on multi-cycle core depletion and material
activation analysis. The models were then employed in the Monte-Carlo criticality and burn-up
code, Serpent II, to simulate ETRR-2 benchmark experiments.

2. Facility overview
ETRR-2 is a 22 MW open pool tank type, multi-purpose research reactor in Egypt. The facility
has been successfully utilized for material testing, silicon transmutation, medical radioisotope
production, neutron activation analysis and neutron radiography. It is fuelled with low-enriched
(19.7%) fuel elements, cooled and moderated with light water and reflected by beryllium blocks.
The core configuration consists of a 6 × 5 array of 29 fuel elements, six neutron absorbing
control blades, two control guide boxes and a central position for cobalt irradiation. The core
is surrounded by four chambers that can be filled with gadolinium solution which is used as a
secondary shutdown mechanism. The ex-core region consists of a configurable aluminium grid
with beryllium blocks, hollow aluminium boxes and aluminium blocks which make up the last
row of the grid positions.

3. Experimental description
3.1. Control rod experiment
The facility was commisioned in the early 90s and its first criticality was achieved in 1997 [6].
During the commisioning stage, a series of control rod calibration experiments were performed
for which the results and experimental descriptions were made available in a previous IAEA
CRP [7]. Typically, these experiments are perfromed at low reactor power to avoid feedback
effects. The reactor core is adjusted to be at a super-critical state by withdrawing control rod
to be calibrated by a certain distance and reactivity is measured. The reactor is then brought
back into a critical state by inserting a rod which is not being calibrated. This procedure is
repeated over and over again until the calibrated rod is fully extracted from the core. From such
experiments, differential and integral rod worth curves can be derived. These curves are often
used to charaterize the absorbing capability of control rods as a function of extraction position.
Since the commisioning cores and corresponding experiments consist of fresh fuel elements, such
experiments provide a good platform to verify and validate calculational models without having
to deal with extra uncertainties associated with burn-up and cycle modelling. Core SU-29-2SO
was choosen from the previous CRP as a basic core configuration to test the models before
doing the multi-cycle core depletion analysis for four burn-up cycles. In particular, control rod
5 calibration was simulated using control rods 3 and 6 to compensate for change in reactivity.

3.2. Fuel burn-up experiment
From the four operating cycles, three irradiated fuel elements were removed at different
operational cycles from the core for experimental burn-up measurements. Burn-up is usually
determined by measuring the content/concentration of a particular fission product of interest
which results from prompt fission. Burn-up measurement techniques which yield high quality
results are usually costly and time consuming [8]. A low-cost technique which is still relatively
efficient is the gamma spectrometry method. This technique is widely used to calculate burn up
by measuring the activity of the particular fission product of interest. In this study, Cs-137 was
also used as a fission monitor/counter to calculate % burn-up for the three spent fuel elements
using the following Equations 1 and 2, respectively.
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%Burn up =
number of fissioned atoms

intial number of U− 235 atoms
(1)

where,

Number of fissioned atoms =
number of Cs− 137 atoms

%yield of Cs− 137 fromfission
. (2)

Cs-137 fission % yield was determined from the mass distribution curve of fission products for
all actinides (the yield is very similar for U-235 and Pu-239). In addition, calculated burn-up
results for the three irradiated/spent fuel elements were also provided for comparison by the
benchmark suppliers.

4. Calculational approach adopted and model description
Using the code independent pre-processor, detailed heterogeneous models are created in
preparation of the ETRR-2 benchmark problem. The models are created based on the
ETRR-2 facility specifications document [9] which include material specifications and geometric
description of the reactor components. A library of in-core and ex-core reactor components is
built which is later on used to create a complete core layout. With this new modelling approach,
an attempt is made to model the reactor as accurate as possible. In this work, the models are
then deployed to generate Serpent input for Monte-Carlo based calculations. Figure 1 illustrates
a 3D model of the ETRR-2 reactor with fuel elements, control rods, cobalt irradiation device
and the second shutdown system surrounding the core.

Figure 1: 3D model of the ETRR-2 reactor

However, it must be pointed out that some assumptions had to be made in the modelling process,
especially where certain material, structural and operational descriptions were not given. For
instance, in the case of cobalt irradiation device no description was given for the spacer element,
cobalt pellets, material specifications for the top and bottom structure and cobalt has negative
reactivity effects. No plant operational history with control rod positions was given and as a
result a rod search method was implemented and used, assuming two rods are fully extracted
from the core throughout the operational cycles. No indication of reactor power delivered and
as result a constant power per cycle was assumed.
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5. Results and discussion
5.1. Control rod calibration
Figure 2 shows the calculated and measured control rod 5 differential rod worth curves from the
selected core SU-2SO. It must be noted that for the first 13 steps, control rod 5 was calibrated
using rod 3 to compensate for the change in reactivity and rod 6 was used to compensate for
the remaining cases untill rod 5 was fully extracted from the reactor core. It is clearly seen
from Figure 2 that our model over-estimated the measured values in most cases and under-
estimated in few. Some of the calculated points are way off and this could be attributed to
the model convergence, fission source term not fully converged for those cases. Our model was
also overly sensitive to reactivity changes hence in some cases it over-estimated the measured
valules. Conceptually, the differential rod worth curve is expected to peak towards the center of
the core where there is high neutron flux but in this case the flux profile is suppresed and this
could be due to the presence of Co-59 pellets in the irradiation device. Since no description was
provided for the cobalt loading pattern and the spacer element, this could have also contributed
to the offset observed towards the center of the core. However, moving from the center towards
the top of the core, our model agrees with the measured values except for the last value.

Figure 2: A comparison between the calculated and measured differential rod worth curves for
control rod 5 calibration

From the differential rod worth curves in Figure 2, corresponding integral rod worth curves were
derived as shown in Figure 3. Once again it can be clearly observed from Figure 3 that our
model deviated from the measured values, more especially moving towards the center of the core
all the way the top of the core.
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Figure 3: A comparison between the calculated and measured integral rod worth curves for
control rod 5 calibration

5.2. Fuel burn-up calculations
Table 1 shows the results of the calculated and experimentally measured % burn up for the
three selected spent fuel elements. In our case, Equations 1 and 2 were used to calculate %
burn up for the three spent fuel elements using Cs-137 as fission monitor. For elements 1FE001
and 2FE001, our model was relatively closed to the measured % burn up as compared to what
the benchmark supplier predicted/calculated. The low burn-up values are more sensitive to
rod positions. However, it turned out that for element 1FE007 prediction by the benchmark
supplier was closer to the measured value as compared to what our model predicted. It must
be noted that the benchmark supplier calculated their % burn up with all rods out, whereas in
our model a rod search method was utilized with two rods fully extracted and the remaining
four rods moving as a bank. It is more accurate to use a rod search method to perform reactor
calculations than to do them with all rods out.

Table 1: Comparison between measured and calculated % burn-up for the three irradiated fuel
elements

Fuel Mass of Measured Calculated Calculated
element ID U-235 burn-up burn-up burn-up

(gram) (benchmark providers) (Necsa)

1FE001 148.2 3.26 % 4.23 % 3.60 %
1FE007 148.2 10.70 % 11.10 % 11.70 %
2FE001 209 20.92 % 22.61 % 20.11 %
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6. Conclusion
As far as control rod calibration are concerned, our model mostly over-predicted the measured
values and under-predicted them in few cases. However, the model at least followed the trend
of the experimental data even though there was an offset between the calculated and measured
values. On the other hand, the calculated % burn up results were in good agreement with
the measured values and therefore the burn up capability of the Serpent code was successfully
validated for this ETRR-2 benchmark exercise. For future work, further studies are to be
conducted more specifically in the case of control rod calibration experiments. This work forms
part of our submission to the current IAEA CRP on benchmarking computational tools against
experimental data for research reactors.
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Abstract. Determination of radionuclides in soil samples is important to estimate the
radiation level to which persons are directly or indirectly exposed especially from a health physics
point of view. In this study, the concentration of parent radionuclides 238U, 232Th and 40K were
measured in soil samples around a rock phosphate storage facility at Richards Bay. Ninety soil
samples were collected from 30 sampling positions. Gross alpha and beta activity concentration
measurements were first performed using a gas flow proportionality counter to estimate the
total activity of each sample without regards to specific radionuclides. The samples were
further analyzed for 238U and 232Th concentrations using neutron activation analysis (NAA)
by irradiating with thermal neutrons flux of about 1 × 1014 n cm−2.s−1 in a nuclear research
reactor (SAFARI 1) at NECSA. The total mean values (mean±S.D) of elemental concentrations
for 238U, 232Th and 40K in all the samples studied were 2.29 ± 0.95 ppm, 7.77 ± 3.98 ppm and
0.44 ± 0.32 at % for uranium, thorium and potassium respectively. The elemental concentrations
of 238U, 232Th and 40K are lower than the corresponding values reported worldwide for natural
sources by a factor of 0.15, 0.30 and 0.68 respectively.

1. Introduction
Despite their positive values and uses for the production of fertilizer, animal feed supplements
and industrial chemicals [1], research [2, 3, 4, 5] has shown that phosphate rocks contain a sub-
stantial concentration of uranium, thorium and their decay products. When phosphate rocks are
applied to soil, they elevate the radioactivity levels in the soils [2, 6, 7]. The radionuclides in soil
can be incorporated into human bodies through inhalation of contaminated soil dust by work-
ers, other site users or a member of the general public. Leaching of these radioactive nuclides is
another source of dissemination and possible transfer to waters and finally to human beings and
animals [4]. Gamma radiation from natural radionuclides and cosmic rays constitute external
exposure while those derived from inhalation and ingestion through foods and drinking water
constitute internal exposure to humans [8]. About 80% of radiological dose contributed from
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the environment are derived from the natural radionuclides while the remaining 20% are from
cosmic rays and nuclear processes [9]. The natural radionuclides of concern in the terrestrial
environment are mainly Uranium-238, Thorium-232, Potassium-40 and the radioactive radon
gas produced as a result of decay of the first two aforementioned parent nuclides [9].

Richards Bay is an industrial area located on latitude 28◦ 48’ S and longitude 32◦ 02’ E in
KwaZulu Natal Province, South Africa. The area is well known for its harbour facility and
industrial activities. Rock Phosphate mined in Phalaborwa in Limpopo is transported by rail
about 750 km to Richards Bay where it is stored prior to export or used by Foskor Richards
Bay as raw material. Environmental problems associated with naturally occurring radioactive
materials (NORMs) in solid mineral mining and processing occurs during drilling, processing,
transportation and storage. These usually lead to the spread of NORMs contaminating the
environment and subsequently result in potential radiation exposure of workers and members
of the general public. Although research has reported a low concentration of radionuclide
in rock phosphate stored in this study area [10], and a good water quality of the area, no
available literature is published about the distribution of radionuclides in soil. This study is
aimed at surveying the concentration of NORMs in soil samples around the rock phosphates
storage facility at Richards Bay with an intention to map out hot spots in terms of radioactivity
concentration level.

Figure 1. Map of study area showing sampling positions

2. Material and methods
2.1. Sampling and sample preparations
Ninety soil samples were collected from 30 sampling positions (Figure 1) divided into the coal
area (Area 1, four sampling positions), the rock phosphate storage area (Area 2, 17 sampling
position) and the control area (Area 3, nine sampling position). It is worth mentioning that
more samples were collected from Area 2 because it is the area of interest for this study.
Collected samples were dried in an oven at a temperature of 105 ◦C for 24 hrs and then milled
to powder. About 1.00 g of each powder soil sample was sealed in polythene ampoules and
further encapsulated in polythene foil to avoid superficial contamination during irradiation and
handling. Prepared samples were irradiated with thermal neutrons at NECSA (SAFARI 1)
producing a neutron flux of about 1×1014 n.cm−2.s−1 at the core of the reactor. During neutron
activation in a reactor,238U and 232Th undergo the following nuclear process.

238U(n, γ) −→239 U −→239 Np (1)

232Th(n, γ) −→233 Th −→232 Pa (2)
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The gamma rays emitted were measured using a closed end coaxial high-purity germanium
(HPGe) detector with a relative efficiency of 25.1%, peak to Compton ratio of 40.2:1 and a
resolution of 2.3 keV at 1332 keV of 60Co. The detector was calibrated for energy and efficiency
using 152Eu with an activity of (18.6 ± 0.5) kBq at reference date of 2006 February 09 at
12.00 GMT. The activity concentration of 40K was determined directly from the gamma energy
line of 1460.8 keV without sample irradiation. Gamma energy peaks of 277.6 keV and 312.2
keV from the decay of 239Np and 233Pa were used for the identifications of 238U and 232Th
respectively. Elemental content was determined relative to certified reference materials which
were irradiated and counted under the same conditions as the samples. Reference materials were
supplied by the South African National Bureau of Standards. The experiment was carried out
in the Radio-analysis laboratory at the South African Nuclear Energy Corporation (NECSA),
Pretoria, South Africa. The background was determined by treating an empty capsule as the
sample. The uncertainty value reported is calculated mainly from counting statistics and it is
not the standard deviation obtained from replicate measurements.

2.2. Activity calculations and determination of elemental concentration
Following the spectrum analysis, the specific activity of 233U and 232Th were determined in
units of Bq.kg−1 and then converted into total elemental concentrations (FE) in units of part
per million (ppm) of 238U, 232Th and % of 40K using equation (3) [11].

FE =
MEC

λENAf(A,E)
×AE (3)

Where, ME ,λE ,f(A,E) andAE are the atomic mass (kg.mol−1), the decay constant (s−1), the frac-

tional atomic abundance in nature and the measured specific activity concentration (Bq.kg−1)
respectively of the corresponding element E. NA is the Avogadro number 6.023 × 1023 atoms
mol−1, C is a constant with values of 106 for 238U and 232Th as well as 102 for 40K that converts
the ratio of the elements to soil mass into part per million of 238U, 232Th or a percentage of 40K.
Using equation (3), this yields the same results as the conversion factors of

1ppm = 12.25 Bq.kg−1 of 238U
1ppm = 4.06 Bq.kg−1 of 232Th and

1 % = 131 Bq.kg−1 of 40K

given in IAEA technical document 390 as utilized by [12].

3. Results and discussion.
3.1. Gross alpha and gross beta activities
The gross alpha and beta activity is a first order estimate performed to obtain the total activity
concentration of radionuclides in a sample without considering specific nuclides. Figure 2 shows
the total activity concentration of each sampling position.

3.2. Elemental concentrations in soil samples
The elemental concentrations of uranium, thorium and potassium obtained from the three areas
where soil samples were collected are summarized in Table 1. The measured arithmetic mean and
standard deviation of elemental concentrations for 238U, 232Th and 40K in all the samples studied
are 2.29 ± 0.95 ppm, 7.77 ± 3.98 ppm and 0.44 ± 0.32 at % respectively, while the revised median
values obtained worldwide are 2.67 ppm, 11.08 ppm and 1.34 at % respectively. The above-
mentioned worldwide mean values were derived by transforming the corresponding worldwide
average concentrations of 33, 45 and 420 Bq.kg−1 for 238U, 232Th and 40K radionuclides [9] into
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Figure 2. Gross alpha and gross beta activity concentrations of each sampling position from
where soil samples were collected.

Table 1. Elemental concentrations of 238U, 232Th and 40K in soil samples studied.

Sampling
Area

Number
of samples

Parameters
Elemental concentrations (ppm)
238U (ppm) 232Th (ppm) 40K at (%)

Area 1 12
Min 2.48 ± 0.12 8.86 ± 0.34 0.36 ± 0.14
Max 4.19 ± 0.17 18.58 ± 0.38 0.60 ± 0.15
Ave ± S.D 3.39 ± 0.8 14.47 ± 4.58 0.47 ± 0.13

Area 2 51
Min 1.04 ± 0.07 1.44 ± 0.22 0.01 ± 0.001
Max 3.76 ± 0.15 13.09 ± 0.33 0.88 ± 0.21
Ave ± S.D 2.29 ± 0.92 7.30 ± 2.82 0.47 ± 0.20

Area 3 27
Min 0.84 ± 0.05 2.25 ± 0.09 MDA
Max 2.81 ± 0.18 8.45 ± 0.25 0.99 ± 0.22
Ave ± S.D 1.81 ± 0.69 5.69 ± 2.41 0.38 ± 0.32

Total 90
Min 0.84 ± 0.05 1.44 ± 0.22 MDA
Max 4.19 ± 0.17 18.58 ± 0.38 0.99 ± 0.22
Ave ± S.D 2.29 ± 0.95 7.77 ± 3.98 0.44 ± 0.32

World average 2.67 11.08 1.34

238U, 232Th and 40K elemental concentrations respectively using Equation (3). This study reveals
that the total mean concentration of 238U, 232Th and 40K measured in soil samples from Richards
Bay (this study area) are 85%, 70% and 32 at % of corresponding values reported worldwide.
Hence they are all lower by a factor of 0.15, 0.30 and 0.68 compared to the corresponding
worldwide average values for soil samples from non-mining areas.

From Table 1, area 1 exhibited the highest concentrations in uranium and thorium with an
arithmetic mean value (mean ± S.D) of 3.39 ± 0.8 ppm and 14.47 ± 4.58 ppm respectively. As
can be seen from Figure 3, columns 2 and 3, the highest concentration of 238U, 232Th and 40K
were measured in soil samples collected from area 1 and 2. This can be attributed to industrial
activities and mined minerals handled within these area. Although comparable and within the
range of some areas globally (see Table 2), the total mean elemental concentrations of 238U,
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Table 2. Concentrations of 238U, 232Th and 40K in soil samples from different countries [11]

Countries 238U (ppm) 232Th (ppm) 40K at (%)
Spain 1.1 - 13.8 1.7 - 50.3 0.2 - 5.2
Rajasthan, India 2.4 - 6.3 10.6 - 26.1 0.2 - 0.5
Italy 4.6 - 5.7 18.0 - 21.0 1.9 - 2.5
Russaifa, Jordan 3.9 - 42.4 2.1 - 6.7 0.1 - 1.0
Alps-Apennines, Italy 0.3 - 5.6 0.3 - 16.7 0.1 - 5.1
Cyprus 0.0004 - 3.2 0.003 - 9.8 0.0001 - 1.9
South Africa (Present study) 0.8 - 4.2 1.4 - 18.6 0.0 - 0.44

232Th and 40K observed in soil from the rock phosphate storage area (Table 1, Area 2) are still
below the world mean elemental concentrations values of the same radionuclide reported in the
UNCSCEAR 2000 report [9] for soil from non-mining areas. Furthermore, from Table 2 it is
clear that the corresponding elemental concentration values of 238U, 232Th and 40K obtained
from this study fall within the lower range of most reported values from other areas globally.
Since natural radioactivity is directly related to the content of radioactive elements in the soil,
Richards Bay can be considered as one of the world areas that exhibit low level of natural
radioactivity.

Figure 3. Mean values of 238U, 232Th, 40K Figure 4. Correlation of 238U and 232Th

3.3. Correlation between 238U and 232Th
The relationship between uranium and thorium can be considered in terms of the thorium
and uranium ratio [11]. Figure 4 show the correlation of Th/U with a fitting relation of a
linear type yielding a correlation coefficient of 0.88. The theoretical expected ratio of Th/U is
approximately 3.00 for normal continental crust [11]. Corresponding values obtained for this
ratio in this study vary from 1.38 to 4.53 with an arithmetic mean and standard deviation of
3.30 ± 0.73 which is consistent with the continental crust. The high values of Th/ U ratio in
some samples is an indication that the soil samples analyzed are thorium enriched or uranium
depleted due to natural processes [9, 12] such as weathering and leaching in this area. However,
thorium enrichment indicates the presence of a significant amount of monazites and zircon [13],
and this is evident in the quantity of zircon mined by Richards Bay minerals company (RBM)
in Richards Bay [14]. Hence, it is observed that Richards Bay is rich in Thorium concentration.
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4. Conclusion
The concentration of 238U and 232Th in 90 soil samples collected around a rock phosphate storage
facility were analyzed by means of neutron activation analysis and found to be of continental
crust level. There were no hot spot identified with regards to radioactivity concentration level
within this study area, however the concentrations of 238U and 232Th was found to be slightly
enhance by anthropogenic activities within this area. The elemental concentration of 238U,
232Th and 40K were found to be lower than their corresponding values reported worldwide for
soil samples from non-mining areas by a factor of 0.15, 0.30 and 0.68 respectively. Therefore,
the influence of rock phosphate storage in Richards Bay on the concentration of 238U and 232Th
in soil of this area is at present negligible. Since the radioactivity level depends directly on the
content of radionuclides within a given sample, Richards Bay in KwaZulu Natal, South Africa
can be considered as one of the areas around the world that exhibit low level of radioactivity in
soil. Furthermore, a strong correlation 0.88 was found between the concentrations of thorium
and uranium, suggesting thorium enrichment in soil of this area.
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Abstract. Composite scintillators are new promising detectors for use in severe radiation
environments. They consist of crystal granules embedded into an optical transparent medium.
This ensures a high radiation hardness within the scintillator with comparison to normal plastic
scintillators. However, composite scintillators are low opacity materials as a result of the light
scattered by the small crystal granules.
We report on optical and structural properties of these composite scintillators after irradiation
using a neutron beam of above 1 × 1014n/cm2 generated by the IBR-2 reactor at the Frank
Laboratory of Neutron Physics in Dubna, Russia. The irradiation effects were characterized
using Raman spectroscopy, Light yield and Light Transmission measurements. We further
report on the advantages and disadvantages of these composite scintillators; and problems that
need to be addressed. Preliminary results indicate a small change in the light yield after neutron
irradiation.

1. Introduction
The scintillation market already consists of many scintillation material such as liquid scintilla-
tors, scintillation plastics, crystals and ceramics. In high energy physics detectors, we require
materials that will combine the advantages of scintillations crystals and the cost efficiency of
plastic scintiallators into one material. The search for this materials has led to composite scin-
tillators.

Composite scintillators are materials that consist of two or more components with a clear
boundary between the matrix and the filler. They consists of an optical transparent medium
with dispersed granules of scintillator. However, the challenge faced with this material is the
fact that it is a low-transparent medium. This problem was solved by introducing an optical
guide material over the scintillation layer. The composite scintillator material therefore consists
of optical medium material made of either epoxy, poly-vinyltoulene and silicone. The light guide
material is made of quartz glass and silicone or sapphire and molding silicone. The scintillation
crystal is made of either silicates, garnets and diamond. This material will have applications in
neutron detection, x-ray detection, gamma-ray detection and high energy physics detectors.
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Multiple studies have been conducted to test the response of the different components of the
materials under proton irradiation[1]-[4]. This study focuses on how the composite scintillators
will behave under high neutron irradiation.

2. Theory
Neutrons are highly penetrating particles with zero charge and indirectly ionizing radiation.
They can induce large radioactive doses through activation in the body of a material. Neutrons
can be produced through various techniques with the most common being nuclear reactors, nu-
clear fission sources like DT-generators, accelerator-based sources which involve the spallation
mechanism and radioactive decay of elements like Cf-252 [6]. Nuclear fission can either be a
radioactive decay process or a nuclear reaction where a nucleus of an atom will split into smaller
parts of lighter nuclei. Spallation is a process where fragments of a material are ejected from a
body due to stress or impact. A spallation source produces pulsed or quasi-continuous neutron
beams through the acceleration of protons hitting a target material of a heavy nuclei and releas-
ing neutrons, where one spallation reaction can release up to 30 neutrons per incident proton
particle [7]. Neutrons are widely used in the nuclear industry for material research, imaging and
medical physics.

As compared to electrons, photos and heavy charged particles, neutrons undergo extremely
weak electromagnetic interactions. Neutrons pass through matter largely impeded and only
interact with the atomic nuclei. The nuclear reactions that occur between the neutrons and
the atomic nuclei have a very low probability associated with them and hence Monte Carlo
Techniques (MCNP) are used to perform neutron transport calculations. The probability for a
reaction between two particles to occur can be measured through the cross section. The prob-
ability of a neutron between a neutron and an individual particle or nucleus is defined as the
microscopic cross section whilst the probability of the interaction between neutron and bulk
material is defined as macroscopic cross section[6].

When high energy neutrons interact with materials or materials are bombarded with neutron-
s, the material will degrade and be damaged through the process of collision cascades created
within the material. The created collision in turn will produce point defects and dislocation-
s within the material, these dislocations and defects are responsible for the microstructural
changes that occur over time to materials that are exposed to radiation. The damage occurring
in the material is a result of the interaction of an energetic particle with a lattice atom within
a material. The collision causes a significantly large amount of kinetic energy transfer to the
lattice atom from the neutron, the atom is then displaced from its lattice site and becomes
what is known as a primary knock-on atom (PKA). As the PKAs collide with each other, they
lose energy with each collision and terminate as interstitials; and effectively creating a series of
Frenkel defects within the lattice. Another consequence of the collisions is heat, this is created
from the electronic energy loss. The magnitude of the damage caused by a single 1 MeV of a
neutron creating a PKA in an ion lattice is such that it will produce approximately 1100 Frenkel
pairs. This is the cause of the damage within the material and the degrading of the material
over time with exposure to radiation[8].

The IBR-2 reactor of the Frank Laboratory of Neutron Physics (FLNP) that belongs to
the Joint Institute for Nuclear Research (JINR) in Dubna, Russia will be used to expose the
materials to neutrons. A beam of neutrons will be extracted from the rector core, the core is of
an irregular hexahedron shape that is composed of fuel element sub-assemblies. There is a three
circuit and two loops cooling system where the first and the second circuits consist of liquid
sodium coolants and the third is air. The IBR-2 produces one of the most intense pulse neutron
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Figure 1. Schematic diagram of the pico-ammeter used for light yield measurements.

fluxes in the world at the moderator surface with a neutron flux of ≈ 1016n/cm2/s and a power
of 1850 MW per pulse [9][10]. Fast neutrons in the energy range of 1−10MeV were used in this
study, fast neutrons create the most damage on materials due to the high energy. Fast neutrons
were chosen specifically since these are the same energies found in high energy experiments like
the ATLAS detector of the LHC [11] .

3. Experimental Procedure
The materials under study are the YSO:Ce crystals that consists of Slygard-184 optical silicone
as a light guide and the YSO single crystal with YSO based granules, these crystals have dimen-
sions 2cm× 2cm. The YSO single crystal scintillators with YSO based granules were irradiated
with a beam of fast neutrons generated by the IBR-2 reactor core. Channel number three of the
reactor was used for the study [9]. Three samples were irradiated with various neutron fluxes
to measure the effect of neutron flux to the samples. The total flux exposed to the samples
ranged between 3.8× 1012n/cm2 and 1.8× 1014n/cm2 and one sample was left un-irradiated for
comparison measurements. Irradiation took place during the Autumn Run (17 October 2016 to
3 November 2016) of the IBR-2 reactor.

Light yield measurements were performed at the Dzhelepov Laboratory for Nuclear Problems
(DLNP), the set up is illustrated in the figure above. The samples was placed above a
photomultiplier tube (PMT) purchased from Hamamatsu. The PMT type used was the R2059
which is a head-on type PMT that has a bialkali photocathode material and a quartz window
material. A lightproof cap covered the sample to avoid electromagnetic radiation. The signal
detected by the PMT is measured using a pico-ammeter and recorded onto the PC system. THis
setup is illustrated in Fig. 1. Measurements were performed in the absence of a radioactive source
and thereafter, a cobalt-60 source was used to excite the samples. Measurements were performed
soon after irradiation in November 2016, three more measurements were done thereafter with
the last one performed in June 2017.

4. Results and Discussion
Sample 1 in the figures below represents the un-irradiated sample. Sample 2 represents the sam-
ple irradiated with 3.8×1012n/cm2, sample 3 represents the irradiated sample of 1.7×1013n/cm2

and sample 4 was exposed to the highest neutron flux of 1.8 × 1014n/cm2. Figure 2 shows the
measurements done with residual current by testing the response of the composite scintillators
when they are not excited by any radiation. We observe in Fig. 2 that the sample produces a
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Figure 2. Residual current measurements for the composite scintillator.

greater current at samples irradiated with the higher neutron flux. We observe that the scintil-
lators recover over time, especially sample number 4. Run 1, 2, 3 and 4 in Fig. 2 and 3 represent
the different measurements done on the samples after irradiation. The first measurement re-
ferred to as Run 1 was performed immediately after irradiation in November 2016, the second
in February 2017, the third in April 2017 and the last and forth run was performed in June 2017.

Figure 3 shows the response of the composite scintillators when they are exposed to a
radioactive source, cobalt-60 that emits gamma radiation. The gamma rays emitted from the
cobalt source excited the composite scintillators and luminescences as a result. From this figure,
we observe that the sample does not show the same behaviour as in Fig. 2. As observed in
the graph, the light yield of the composite scintillators is significantly lower with response to a
source as compared to when no gamma radiation is exposed to the samples. From Fig. 3, there
is no significant change between the irradiated and un-irradiated samples.
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Figure 3. Co-60 current measurement for the composite scintillators.

5. Closing Remarks
From the results shown above, we observe how the composite scintillators are able to recover
over time. The irradiated samples have a higher light yield as compared to that of un-irradiated
sample when irradiated with gamma source (current due to induced activity is subtracted). We
can conclude from the results shown in Fig. 2 and 3 that the composite scintillators do degrade
under neutron radiation however further studies will need to be conducted with higher neutron
fluxes since we only start to observe a significant change between the un-irradiated sample and
sample number four that was exposed to a neutron flux of 1.8 × 1014n/cm2. The total neutron
fluence the tile calorimeter of the ATLAS detector is exposed to in a year is 1012n/cm2 [11], we
are using this as a standard for the study and therefore we will need to go to higher neutron
fluxes to study how the composite scintillators will be affected over time. Light transmission,
Raman spectroscopy and photoluminescence measurements will be conducted to observe if the
there is any change in other properties of the scintillators.
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Abstract. The Large Hadron Collider (LHC), the largest hadron accelerator ever built, began
operations in 2009 at centre-of-mass energies of 0.9 TeV and had reached 8 TeV by the end of
2012. This era was called Run I. After a long shutdown (LS1) of two years (2013-2014), the
LHC resumed operations in 2015 (Run II) and has reached a record luminosity of 1.74 × 1034

cm−2s−1, exceeding its design luminosity of 1034 cm−2s−1. At the end of Run II (2018), the
LHC will undergo another shutdown (LS2) in preparation for even higher luminosity scenarios
during Run III. Such high luminosities are anticipated to affect, among other things, the tracking
and triggering of muons in the ATLAS detector’s muon spectrometer due to high counting rates
(mostly from increased cavern background) and fake high transverse momentum tracks. To
address this issue, the ATLAS collaboration will replace the innermost stations in the muon
spectrometer end caps (Small Wheels) with a set of precision tracking and trigger detectors
capable of handling high rates - the New Small Wheels (NSW). The NSW design is proposed
to have two types of detector technologies: Small Strip Thin Gap Chambers for triggering
and Micro Mesh Gas Structures for precision tracking. The performance of the NSW at these
high rates is currently being studied in simulations. A validation study to check how well the
simulation software depicts the geometry of the NSW detector planes is presented here.

1. Introduction
The Large Hadron Collider (LHC) is the world’s largest particle accelerator with a circumference
of about 27 km [1]. It accelerates two like-charge particle beams (either protons or heavy ions
such as lead ions) in opposite directions and collides them at four different points once they
have reached the desired energies. The interaction points each have a particle detector which
captures the outcome of the collisions. These detectors include; ATLAS, A Large Ion Collider
Experiment (ALICE), the Compact Muon Solenoid (CMS) and LHC Beauty (LHCb).

The LHC began operations in 2009 and by 2012, it achieved centre-of-mass energies of 8 TeV
leading to the discovery of the Higgs boson [2]. During this period, also called Run I, the LHC
operated at luminosities of about 0.6×1034 cm−2s−1 [3]. It is currently in Run II and operating
at center-of-mass energies of 13 TeV and luminosities of about 1.74 × 1034 cm−2s−1 [4]. By
2021 (Run III), it is expected to operate at centre-of-mass energies of 14 TeV and luminosities
> 2×1034 cm−2s−1 which implies that high particle rates would be encountered by the detector.
To prepare for these high rates, the LHC will undergo a shutdown for upgrade between 2019
and 2020. In addition, the detectors will also be upgraded in order to be able to cope with
these high rates. Details of the LHC timeline can be found on the LHC high luminosity project
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website [5].
This paper focuses on the upgrade of the ATLAS detector’s innermost Muon stations called

the Small Wheels (SWs). These stations will be replaced by New Small Wheels (NSWs) during
the next shutdown. In particular, the focus of this paper is the validation of the software used to
simulate the performance of the NSWs. In Section 2, the general layout of the ATLAS detector
and the NSWs is presented. Section 3 highlights the NSW simulation software with Section 3.1
showing the validation procedures used to test NSW simulation software and also some results
of these studies. Finally, a summary is given in Section 4.

2. ATLAS and the New Small Wheel
ATLAS [6], one of the LHC’s general purpose detectors, is a 45 m long and 25 m high particle
detector as shown in Figure 1. It is designed in a multilayer fashion with each layer having
specialized material suitable for the detection of the diverse debri of particles that emerge
from the collisions. These layers include; the inner detector, the electromagnetic and hadronic
calorimeters and the muon spectrometer respectively from the interaction point outwards. The
inner detector mainly measures the momentum of charged particles. The electromagnetic
calorimeters measure energies deposited by particles that interact via the electromagnetic and
strong forces respectively. The muon spectrometer measures the momentum of muons. In
addition, the inner detector and muon spectrometer are surrounded by a magnetic field of 2T
and 4T respectively to aid in the bending of particles and hence the momentum measurement.
Every second, the ATLAS detector interacts with particles emerging from approximately 109

proton-proton collisions. By 2021, the numbers will have doubled and not all components of
the ATLAS detector will be able to work effectively at these extreme conditions. Therefore, in
order for ATLAS to benefit from the large statistics arising from these rates and better probe
for new physics such as supersymmetry [7], it needs to be upgraded. To this effect, ATLAS
will mainly improve the level 1 (L1) trigger system by upgrading the L1 Calo trigger in the
calorimeters [8], install a Fast TracKing trigger system (FTK) [9] and replace the small wheels
in the muon spectrometer with New Small Wheels (NSWs) [3]. The focus here is on NSWs.

Figure 1. Schematic drawing of the ATLAS detector showing all subdetectors and the positions
of the small wheels (Muon endcap inner stations) [6]
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At high luminosity, the muon spectrometer is expected to have a reduction in the tracking
performance due to a high rate of cavern background. In addition, unacceptable rates of fake
high transverse momentum (PT ) L1 muon triggers are also expected [3]. To account for this,
the ATLAS collaboration will replace the small wheels in the innermost endcap muon stations
with NSWs. The NSWs will be placed at the same location as the small wheels, at Z = ±7 m
from the interaction point and cover a pseudorapidity (η) range of 1.3< |η| < 2.7. The small

Figure 2. NSW sectors [13]

Figure 3. sTGC and micromegas
quadruplets [3]

wheels are composed of Thin Gap Chambers (TGCs) for triggering plus Muon Drift Tubes
(MDTs) and Cathode Strip Chambers (CSCs) for precision tracking [10]. On the other hand,
NSWs will only have two types of detector technologies. These are namely MicroMesh Gaseous
detectors (MicroMegas) primarily for precision tracking and small-strip Thin Gap Chambers
(sTGCs) primarily for triggering [3]. The NSWs are made up of large and small sectors as
shown in Figure 2. Figure 3 shows a zoom-in view on one of these sectors, with two Micromegas
quadruplets (in green) sandwiched between two sTGC quadruplets (in pink). Each of these
quadruplets is made up of four detection layers and hence there are 16 detection layers per
sector. Figures 4 and 5 show schematic drawings of the layout of each of these layers for the
sTGCs and micromegas respectively. Figure 4 shows an sTGC layer of two graphite readout
electrodes (in form of Printed Circuit Boards (PCBs)) with a gas layer in between them. Each
PCB has either pads or strips and inserted in the gas layer is a tungsten wire which is also
used for readout. For improved angular resolution, the strips have a much smaller pitch (about
3.2mm) than the TGCs. Pads, on the other hand, aid in the identification of tracks originating
from the interaction point and have a much larger pitch of 80mm. In addition, pads also help
to define the region of interest to be used when reading out the strips and the wire. The gas
is a mixture of CO2 (55%) and n-pentane (45%) [11]. Figure 5 shows a micromegas layer also
with two graphite electrodes (PCBs) and a gas gap. One of the PCBs acts as the cathode (drift
electrode) and the other acts as the anode (readout electrode). An amplification mesh is placed
at 100 µm from the readout such that the voltage between the drift and the mesh is about 100
V and that between the mesh and the readout is about 45 kV hence providing good tracking
resolution at high luminosity conditions.

The production of various parts of the NSWs is currently underway and software has been
developed to test their performance in simulation. The next section highlights the features of
this software and its validation procedure.

3. NSW simulation software
In general, ATLAS simulation is done in three steps. Firstly, an event generator generates
groups of particles or single types of particles. The output of the generator is then passed
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Figure 4. sTGC operation [3] Figure 5. Micromegas operation
[3]

to the simulation where the physics interaction of the particles with the detector material is
simulated and produces energy deposits called hits. Finally, simulation hits are passed to the
digitizer which converts the hits into voltages and current pulses for triggering and reconstruction
purposes. The ATLAS simulation software is built in the ATLAS software framework known as
Athena and makes use of the GEANT4 simulation packages. More details on the software can
be found in reference [12].
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Figure 6. Example of NSW RTT histograms

3.1. Validation
Prior to the assessment of the physics performance in the simulation software, the performance
of the software itself has to be validated. ATLAS currently uses two validation procedures
which test the software on a nightly basis since the software is constantly evolving. The ATLAS
Tests Nightly (ATN) checks for compilation errors and the Run Time Tester (RTT) checks for
runtime errors and produces histograms that can be used to check, for example, the geometry
of the NSWs. Figure 6 shows an example of the sets of histograms set in the NSW RTT to

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 173



validate the software during the simulation step. These are shown for the A-side part of the
detector (i.e NSW at positive Z). The top row shows some micromegas plots with the first and
second column showing transverse view plots of the small and large sectors respectively. The
last column shows the longitudinal view of both the small (first two quadruplets) and large (last
two quadruplets) sectors. The second row shows sTGC plots with the first column showing the
transverse view of both the small (blue) and large (red) sectors. The second and third columns
show the longitudinal view of the small and large sectors respectively. These and many other
histograms from both the A-side and C-side are assessed for their geometrical positions and
dimensions, their hit coverage and so on. Any defects (bugs) found are then fixed accordingly.
Note that only the gas gaps (active areas) are seen during the simulation step since that is the
only part of the detector from which the particles’ energy deposits are sampled. As an illustration
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of the geometry checks and bug fixes done, we zoom into the first quadruplet of the sTGC small
sectors as shown in Figure 7. Here, we notice that the center of the quadruplet is at ≈ 6998.5
mm. However, the sTGC parameter book (a detailed book of all sTGC parameters) indicates
7010 mm. This is indicative of some mismodelling in the software responsible for building the
detector geometry at the simulation step. This software is called the GeoModel and it is the first
place we look at for this kind of defect. GeoModel reads parameters from a configuration file
which is created directly from a parameter book. It then builds detector volumes and models
them in accordance with the engineering specifications of a particular detector. Looking into
this software, we found that an sTGC quadruplet was being modelled as having five PCBs (each
2.85 mm wide) and four gas gaps (each 3 mm wide) and arranged (modelled) as shown in Figure
9. However, the engineering drawing shows 8 PCBs (each 1.5mm wide) and four gas gaps (each
2.8 mm wide) as well as some honeycomb material in which these layers are slotted as shown in
Figure 10. Therefore, this geometry was re-modelled in the GeoModel software and the center
of this quadruplet corrected to 7010 mm as shown in Figure 8. This was also corrected for
all sTGC quadruplets and consequently, positions between sTGCs and micromegas were also
corrected. Note that this software is constantly evolving and the engineering specifications at
the early stages of manufacturing also evolve. Therefore, it is important to regularly check that
the software is modelling the NSWs according to the specified engineering model and hence that
was the purpose of this study.
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Figure 9. Model of an sTGC in
GeoModel prior to the fixes

Figure 10. Engineering drawing of
an sTGC quadruplet

4. Conclusion
This paper has shown the implementation of validation histograms into the ATLAS RTT for the
purpose of validating how well the NSW simulation software depicts the geometry of the NSWs.
It has also been illustrated that this type of validation is crucial as both ATLAS software and
engineering specifications of the detectors constantly evolve. Therefore, for an efficient validation
of the NSW physics performance in the software, the software needs to be validated to ensure
that its modelling of the NSWs is accurate. Implementation of digitization validation checks
into the RTT is also being done. However, this is beyond the scope of this paper.
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Abstract. The missing transverse momentum in the ATLAS experiment is defined as the
momentum imbalance in the plane transverse to the beam axis. That is the resultant of the
negative sum of all the particles that are detected. A precise estimation of the missing transverse
energy is essential for many physics studies at the LHC, such as Higgs boson estimated in the
diphoton decay channel, as well as for searches of physics beyond the Standard Model. The
reconstruction of missing energy is sensitive to the presence of additional collisions, usually
referred to as pile-up. A new method is being proposed to reduce the effect of pileup events in
ATLAS experiment. This article describes the performance of missing energy in respect to the
improvement of vertex methods in ATLAS experiment.

1. Introduction
Missing transverse energy (EmissT )is very important to many physics analysis in the Large Hadron
Collider (LHC). The missing transverse energy is used in the Higgs boson searches and search
for physics Beyond the Standard Model (BSM) like the evidence of supersymmetry or hidden
sector particles like the dark matter particles. Unlike most Standard Model particles the dark
matter particles and neutrinos do not leave traces inside particle physics detectors, because
of the non-interacting nature of these particles with detector material we can only infer their
presence through missing transverse energy in the detector.

The EmissT is transverse momentum imbalance created by the detector and well-measured
objects in an event [1] . Previous studies have shown that the reconstruction and measurement
of the EmissT are greatly affected by pileup interaction from other proton-proton collision vertices
in the same bunch crossing event [2], this in turns leads to what is known as fake EmissT . The
same vertex method is introduced and its performance in suppressing fake EmissT is studied.
This method is used in searches in the decay channel of Higgs to two photons in association
with EmissT [3]. The corresponding phenomenology is described in Ref [4].

2. ATLAS Detector
The ATLAS detector is one of the particle detectors in the LHC, the detector is built around one
of the interacting points along the LHC ring. It is a multipurpose system of particle detector
used in measuring missing transverse energy, jet energy, hadrons taus, and muons. The detector
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Table 1. Samples used for the background processes relevant in this analysis. The V γ and V γγ
are leptonic decay including Z to neutrinos. using full simulation (Full Sim) and Fast simulation
(AFII) procedures

Process Num. Events Generation Simulation
ggF, h → γγ 125 GeV 95000 PowhegPythia8EvtGen AZNLOCTEQ6L1 Full Sim
Zh, h → γγ 125 GeV 49800 Pythia8EvtGen A14NNPDF23LO Full Sim
h → γγ + 3 Jets 106010000 Sherpa CT10 AFII

V γ (V = Z,W±) 4991400 Sherpa CT10 Full Sim

V γ (V = Z,W±) 6982000 Sherpa CT10 Full Sim

V γγ (V = Z,W±) 29800 Sherpa CT10 Full Sim

V γγ (V = Z,W±) 38000 Sherpa CT10 Full Sim
mH275mx60 5000 PowhegPythia8EvtGen AZNLOCTEQ6L1 Full Sim

is composed of three main systems namely the inner detector (ID), the hadronic calorimeter and
the muon spectrometer, the three systems are arranged in a barrel-plus-endcaps [5].

The inner detector covers the pseudorapidity range of η < 2.5, it has three layers (silicon
pixel detector, silicon microstrip detector, and transition radiation tracker). The ID is used for
precise vertex measurement, extra tracking of particles and particle identification. There are
two types calorimeters in the ATLAS detector, the liquid argon (LAr) sampling electromagnetic
calorimeter which is situated outside next to the hadronic calorimeter (TileCal), it covers region
of |η| < 3.2 and the steel scintillator tile calorimeter (TileCal) covering the range of |η| <
1.7. The muon spectrometer (MS) is the outer most part of the ATLAS detector, the MS is
used in the reconstruction of the muon. Each subsystem of the ATLAS detector has different
functionality, they are combined to in measuring physics processes.

3. Monte Carlo samples used
The samples used for performance checks are listed in table 1. These samples are classified into
two categories, based on whether the samples physics processes will lead to real or fake EmissT .
The gluon-gluon fusion (ggF) and γγ are Higgs signal and background samples respectively,
these samples have no process that leads to EmissT , hence EmissT estimated in this samples are
regarded as fake EmissT . The other samples in the list are: Zh, V γ, V γγ and MH275mx260
(BSM sample with decay dark matter particle) are particles with real EmissT , the EmissT is as a
result of either dark matter particle or decay to neutrinos.

4. Reconstruction of EmissT
EmissT is an imbalance in the sum of energy of all particles in the transvers plane of the detector,
it is reconstructed using the energy deposited in the calorimeter and muon spectrometer. The
EmissT components are calculated by:

Emissx(y) = Emiss,calox(y) + Emiss,µx(y) (1)

The calorimeter term in Equation 1 is calculated based on reconstructed physics objects
(electrons, photons, taus, jets and muons) associated with cells, cells which are not associated

with physics objects are tagged Emiss,CellOutx(y) . The Emiss,calox(y) term is given by:

Emiss,calox(y) = Emiss,calo,ex(y) +Emiss,calo,γx(y) +Emiss,calo,τx(y) +Emiss,calo,jetsx(y) +Emiss,calo,µx(y) +Emiss,CellOutx(y)

(2)
each term in Equation 2 is calculated from the negative sum of the calibrated cell energies

corresponding to objects as follows:
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Figure 1. Vertex in the ATLAS
detector [6]

Figure 2. Vertices in the ATLAS
detector [6]

Emiss,termx = −
Ncell∑
i=1

Ei sin θi cosφi, Emiss,termy = −
Ncell∑
i=1

Ei sin θi cosφi (3)

The muon term in Equation 1 is calculated from the momenta of muon reconstructed with
|η| < 2.7 as follows:

Emiss,µx(y) = −
∑

muons

Pµx(y) (4)

EmissT and its angle φmiss are calculated by:

EmissT =
√

(Emissx )2 + (Emissy )2, φmiss = arctan(Emissy , Emissx ) (5)

5. Vertex of interaction in ATLAS detector
Figures 1 and 2 show some typical vertices during proton-proton collision in the ATLAS
detector, only one of these vertices is the vertex of interaction for physics process (primary
vertex). Most analysis in ATLAS used the method called the hardest scatter (HS) vertex
method in reconstructing or identifying the primary vertex, the hardest vertex method identifies
the primary vertex as the vertex with the highest scalar sum square of transvers momentum out
of all vertex (

∑
(ptrackT )2).

This method is not effective for the analysis with photons like the H → γγ + EmissT , hence
another method called photon pointing method was developed [2]. Since photons tracks are
seen in the calorimeter (except for converted photons), this method employed a neural network
algorithm (K-nearest neighbor algorithm) in pointing two photons tracks from the calorimeter
to the inner detector, so the point of interception is identified as the primary vertex.

6. Pile-up in ATLAS detector and pile-up suppression methods
Pile-up vertices are the other vertices due to additional collisions accompanying the HS collision.
The jet term of the EmissT algorithm uses the jet vertex tagger (JVT) index to suppress pile-up
[2]. A cut is placed on jet pT > 60 GeV, |η| >2.4 and |JV T | > 0.59.

From Fig. 3 we see the JVF cut is not 100% efficient in the suppression of pileup, about 40%
of events cannot be distinguished as either from PU or HS collision. This introduce fake missing
EmissT . in addition to this Fig. 4 illustrates the scenario which can lead to fake EmissT , when the
JVT cut rejects a jet object in an event due to cut efficiency, the EmissT algorithm sometimes
identified this rejected object as missing energy. This is the motivation behind the development
of the same vertex method.
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JVT

Figure 3. JVT PU and HS jets [6]
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7. Same vertex method
The same vertex method tries to reduce or distinguish between background and signal events
by comparing the consistency between the two vertex reconstruction methods, the same vertex
method places an additional requirement on event selection, the vertex selected by the hardest
scattered vertex (HS) must be same as the one selected by the photon pointing (PP) vertex
selection method. This is implemented by requiring the

∑
(ptrackT )2(Physics)−

∑
(ptrackT )2(Pile−

up) to be larger than 0. The same vertex method is used in addition to the selection using EmissT
and EmissT significance (defined as EmissT / EmissT resolution).

Figure 5 shows the distribution of
∑

(ptrackT )2(Physics) −
∑

(ptrackT )2(Pile− up) for different
samples, the region [-5000,0] is region of fake EmissT , the samples with fake EmissT have a
higher number of events in this region as compared with the samples with real EmissT . An
opposite observation is seen in the other region of the distribution [0, 5000] as the samples
with real EmissT have a higher number of events. This trend shows that

∑
(ptrackT )2(Physics) −∑

(ptrackT )2(Pile− up) is effective in identifying an isolated event with fake EmissT .
Figure 6 shows the fraction of events that passes the same vertex selection against the inclusive

selection in EmissT significance bins. Again we see the same vertex method is able to seperate
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samples with fake EmissT and real EmissT , a veto on EmissT significance greater 3.0 will significantly
reduce background events.
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Figure 7. Events in same vertex and different vertex for different sample

7.1. Performance of same vertex method
Figure 7 shows the performance of selecting events with the same vertex method as compared
with selecting events without the same vertex method (different vertex) for ggF, h→ γγ+3jets,
V γ and V γγ. ggF and h → γγ+3jets are samples with fake EmissT and they have comparable
event distributions in the same vertex and different vertex phase space, this is because of the
contribution from fake EmissT arisng from the JVF cut and Pile-up contribution. This implies
events with fake EmissT can be rejected without lossing much efficiency in the analysis. On the
other hand, events wth different vertex selection are much lower than the events with same
vertex selection for V γ and V γγ (samples with real EmissT ) as expected.

Figures 8 and 9 show the mass spectrum of Higgs decay to two photons in the Higgs signal
side-band (background). Figures 8 is the side band without any requirement on same vertex
method and Figures 9 is the side-band with a requirement on same vertex method after a EmissT
significance > 5.5. A significant reduction (about 60%) in signal side-band events is seen by
comparing the two distributions.
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Figure 8. Blinded-data Sideband
without same vertex cut

Figure 9. Blinded-data Sideband
with same vertex cut

8. Conclusions
This paper has presented a new method of suppressing background events in the search for dark
matter particles in ATLAS detector. The missing transverse energy is important to the search
for new physics and H → γγ+EmissT process in particular. However, the reconstruction missing
transverse is sensitive to pile-up event from jets, miss-identification of photons or jets events
which may lead to fake EmissT . To mitigate the effect of this error a study on the vertex selection
was done and it was observed that background events and fake EmissT events can be significantly
reduced by requiring same vertex from the Photon pointing and Hardest scattered method of
vertex reconstruction. From Figures 8 and 9 about 60% of background events were reduced
by using the same vertex method, this method has been validated by the ATLAS performance
group. The same vertex method has been used in the search for dark matter in association with
a Higgs boson decaying to two photons [3].
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Abstract. At the Large Hadron Collider (LHC), the most abundant processes which take place
in proton-proton collisions are the generation of multijet events. These final states rely heavily on
phenomenological models and perturbative corrections which are not fully understood, and yet
for many physics searches at the LHC, multijet processes are an important background to deal
with. It is therefore imperative that the modelling of multijet processes is better understood
and improved. For this reason, a study has been done with several state-of-the-art Monte
Carlo event generators, and their predictions are tested against ATLAS data using the Rivet
framework. The results display a mix of agreement and disagreement between the predictions
and data, depending on which variables are studied. Several points for improvement on the
modelling of multijet processes are stated and discussed.

Introduction
The biggest challenges to deal with in proton-proton (pp) collisions arise from multijet processes,
as far as Standard Model (SM) backgrounds are considered. Due to the nature of quantum
chromodynamics (QCD), multijet production processes have the largest cross sections at the
Large Hadron Collider (LHC). In addition to this, their partial reliance on non-perturbative
QCD makes them difficult to deal with from a theoretical perspective. This is because simulation
of fragmentation and hadronisation depend on a non-perturbative calculations, these often being
done using phenomenological models. It is therefore of importance to study the performance of
event generators in describing multijet final states, since certain combinations of matrix element
(ME) calculations, parton shower (PS) and hadronisation models do not always provide an
accurate description of the data.

In ATLAS, a number of generators are used to model multijet processes. These are discussed
in detail in the next section. The predictions of these generators can be compared both to
each other and to data corrected for detector effects (unfolded datasets). The simplest way of
doing this is by using the Rivet analysis system [1], which has a large set of built in analyses
and distributions of unfolded data from various experiments. This short paper will present a
subset of distributions relating to multijet processes, and compare the current set of ATLAS
Monte Carlo (MC) multijet samples to unfolded data. From these results, information can be
extracted about how to improve the modelling of the generators for future generation of samples
in ATLAS.
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Multijet event generators in ATLAS
A variety of MC event generators are used for studying multijet topologies in ATLAS. These
involve different combinations of ME and PS programs. For a general review of event generators
currently used in LHC physics, the reader is encouraged to look at Ref. [2]. Below is a list of
the event generators considered in this study, as well as a few notes about their set up:

• Pythia 8 [3]: The prediction by Pythia 8 is sliced up by jet pT using filters. The lowest
pT filtered samples use the Pythia 8 built in diffractive scattering processes (SoftQCD) to
generate events. The rest of the slices use the elastic scattering processes (HardQCD). The
chosen tune for the Pythia 8 samples is the A14 tune [4], which assumes the NNPDF23LO

parton density function (PDF).

• Sherpa [5]: The official Sherpa samples make use of a 2 → 3 ME calculation,1 matched
with a CKKW scheme to a default Sherpa PS that use the CT10 tune. This sample has
known issues with forward jets. The Sherpa prediction is also sliced in jet pT.

• Powheg+Pythia 8 [6]: The Powheg ME is generated using the Dijet code that is
provided with version 2 of the Powheg-Box. It is passed to the Pythia 8 PS, with the
A14 tune. The sample is also sliced in jet pT.

• Herwig++ [7]: Like Pythia 8, the Herwig++ sample makes use of the built-in MEMinBias

process to simulate diffractive scattering for the lowest two slices in jet pT, and the
MEQCD2to2 for the remaining slices. These samples make use of the UE-EE5 tune, and
therefore the CTEQ6L1 PDF.

• MG5 aMC@NLO+Pythia 8 [8]: The MG5 aMC@NLO+Pythia 8 samples use a 2 → 4
ME matched with a Pythia 8 PS using the CKKW-L scheme. The ME makes use of the
NNPDF30NLO PDF, while the PS uses the A14 tune as described above. These samples are
sliced at the ME level in parton HT.

Key comparisons to data
As mentioned above, Rivet is used to compare the predictions of these variables against each
other and unfolded data. In this short paper, the predictions are compared in the context of
three different aspects of jet physics, namely azimuthal decorrelations, jet fragmentation and jet
shapes. Note that all jets considered in the following analyses are constructed using the anti-kT
algorithm [9] with a radius parameter of R = 0.6.

Azimuthal decorrelations
Purely elastic scattering of QCD partons most often results in a dijet event – that is, exactly
two well separated jets in the final state. In such a case, the azimuthal separation between the
two jets should be π radians. However, in theory, one expects to see more QCD interactions in
the elastic scattering of quarks and gluons. This extra activity can produce more jet activity in
multijet events. Depending on how much more activity is found in the event, the azimuthal angle
between the two leading jets will deviate from π. This is known as an azimuthal decorrelation.

In order to study azimuthal decorrelations, one typically looks at the azimuthal angle
between the two leading jets in multijet events. ATLAS performed a differential cross section
measurement of azimuthal decorrelation variables with the Run 1 7 TeV dataset [10]. The
corresponding Rivet routine for this analysis is ATLAS 2014 I1307243. In Figure 1, some
comparison plots are shown from this analysis. The different generators mostly perform well
against the data, although discrepancies arise in different regions of the distributions, particularly
for Herwig++.

1 That is, up to three partons can be generated in the final state.
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Figure 1. Differential cross section measurements as a function of the azimuthal angle between
the two leading jets in multijet events [10]. The plots are made for inclusive multijet events in
bins of rapidity separation, with 2 < ∆y < 3 on the left and 4 < ∆y < 5 on the right.

Jet fragmentation
The behaviour of the fragmentation function used in different PS models is most commonly
studied by looking at the densities of jet constituents in selected jets. The simplest Rivet routine
to use when studying jet fragmentation is ATLAS 2011 I929691, which is a 7 TeV measurement
of charged jet constituent densities as a function of three different variables [11]. Firstly, the
variable z is scanned, which is the fraction of longitudinal momentum carried by a jet constituent:

z =
~pjet · ~pch
|~pjet|2

. (1)

Here, ~pch denotes the 3-momentum of the charged jet constituent, and ~pjet is the 3-momentum
of the jet. Secondly, the distance between the jet axis and the jet constituent in units of φ and
y is scanned over (denoted by r). And thirdly, the jet constituent’s momentum transverse to
the jet axis, prelT , is scanned over:

prelT =
|~pch × ~pjet|
|~pjet|

. (2)

In Figure 2, plots are shown for jet constituent densities as a function of two of these variables.
In this case, Herwig++ arguably performs the best compared with the data, and Sherpa
tends to perform the poorest. This is most probably due to the old version of Sherpa used by
ATLAS in the official samples. Recent studies on newer Sherpa samples in ATLAS have seen
the problems with jet fragmentation fixed, although these results could not be shown in this
short paper.

Jet shapes
Jet algorithms can tell us about the geometry of the constituents of a jet. But to understand
how energy is distributed in the average jet, it is more instructive to look at jet shapes. Similarly
to jet fragmentation measurements, jet shapes are studied through looking at jet constituent
densities. These are distributed as a function of the distance away from the axis of a jet, r.
Typically, we look at the jet pT weighted density in bins of annulus areas in the jet cone,

ρ(r) =
1

∆rNjet

∑
jets

pT(r −∆r/2, r + ∆r/2)

pT(0, R)
, (3)
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Figure 2. Ratio plots of the different event generators compared to the data in measurements
of jet constituent densities as a function of z (left) and prelT (right) [11]. These plots are both
shown in the same bin of jet pT.

where pT(r1, r2) is the sum of the jet constituent pT between r1 and r2 away from the jet cone
axis. In addition to this, we measure the integrated pT weighted density,

Ψ(r) =
1

Njet

∑
jets

pT(0, r)

pT(0, R)
. (4)

The Rivet routine ATLAS 2011 S8924791 contains a large set of doubly differential jet shapes
corresponding to an ATLAS 7 TeV measurement [12]. In Figure 3, some plots are shown in a
single bin of the ATLAS analysis. Here, most of the generators considered agree relatively well
with the data. It should be noted that Powheg+Pythia seems to predict a different jet shape
than what is seen in the data.

Summary
Using the ATLAS multijet samples, comparisons have been made to unfolded data using Rivet.
Three different measurements have been considered in this short paper. In each, it can be seen
that the different generators tend to perform better in some regions of the phase space than
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Figure 3. Jet shape measurements in terms of differential pT density (left) and integrated pT
density (right) [12].
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others, while there is no clear choice for one generator performing systematically better than
any of the others.

However, the information from these comparisons is still useful for the ATLAS collaboration
to improve the modelling of multijet processes by knowing where the current predictions fail.
There are yet many more measurements that can be considered in this study, and in future these
studies will be extended to a more comprehensive study.
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Abstract. The Madala hypothesis is the prediction of a new heavy scalar, the Madala boson,
that has had previous success in explaining several anomalies in LHC Run 1 and 2 data. In the
literature, the Madala boson has so far primarily been discussed in the context of its dominant
production mode, gluon fusion. However, it can be shown that a study of its production in
association with top quarks can provide us with crucial information about the model, as well as
explain the enhancement of top associates Higgs production that has been observed in the data
– most notably in leptonic channels. For this study, Monte Carlo events have been produced
and passed through a detector simulation. These events are then run through an event selection
designed by a CMS search for a single top quark in association with a Higgs boson. A fit is
made to the CMS data, yielding a parameter constraint on the Madala hypothesis. With the
Madala hypothesis prediction, an effective signal strength is calculated and compared with the
observed values.

Introduction
The search for physics beyond the Standard Model (BSM) has gained considerable interest
since the discovery of the Standard Model (SM) Higgs boson, h [1, 2]. In the years since, a
plethora of models extending the SM have been proposed with the potential of being discovered
experimentally at the Large Hadron Collider (LHC) – for a recent review, see Ref. [3]. One such
model that has previously been discussed in the literature is known as the Madala hypothesis.
The key postulate of this model is the hypothetical existence of a heavy scalar H – the Madala
boson – which interacts strongly with the SM Higgs boson and an additional Higgs-like scalar
singlet S – which can act as a portal to some arbitrary BSM physics [4]. Applying the hypothesis
to several Run 1 experimental results also placed constraints on the mass of H, with a best fit
point at mH = 272+12

−9 GeV [5]. The mass of S has not yet been constrained at the present time
of writing, but it is considered in the range mS ∈ [130, 200] GeV. This is due to the fact that a
rich combination of the production of multiple leptons can be explored in this mass range [4], due
to the fact that the the S will decay dominantly to pairs of massive gauge bosons (as opposed
to b-quarks, which are the dominant decays for Higgs-like scalars with lower masses).

So far, the majority of studies done on the Madala hypothesis have looked dominantly at
the gluon fusion (ggF) production mechanism of H. While ggF is indeed assumed to have a
large production cross section, it should be noted that the same theoretical vertices required
for ggF require that H can also be produced in association with top quarks (ttH) with a non-
negligible cross section. This is a tantalising prospect, since both Run 1 and Run 2 searches for
top associated Higgs production (tth) have shown significant excesses, particularly in leptonic
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Figure 1: The leading order (LO) Feynman diagrams for (a) ttH and (b) tH production. Note
that the diagram on the right assumes a five-flavour (5F) proton – that is, b-quarks are assumed
to be a non-negligible component of the partonic structure of the proton.

channels. When measuring the signal strength of tth using µtth = σobstth /σ
SM
tth , it can be shown

that a combination of the experimental search results in leptonic channels yields a value of
µtth = 1.92± 0.38 [6]. This can be quantified as around a 2.4σ deviation from the SM.

It is therefore of interest to apply the Madala hypothesis to tth results, in order to understand
whether it can shed light on the excesses seen in the data. The Madala boson, if it is produced
in association with top quarks, can decay into a Higgs boson, therefore mimicking the signature
searched for in the existing experimental tth search channels.

Modelling top associated Madala production
Typically in tth searches, signal contributions can come both from Higgs production in
association with one or two top quarks, labelled as th and tth, respectively. This is no different for
top associated H production. The dominant Feynman diagrams for top associated H production
can be seen in Figure 1.

In the SM, it is well known that due to the negative interference between the Yukawa couplings
and the Higgs couplings to the weak vector bosons, the production cross section of th is far
smaller than that of tth. This is not true for tH production, however. Following the logic in
Ref. [7] and the fact that H is assumed to couple weakly to the vector bosons [5], it turns out
that

σtH ' σttH , (1)

and so both tH and ttH are non-negligible processes in the Madala hypothesis. The top Yukawa
coupling to the H is assumed to be Higgs-like, and further scaled by the free dimensionless
parameter βg. Therefore, one can find the ttH production cross section by first taking the
associated value for a heavy Higgs boson from the CERN yellow book [8], and then by multiplying
it by β2g . In the Run 1 fit result [5], βg was constrained to be 1.5± 0.6.

For this short paper, we assume that H has one dominant decay mode, H → Sh.
Furthermore, S is chosen to be Higgs-like, such that all branching ratios (BRs) are already
determined; this choice drastically reduces the number of free parameters in the model. This
choice also enhances the number of leptons one would find as a result of the decay of S, since
for a Higgs-like particle with a mass near 2mW , the BR for S → WW becomes dominant.
These W bosons in the final state can then decay leptonically to provide a source of multiple
lepton production. In particular, a non-negligible production of two same-sign leptons is possible
through the cascade decays, a process that is highly suppressed in the SM.

To simulate tH and ttH production, the hard scatter processes were produced at LO using
Monte Carlo (MC) event generation in MadGraph [9]. This was done using a custom-designed
model file using the Universal FeynRules Output (UFO) [10]. These MC events were passed
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Table 1: Summary of the event selection and categorisation for the CMS Run 2 single top
search. These criteria closely mimic the selection done in Ref. [13], since a comparison to data
is performed. This selection is used on the output n-tuple created by the Delphes fast detector
simulation.

Event selection
No lepton pair with m`` < 12 GeV

Nb-jets ≥ 1
Njets ≥ 1 (not including b-jets)

Event categorisation
Same-sign 2 lepton Tri-lepton

Exactly 2 same-sign leptons Exactly 3 leptons
`` = eµ or µµ Leading lepton pT > 25 GeV

Leading lepton pT > 25 GeV Second and third lepton pT > 15 GeV
Sub-leading lepton pT > 15 GeV No lepton pair with |m`` −mZ | < 15 GeV

to Pythia 8.2 [11] for the resonance decays, parton shower (PS), and hadronisation processes.
Finally, the Pythia output was run through the Delphes 3 fast detector simulation [12] to
account for detector effects. The output from Delphes was used for the analysis presented in
the next section.

Comparisons with CMS data
A relatively recent experimental result (at the time of writing) was chosen for the comparison
of the Madala hypothesis with data from the LHC. The chosen experimental result is a search
done by the CMS collaboration for a single top quark in association with a Higgs boson [13].
It should be noted upfront that even though it has been labelled as a “single top” search, the
event selection (shown in Table 1) is compatible with both single and double top associated
production of both the Higgs and Madala bosons.

The analysis done in the CMS Run 2 single top search is performed by a boosted decision
tree (BDT), so a direct comparison with their final results is difficult. However, the paper did
present distributions of three key variables that were made after an event preselection detailed
in Table 1. These variables are: the largest absolute pseudo-rapidity of any jet in the event, the
separation in azimuthal angle between the leading same-sign lepton pair, and the jet multiplicity.

To compare the Madala hypothesis with the data presented by the CMS Run 2 single top
search, BSM events were generated and run through a CMS detector simulation as detailed in the
section above. Only one mass point was considered for the analysis, since the acceptances into
the preselection regions of the chosen analysis were determined to be not significantly sensitive
to the change in the mass of S. Rather, the ability of the process to produce a final state with
two same-sign leptons is what fundamentally determines the preselection acceptance, and in the
proposed mass range for S, this does not change significantly since the BRs of S do not change
significantly. The mass of H was set to 270 GeV (in line with the Run 1 fit result [5]), while the
mass of S was set to 140 GeV, such that the H → Sh decay could be kept on-shell.

The events were filtered according to the selection and categorisation detailed in Table 1, and
then plotted as a function of the three key variables listed above. The SM background and its
associated uncertainty was read off of the figures in Ref. [13]. The BSM prediction was scaled to
the appropriate cross section from Ref. [8] multiplied by a best fit value of β2g and added to the
SM prediction. The results of this can be seen for the eµ and µµ channels in Figure 2. It should
be noted that the best fit value of β2g was negative for the tri-lepton channel, and therefore the
plots have not been included in this short paper.
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Figure 2: The plots of (a-b) maximum jet pseudo-rapidity, (c-d) azimuthal separation between
the leading same-sign lepton pair and (e-f) jet multiplicity from the CMS Run 2 single top
search. These have been separated into the eµ channel (left) and the µµ channel (right). The
tri-lepton channel did not yield a positive BSM signal, so the plots have been omitted. The
BSM predictions are scaled by the best fit values of β2g as described in the text. The mass points
considered for the BSM prediction are mH = 270 GeV and mS = 140 GeV.
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Table 2: The best fit values for β2g for each channel in the CMS Run 2 single top search. The
combined result was obtained by summing Equation 2 over all channels. The Run 1 fit result
from Ref. [5] has been listed to show the compatibility between the new and old results.

Channel Best fit β2g

eµ 3.10± 1.02

µµ 2.87± 1.04

Tri-lepton −0.93± 0.92

Combined 1.48± 0.57

Run 1 fit result 2.25± 1.80

The best fit values of β2g were computed as follows. A global χ2 was constructed by adding a

χ2 for each bin and in each observable per channel. For each bin i, the global χ2 therefore took
the form of Pearson’s test statistic,

χ2 =
∑
i

(
Ndata

i −NSM
i − β2gNBSM

i

)2(
∆Ndata

i

)2
+
(
∆NSM

i

)2 , (2)

where the Ni factors are the event yields per bin i, and the ∆Ni factors are their associated
uncertainties. The BSM uncertainty is not included since it is dominated by the SM and
statistical uncertainty. The best fit value of β2g is obtained by minimising Equation 2 while

leaving β2g free. A 1σ uncertainty on this best fit value is taken as the envelope around which

Equation 2 can vary by one unit away from the mean fit value of β2g . The results of this process
can be seen in Table 2.

Discussion
As can be seen in Figure 2, the BSM prediction does a relatively good job of explaining the CMS
data in the eµ and µµ channels – this is possibly best seen in the jet multiplicity distributions.
As noted before, the fit to the tri-lepton data did not yield a positive BSM signal. Note that
a negative value of β2g is not physical, however the fit value is still included in the results due
to the fact that the whole dataset for the CMS search is statistically limited. In addition to
this, the further categorisation of the data into the three channels further limits the statistical
reach of the analysis. It is therefore far more sensible to treat the combined fit value as a result
with statistical power, while the fits to the individual categories behave more like statistical
fluctuations around the combined best fit value. Whether or not the poor fit to the tri-lepton
channel yields any information about the nature of the model’s ability to accurately describe the
data in terms of lepton multiplicity is unclear, due to the statistical limitations of the dataset.
The combination of all channels shown in Table 2 is still dominated by the di-lepton channels, of
which the best fit values of β2g have relative uncertainties of ∼ 35 %, whereas for the tri-lepton

channel it is ∼ 100 %. The combined best fit value of β2g equates to around a 2.6σ deviation
from the SM.

As mentioned in the introduction, a combination of leptonic tth searches can be quantified
by the signal strength parameter µtth = 1.92±0.38 as calculated in Ref. [6]. Using the combined
best fit value of β2g in Table 2, the corresponding value of µtth for the analysis done in this short
paper is compatible with this, and is equal to 1.32 ± 0.51. Combining the results of this short
paper with the global combination done in Ref. [6], a significance of 3.5σ in excess of the SM
can be computed.
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The CMS Run 2 single top search has corroborated previous results that have been calculated
using the Madala hypothesis. It is still, however, only one analysis that can be analysed from
the Run 2 dataset. It is imperative, then, to continue constraining the model with other data in
leptonic tth searches from both CMS and ATLAS. More importantly, it is prudent to compare
the predictions of the Madala hypothesis with differential distributions, rather than single
measurements of signal strength, since distributions provide a more statistically rich picture
of potential deviations from the SM. It should be noted also that the simplification of assuming
a Higgs-like S particle could also be generalised to more complicated and phenomenologically
rich models. However, so far the compatibility of the results in this paper with previous results
from the Madala hypothesis is an encouraging outcome of the study, which will lead to further
work done on constraining the properties of the Madala boson.
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Abstract. Cancer is one of the common diseases that affect and threatens our human existence. 
Breast cancer is an invasive heterogeneous disease and the second most common disease among 
woman worldwide. For a degenerative disease like cancer to be cured, multiple therapeutic 
agents that target different pathological processes must be applied. For this reason, combination 
therapy remains an alternative strategy to combat diseases like cancer. In this study, we evaluated 
the anticancer effect of sulfonated zinc phthalocyanine (ZnPcS) mediated photodynamic therapy 
in combination with low dose doxorubicin (0.5 µM) on MCF-7 cancer cells. In addition, we 
explore the cell death pathway elicited by combination treatment. MCF-7 cells were incubated 
with low dose doxorubicin for 20 h, afterwards, various concentrations of phthalocyanine were 
added and further incubated for 4 h. Thereafter, the cells were irradiated with 681.5 nm diode 
laser at 4.74 wM/cm2 for 17 min 36 sec (5 J/cm2), and the cellular responses were measured. 
Cellular morphology was observed using inverted microscopy while the proliferation of cells 
was measured with homogenous ATP quantitative assay. The mechanism of cell death was 
investigated using Annexin V/PI flow cytometric analysis. Findings from this study show that 
combination of phthalocyanine mediated photodynamic therapy and doxorubicin significantly 
enhances the anticancer efficacy of phthalocyanine-doxorubicin combination on MCF-7 cells 
than when used individually. It was observed that this combination treatment led to an apoptotic 
cell death pathway. Hence, this study suggests a new treatment opportunity for breast cancer to 
enhance its effectiveness and which warrants further investigation for its potential to reverse 
multidrug resistance. 

1. Introduction

Cancer continues to dominate among the major cause of mortality worldwide despite knowledge of its 
treatment at the cellular level. Breast cancer is the most frequently diagnosed and the most common 
cause of cancer death among woman [1]. Global cancer statistics showed that nearly 1.7 million new 
cases of breast cancer were diagnosed in 2012, which represents about 25% of all cancers in woman 
[2]. Photodynamic therapy is an emerging attractive treatment regime that has already been used on 
patients suffering from superficial cancers. It involves the systematic use of a light sensitive chemical 
called a photosensitizer in the presence of light and oxygen to induce destruction of cancerous cells 
through the production of superoxide radicals that cause oxidative stress and thus cell death [3]. PDT 
efficacy greatly depends on the production of reactive oxygen species that attack cellular targets within 
the cells and leads to cell damage and death [4]. ZnPcS mediated PDT has demonstrated its effectiveness 
in the treatment of breast cancer cell line [5]. Recently, most therapeutic investigations are now focusing 
on combining one or two treatment modalities, which can sum the advantages of each individual 
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treatment, increase treatment efficacy and reduce dose dependent toxicity [6]. Thus, our study aimed to 
evaluate the anticancer effect of phthalocyanine mediated photodynamic therapy in combination with 
low dose doxorubicin (0.5 µM) on MCF-7 cancer cells and explore the mode of cell death. 

2. Methodology
2.1 Cell culture and Laser Irradiation

MCF-7 breast cancer cell lines (ATCC HTB-22) were used in this study. Appropriately, 5 × 105 cells 
were seeded in 3.4cm2 diameter culture dishes and incubated for 4 h to allow the cells to attach and 
recover homeostatically. Experimental cells were divided into four groups; untreated controls, cells 
treated with doxorubicin, PDT treated cells and cells treated with a combination of PDT and 
doxorubicin. Three different concentrations (0.25, 0.5 and 1µM) were used for both doxorubicin and 
zinc phthalocyanine photosensitizer. For combination treatment, suboptimal concentration of 
doxorubicin (0.5µM) was used with each of the three concentrations of the zinc phthalocyanine 
photosensitiser. The choice to use suboptimal concentration was to diminish the possible side effects of 
chemotherapeutic agent while retaining its efficacy. Laser irradiation was performed using a 681.5 nm 
diode laser and its parameters are shown in Table 1. Cellular responses were analyzed 24 h after 
treatment. Cellular morphology was observed using inverted microscopy while the proliferation of cells 
was measured with homogenous ATP quantitative assay. The mechanism of cell death was investigated 
using Annexin V/PI flow cytometric analysis. The statistical analysis was performed on four repeats of 
each sample and significant difference were considered at p<0.05 (*), p<0.01 (**), and p<0.001 (***). 

Table 1. Laser parameters. 
Parameters Laser 
Name and type Semiconductor (diode) 
Wavelength 681.5 nm 
Spectrum Red (visible) 
Wave emission Continuous 
Spot size 9.1 cm2

Power output 43 mW 
Power density 4.74 mW/cm2

Fluence 5 J/cm2 

Irradiation time 17 Minutes 36 Seconds 

3. Results

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 195



Figure 1. Morphology of MCF-7 cells after treatment investigated using an inverted light microscope 
with 200X magnification. 

The results showed morphological changes like cell membrane damage, rounding up and floating of 
cells in the culture medium in cell groups treated with either doxorubicin or photodynamic therapy when 
compared to the untreated control. Combined treated group was observed to have an increased number 
of rounding and floating cells, indicative of dying cells. Likewise, there was a significant decrease in 
the cellular viability and proliferation within the combined treated groups. Despite the high 
antiproliferative efficacy of 1 µM ZnPcS-PDT and 0.5 µM doxorubicin, the percentage of apoptotic 
cells was approximately 47% which was significant when compared to untreated control. We observed 
fewer non-apoptotic cells. Altogether, these results showed strong efficacy and enhanced anticancer 
effects when a low dose doxorubicin chemotherapy is combined with phototherapy mediated by zinc 
phthalocyanine. 

Figure 2 Trypan blue exclusion cell viability assays. There was a significant decrease in the viability of 
cell across a treated group when compared to the untreated control. Results represents the mean ± 
standard error of four independent experiments. Significant differences between treated groups and 
control are shown as ***P< 0.001 
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Figure 3 Cell proliferation measured by Adenosine triphosphate luminescent assay. There was a 
significant reduction in the rate of cellular proliferation within the combination treatement group 
compared to the untreated control. Results represent the mean ± standard error of four independent 
experiments. Significant differences between treated groups and control are shown as ***P< 0.001; **P 
< 0.01; *P < 0.05 

Table 2 Flow cytometric assessment of cell death pathway with various concentration of ZnPcS-PDT 
in combination of 0.5 µM DOX. Cells were stained with Annexin V-FITC/PI and results represent the 
mean ± SE of three independent duplicate experiment. Significant differences between treated groups 
and control are shown as ***P< 0.001; **P < 0.01 

Groups LL-Normal cells 
(%) 

LR- Early apoptotic 
cells (%) 

UR- Late apoptotic 
dead cells (%) 

UL non-apoptotic 
cells (%) 

Control 93.79 ± 0.29 2.11 ± 0.14 3.64 ± 0.20 0.46 ± 0.05 

0.25 µM + 0.5µM DOX 70.48 ± 1.70*** 17.39 ± 2.33** 12.0 ± 1.17** 0.13 ± 0.03 

0.5 µM + 0.5µM DOX 68.61 ± 0.49*** 22.48 ± 2.41*** 7.89 ± 1.49 1.02 ± 0.54 

1 µM + 0.5µM DOX 52.89 ± 2.44*** 31.10 ± 2.80*** 15.88 ± 1.34** 0.13 ± 0.06 

4. Discussion and Conclusion
Degenerative diseases like cancer have shown to involve multiple pathologic processes, which make
most mono-therapeutic modalities to be ineffective. Doxorubicin is the most common chemotherapeutic
agent used for fighting cancer malignancies but its toxicity and development of drug resistance have
been a major problem limiting its use [7]. Photodynamic therapy, directly or indirectly produce an
increase reactive oxygen species that kill tumor cells, induces inflammatory and immune response with
tumor vasculature shutdown that effectively leads to tumor control [8]. It was hypothesized that the use
of another anticancer agent whose mechanism of action also involves the formation of toxic oxygen
radicals may also enhance the effectiveness of photodynamic therapy. Hence, we explore the interaction
and therapeutic efficacy of combining doxorubicin and photodynamic therapy in cancer treatment. Such
combination therapies are currently been investigated as an alternative treatment modality for various
cancer types. The sole aim of combination therapy is to reduce the dose of the toxic chemotherapeutic
agents and their side effects while still retain its therapeutic value [9]. Recent studies by Ruiz-Gonzalez
et al. [10] demonstrated the potentiation in pheiphorbide a mediated photodynamic therapy with the
addition of low dose concentration of doxorubicin. Similar studies by De-Freitas et al. [6] showed that
photodynamic therapy mediated by either methylene blue or photogem in combination with cisplatin
chemotherapy has low mutagenic potential, which elicits the potential of such combined therapy in
diminishing the toxicity of antineoplastic drugs. We have demonstrated in MCF-7 cancer cell lines that
ZnPcS-PDT tumor killing can be significantly increased with low dose of doxorubicin. Agostinis and
colleagues reported that photodynamic therapy could evoke three main cell death pathways with
apoptosis being the major mode of cell death [11]. Other evidence suggests that doxorubicin activity can
produce reactive oxygen radicals, which trigger the induction of cell death through apoptosis [12,13].
Reactive oxygen species have been known to be a cellular stress factor that can effectively induce an
active mode of cell death, apoptosis if produced over a certain level of quantity [14]. Subsequently, we
investigated the mode of cell death after the combination treatment and our results showed that majority
of cells were undergoing apoptosis. It was observed MCF-7 cancer cells incubated with 1 µM ZnPcS
photosensitizer with 0.5 µM doxorubicin have a significant number of cells in the early apoptosis and
late apoptotic stage. Morphology alterations induced by this combination therapy were similar to
apoptosis as cells gradually loss their morphological characteristic and become rounded. We observed
fewer non-apoptotic cells thus suggesting apoptosis as the undergoing mode of cell death. Doxorubicin
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and photodynamic therapy have demonstrated the formation of reactive oxygen species hence results 
obtained in this study are indicative that apoptosis is the mode of cell death which is in consensus with 
previous studies mentioned particularly the combination of photogem mediated photodynamic therapy 
with cisplatin [6]. This study has demonstrated that photodynamic therapy may be enhanced by the 
addition of cytotoxic agents like doxorubicin at lower doses and still provides great efficacy in 
destroying cancer cell. In an attempt to increase the therapeutic effect of doxorubicin and possibly reduce 
its side effects and development of resistance, doxorubicin should be combined with photodynamic 
therapy. Obviously, further studies are needed to compare other cytotoxic agents in combination with 
photodynamic therapy for possible synergistic, additive or antagonistic effect. Moreover, studies to 
delineate the mode of action of doxorubicin and photodynamic therapy warrants further studies. 
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Abstract. The Janus Kinase/Signal Transducer and Activator of Transcription (JAK/STAT) 
pathway is involved in the transmission of external signals via receptors to the nucleus. 
Diabetic wounds develop due to various mechanisms, including decreased cell migration. 
Photobiomodulation (PBM) induces cellular migration and wound healing. However, the 
mechanism/s involved in the stimulation of migration are not completely understood. This 
investigation aimed to determine the effect of PBM on migration and the activation of the 
JAK/STAT signaling pathway in a diabetic wounded cell model. Diabetic wounded human 
skin fibroblast cells (WS1) were exposed to a diode laser at 660 nm with a fluence of 5 J/cm2 
and incubated for 48 h. Non-irradiated (0 J/cm2) cells served as controls. Cellular migration 
was monitored microscopically and the activation (phosphorylation) of JAK2, STAT1 and 
STAT5 was analyzed by the enzyme linked immunosorbent assay (ELISA). PBM significantly 
increased p-JAK2, p-STAT1 and p-STAT5, and increased cellular migration. We suggest that 
PBM stimulates migration of diabetic wounded cells in vitro via the JAK/STAT signaling 
pathway, which enhances wound healing in hyperglycemic conditions. 

1. Introduction 
Diabetes is a metabolic disease characterized by increased blood glucose that affects several organs 
and systems of the body. The projected global prevalence of diabetes is 438 million, representing 7.8% 
of the global populous by 2030. Diabetes mellitus (DM) is involved in the impairment of acute wound 
healing, posing a threat to diabetic patients who are prone to developing chronic diabetic foot ulcers 
(DFU). It is estimated that 3% of the 15% of diabetic patients who develop lower limb ulcers end up 
with an amputation [1]. Literature elucidates that reduced growth factors/receptors due to an 
imbalance in proteinases and proteinase inhibitors, and the increased presence of senescent cells 
reduce or stop the healing process in diabetic wounds [2]. Immediately after injury, damaged tissue 
initiates a dynamic series of interactive and overlapping phases, involving hemostasis, inflammation, 
proliferation and remodeling. A complex cascade of pathways for cytokines and growth factors 
regulate the initiation of these processes. The wound repair process may be arrested or delayed in one 
of the phases, usually inflammation, that leads to chronic wound formation as inflammatory cells 
persistently deposit pro-inflammatory cytokines and proteases causing cell death and abnormal 
development of granulation tissue [3]. In wound healing, the JAK/STAT signaling pathway is critical 
in transducing signals for cytokines and growth factors, and are negatively regulated by phosphatases 
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and suppressor of cytokine signaling (SOCS) proteins [4]. While this process is true in acute wounds, 
it is disrupted in chronic wounds due to reduced cell potency, growth factors and growth factor 
receptors. Proteinases play a crucial role in remodeling of the extracellular matrix (ECM). However, 
their uncontrolled expression, as observed in chronic wounds, degrade proteins including growth 
factors and receptors [3].  
 

The JAK/STAT pathway is one of the most critical pleiotropic signaling pathways used by cells to 
pass external cellular signals for cytokines and growth factors to the nucleus [5]. The binding of 
cytokines and growth factors to the JAK/STAT associated receptor triggers receptor dimerization, 
leading to the activation of JAK. This in turn phosphorylates the intracellular receptor tyrosine 
residues that become docking sites for the latent cytoplasmic transcription factor, STAT. The 
phosphorylated STATs detach from the receptor tyrosine residues to dimerize and translocate to the 
nucleus where they bind to specific sequences on the deoxyribonucleic acid (DNA) for signal 
translation [6]. Deregulation of this pathway may lead to pathological consequences including chronic 
inflammatory and cancer defects [2]. A variety of cytokines, chemokines, hormones and growth 
factors use the JAK/STAT pathway to initiate critical events including cell proliferation, migration, 
cytokine secretion and apoptosis [7]. Specific combinations of JAK/STAT are paired with each 
receptor resulting in the transduction of specific information culminating into a specific cellular 
response pattern [8]. The potential of the JAK inhibitor, AZD1480, for the treatment of small cell lung 
cancer (SCLC) resulted in the attenuated growth of SCLC cells in vitro and in vivo. AZD1480 was 
also seen to effectively prevent interleukin (IL)-6-induced JAK2 and STAT3 phosphorylation, 
exerting anti-tumor function effects by decreasing proliferation and increasing apoptosis of colorectal 
cancer (CRC) cells. The tumor genesis inhibition was found consistent with the reduced activated 
JAK2 and activated STAT3, including a reduced expression of the targeted genes c-Myc, cyclin D2 
and IL-6 for STAT3 [9]. 
  

Photobiomodulation (PBM) is a therapeutic modality that involves the modulation of bio-systems 
by low-energy light to stimulate cellular biologic activities. It requires the exposure of compromised 
tissue to low energy light (typically in the form of laser light or light emitting diodes) to induce 
healing, and is used for various pathological conditions like wound repair and pain control among 
others. PBM induces wound healing by activating cell proliferation and migration, and strengthening 
the tensile of the wound matrix. The technique is believed to be effective if used at an appropriate and 
optimal wavelength, usually in the visible red and near infrared (NIR) region of the spectrum [10]. 
Cellular responses to PBM are induced by increased cellular chemical energy that is stimulated by the 
photon energy absorbed by cellular mitochondrial chromophores. Cellular metabolism is then initiated 
by activating or deactivating enzymes that alter other macromolecules such as DNA and ribonucleic 
acid (RNA) [11]. PBM at a fluence of 5 J/cm2 and a wavelength within the visible red and NIR 
spectrum has positive effects on wound healing and normalizes cellular processes.       

 

2. Methodology 
WS1 human skin fibroblast cells purchased from the American Type Culture Collection (ATCC, CRL-
1502) were grown using standard culture procedures. For experiments, 6 X 105 cells were seeded into 
3.4 cm diameter tissue culture plates and incubated at 37°C in 5% CO2 to allow for attachment. Two 
models were used in the study, namely diabetic and diabetic wounded. After 24 h, a central scratch 
was performed 30 min pre-irradiation in the wounded model by creating a cell free zone bordered by 
cells on both sides of the “wound” in the confluent monolayer [12]. An in vitro diabetic model was 
achieved by continuously growing WS1 cells in supplemented Minimum Essential Medium (MEM) 
containing an additional 17 mM/L D-glucose, thereby creating a hyperglycemic condition [13]. Cell 
culture plates with the lids off were exposed to laser light from above in the dark. A 660 nm diode 
laser at 5 J/cm2 was used (table 1) and cells incubated for 48 h. Morphology and cell migration was 
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assessed by light microscopy. The Enzyme Linked Immunosorbent Assay (ELISA), at an absorbance 
of 450 nm, was used to detect phosphorylated (p-)JAK2, p-STAT1 and p-STAT5. Each experiment 
was repeated four times (n=4) and each assay done in duplicate, the average of which was used. 
Statistical analysis was done using SigmaPlot version 13 (Systat Software, Inc.). The Student t test 
was used to determine statistical significance between irradiated experimental groups and non-
irradiated control groups. Statistical significance is shown in the graphs as *p<0.05, **p<0.01 and 
***p<0.001.                                               
 

                                              Table 1. Laser parameters.                                                       

 
 
 
 
 
 
 
 
 

       
                                                                             

3. Results 
In this study, PBM at a wavelength of 660 nm with a fluence of 5 J/cm2 resulted in a significant 
increase in cellular migration (figure 1). Cells appeared spindle shaped with two or more polar 
projections. This is characteristic of fibroblast cells. Following irradiation, diabetic wounded cell 
models presented with a significant increase in cell migration towards the center of the scratch 
compared to non-irradiated diabetic wounded cell models. There was complete wound closure in 
irradiated cells at 48 h, while non-irradiated control cells displayed incomplete closure. These results 
are consistent with results reported from other studies that were conducted under similar conditions 
[14]. Irradiation at a wavelength of 660 nm with a fluence of 5 J/cm2 resulted in the activation and 
phosphorylation of JAK2, STAT1 and STAT5 (figure 2). There was a significant increase in p-JAK2 
in irradiated diabetic and diabetic wounded cells (p<0.05), as well as in p-STAT1 in both diabetic and 
diabetic wounded cells (p<0.001 and p<0.05, respectively), and p-STAT5 (p<0.01).  
 
 

 

Light source Diode laser 
Energy density (J/cm2) 5 
Power density (mW/cm2) 11 
Wavelength (nm) 660 
Emission Continuous wave 
Spot size (cm2) 9.1 
Power output (mW) 100 
Irradiation time  7 min 6 sec 
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Figure 1. Cell migration was assessed by inverted light microscopy at 0 h, 24 h and 48 h in (a, b, c) 
diabetic wounded non-irradiated cells (DW 0 J/cm2) and diabetic wounded (d, e, f) irradiated cells 
(DW 5 J/cm2). Irradiation increased cellular migration rate. 

 
 

 

 

Figure 2. Phosphorylated (p)-JAK2, p-STAT1 and p-STAT5 as determined by ELISA. Irradiated 
(at 660 nm with 5 J/cm2) diabetic (D) and diabetic wounded (DW) cells were compared to non-
irradiated (0 J/cm2) cells. Significant probability is shown as *P<0.05 **P<0.01 and ***P<0.001.  

 

4. Discussion and Conclusion  
JAK/STAT is one of the signaling pathways that is critical in wound healing [15]. It is involved in the 
transduction of extracellular cytokine and growth factor signals to the nucleus, resulting in cell 
migration. In chronic diabetic wounds, there is a reduced presence of growth factors and overall 
cellular function and migration [16]. Irradiation of diabetic wounded cells at a wavelength of 660 nm 
with a fluence of 5 J/cm2 stimulates the JAK/STAT signaling pathway in vitro by phosphorylating 
JAK2, STAT1 and STAT5. Therefore, therapeutic agents that would target this signaling pathway, 
such as PBM, may reduce the healing time and resources for chronic diabetic wounds. However, 
further investigations on the molecular response of wounded diabetic cells following PBM may be 
required for a better understanding of the mechanisms and signaling pathways involved. In conclusion, 
the present study suggests that PBM at a wavelength of 660 nm with a fluence of 5 J/cm2 has a 
therapeutic effect on diabetic wounded cells in vitro by increasing cell migration through the 
JAK/STAT signaling pathway. 
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Abstract: This work investigates some of the uncertainty contributions to the spectral 

irradiance calibration of UV-C lamps. The radiometry concepts and the instrumentation used 

are addressed first. In ultraviolet (UV) spectroradiometry, spectral irradiance measurements 

have large uncertainties mainly due to a low signal-to-noise ratio (SNR) in the UV region; 

however other factors may also contribute to these high uncertainties. Therefore quantifying 

the sources of uncertainties is important to improve the accuracy of the measured results. We 

characterized a low pressure mercury lamp when compared to a tungsten halogen lamp when 

used as standards for spectral irradiance at the National Metrology Institute of South Africa 

(NMISA), in terms of stability, translation, and orientation. We found that the calibrations of 

the UV-C low pressure mercury lamps are not suitable as standard lamps for calibration of UV-

C due to uncertainties introduced by orientation, translation and, instability effects of this lamp. 

1. Introduction 

Metrology is concerned with the accurate measurement of physical quantities and requires the 

determination of uncertainty of measurement. Radiometry is the field concerned with the accurate 

measurement of radiant energy (𝑄) across the entire electromagnetic spectrum (EMS), and the 

determination of how this energy is transferred from a source, through a medium, and to a detector [1]. 

Traditionally, radiometry assumes that the propagation of light can be modelled using the laws of 

geometric optics, and in practice radiometric measurements are limited to the optical (ultraviolet (UV), 

visible (VIS), and infrared (IR)) region. The International Commission on Illumination (CIE) divides 

the UV region into four regions (VUV, UV-C (200 nm – 280 nm), UV-B, and UV-A) based on the 

biological effects on microorganisms [2]. In this study we focus on the measurement of UV-C 

radiation of the EMS. The UV-C radiation is important because of its germicidal effectiveness on 

microorganisms in air and other media. 

The use of radiation in the germicidal region can help combat the spread of mycobacterium 

tuberculosis (TB) and other microorganisms in South Africa, mainly at hospital in waiting areas and 

treatment rooms. This technology is referred to as air UV germicidal irradiation (UVGI) [3]. Accurate 

measurement of the UV-C radiation emitted by UVGI lamps is very important for the safety of staff 

and patients, and South African citizens in general. 

The radiometric quantities of interest are introduced here. Radiometric quantities are usually 

wavelength dependent; the spectral quantities are radiometric quantities taken as a function of 

wavelength. The flux 𝛷 emitted by the source incident on a surface per unit area 𝑑𝐴 of that surface is 

called irradiance 𝐸. 
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 𝐸 =
𝑑𝛷

𝑑𝐴
. (1) 

The measurement of spectral irradiance (measured in W/m
2
/nm) of a lamp is performed with a 

spectroradiometer. The basic spectroradiometer consists of a monochromator, combined with a 

detector on the exit slit and an integrating sphere (IS) on the entrance slit. The measured result has an 

uncertainty associated with it, calculated using the uncertainty budget (UB). In this paper, we highlight 

some of the contributors to the uncertainty budget (UB) including the stability, orientation, and 

translation of the lamp. 

2. Measurement method. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Figure 1: The measurement setup of the spectral irradiance lamp calibrations at NMISA. The setup 

makes use of a substitution method where one lamp is measured at a time. 

The measurement setup in Figure 1 makes use of the substitution measurement method, which is a 

direct comparison with the value of a reference standard, having similar properties to the unit being 

measured (UUT) [4]. During an actual calibration, the spectral irradiance of a UUT (UV-C) is 

determined by a direct comparison with a calibrated spectral irradiance standard (QTH) lamp with 

known spectral irradiance using a spectroradiometer. During an actual calibration, the QTH standard 

lamp is measured at its respective position first and substituted with the UV-C lamp which is measured 

at a displacement position suitable for that calibration. The standard lamp is measured the second time 

to check repeatability. The measured voltage 𝑆(𝜆)𝑆𝑇𝐷 is the measured spectral output voltage of the 

standard lamp and is modeled by 

 𝑆(𝜆)𝑆𝑇𝐷 =  𝐸(𝜆)𝑆𝑇𝐷 𝑅(𝜆) ∆𝜆 𝐴. (2) 

Equation 2 can be explained as follows: 𝐸(𝜆)𝑆𝑇𝐷 is the spectral irradiance emitted by a spectral 

irradiance standard lamp incident on the IS with an aperture area 𝐴, spectrally dispersed by a 

monochromator with a spectral bandwith ∆𝜆 falling onto the photomultiplier tube (PMT) detector, and 

the spectroradiometer has spectral irradiance responsivity 𝑅(𝜆) which is a combination of IS 

throughput 𝜌(𝜆) , diffraction efficiency of monochromator gratings 𝑀(𝜆), PMT response 𝑅(𝜆)𝑃𝑀𝑇, 

and the gain 𝐺 of the amplifier (which converts the current signal from the PMT into a voltage signal). 

Similarly the spectral output voltage of the UUT 𝑆(𝜆)𝑈𝑈𝑇 is modeled by: 
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 𝑆(𝜆)𝑈𝑈𝑇 =  𝐸(𝜆)𝑈𝑈𝑇 𝑅(𝜆) 𝛥𝜆 𝐴. (3) 

where 𝑅(𝜆), ∆𝜆, and 𝐴 remain the same during calibration since 𝐸(𝜆)𝑆𝑇𝐷, 𝑆(𝜆)𝑆𝑇𝐷, and 𝑆(𝜆)𝑈𝑈𝑇 are 

known, the spectral irradiance 𝐸(𝜆)𝑈𝑈𝑇 of the UUT can be determined from equations 2 and 3 as: 

 𝐸(𝜆)𝑈𝑈𝑇 =  
𝑆(𝜆)𝑈𝑈𝑇

𝑆(𝜆)𝑆𝑇𝐷  𝐸(𝜆)𝑆𝑇𝐷 . (4) 

Equation 4 is known as the measurement equation for spectral irradiance calibration. 

The spectral irradiance of lamps is influenced by lamp stability, translation, and orientation. Each 

uncertainty contributor is evaluated using a model associated with it. The stability of lamps was 

monitored by two temperature controlled silicon (Si) photodiode at time t, and the following model 

was used: 

 𝐸(𝜆) =  
𝛷(𝑡)

𝐴
 (5). 

𝛷(𝑡) is the flux incident on the area 𝐴 of the Si photodiodes detector surfaces, and 𝐸(𝜆) is the spectral 

irradiance emitted by the lamp. The uncertainties associated with translation of lamps were quantified 

using the inverse square law of point source model as: 

 𝐸 =  
𝐼

𝑑2.  (6) 

Where 𝑑 is the distance from the lamp to the IS, 𝐼 is the lamp intensity, and 𝐸 is lamps irradiance. The 

inverse square law is valid only when the light source approximates a point source. A lamp 

approximates a point source if the distance to the lamp is at least five times greater than the largest 

dimension of the source [5]. The uncertainties in orientation of the lamps were quantified using 

𝐼 =  𝐼𝜃𝑐𝑜𝑠 𝜃 for a Lambertian distribution. 𝜃 is the angle between the optical axis and the direction of 

normal incidence for the spectroradiometer aperture. For a non Lambertian distribution, an alignment 

factor (1 − 𝛾) is determined individually for each lamp, with 𝛾 determined from the small variations 

of the direction with respect to the burning position and the direction of emittance as the average of 

repeated alignments [6] 

The spectral irradiance unit is derived from the high temperature blackbody (HTBB) radiator which 

employ’s Plank’s radiation law [7]. In the UV region, a 1000 W quartz tungsten halogen (QTH) and a 

30 W deuterium lamps are generally used as standard lamps [8,9]. The QTH lamp is the most 

commonly used transfer standard for spectral irradiance in the wavelength region 250 nm to 2500 nm 

due to their good stability and ease of use [10]. The QTH lamp used here was calibrated at a specified 

distance (500 mm in our case) while operating at a current of approximately 8.000 A. The current was 

measured with a standard resistor and DVM 3 in Figure 1 using Ohm’s law while the stability of the 

lamp was monitored by measuring the terminal voltage (normally 120 V) using DVM 2. The QTH 

lamp distance was realized with a rod cut and calibrated to this specific distance. 

The UUT is a UV-C low pressure (LP) mercury (Hg) lamp. Between the lamps and the IS, baffles 

were used to minimize stray light. The IS in front of the monochromator is used to minimize the 

polarization of the light source by a complete depolarization of lamps and is coated internally with a 

reflective material (BaSO4) that has a spatially uniform and uniformly diffuse reflectance [11], with 

the aim to combine radiant flux. The direct irradiation of the monochromator by lamps is avoided due 

to resultant variation in the irradiance distribution in the monochromator [2]. A double grating 

monochromator with a very low stray light level was used to disperse light, with a bandwidth of 4 nm. 

Before the start of measurements, the wavelength scale of the monochromator was confirmed to be 

within its calibrated uncertainty using known spectral lines from a mercury (Hg) pencil lamp. 

The spectrally dispersed light was detected by the PMT detector with a spectral response from 185 

nm – 650 nm, and a maximum response at 340 nm [12]. The PMT was powered by a high voltage of 

700 V for all measurements in this paper. A helium neon (HeNe) laser is used to align the optical 

instruments (lamps, monochromator, and baffles) on the optical rail. 
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3. Results and discussions 

The spectral output voltage stability of the QTH and the LP Hg lamps was measured with a 

spectroradiometer at 10 minutes interval after the lamps had been warmed-up. The low radiation 

output of the QTH lamp in the UV-C region, results in a low signal-to-noise ratio (SNR). As a result, 

the QTH lamp uncertainties were quantified in the visible region (441.5 nm and 450.5 nm) with the 

assumption that, the effect in orientation and translation on the output signal was the same at UV-C 

wavelengths. The LP Hg lamp however had a high output resulting in a significant signal around 251 

nm to 255 nm as expected because of the Hg peak at 253.66 nm, and the uncertainties were quantified 

at 255 nm. The output stability of the two lamps was also monitored by two temperature stabilized 

UV-enhanced Si photodiodes at 10 minute intervals, for an independent indication of lamp stability 

and the results are tabulated in Table 1. 

 

Table 1: The input electrical voltage (U) of the QTH lamp and the spectral output voltage (S) stability 

of both lamps. 

 

The symbols used in Table 1 are defined as follows: t is the time in minutes at which measurements 

were taken, 𝜎 is the standard deviation of the measurements in Table 1, and Uxi is the relative 

uncertainties in percentage calculated by dividing the 𝜎 with the average of t1, t2 and t3. U is the QTH 

lamp voltage measured in volts directly at DVM 2 in Figure 1 simultaneously with the QTH lamp 

current J measured in amperes as calculated from the voltage across DVM 3 and the standard resistor. 

Si-(Φ) is the output signal of the lamps monitored with the Si photodiodes detectors. 

The input electrical voltage stability of the QTH lamp was measured using a four wire technique 

directly from DVM 2 (Figure 1) at 10 minute intervals simultaneously with the lamp time stability 

(measured with the spectroradiometer) and the lamp output monitored with the Si photodiodes. The 

time stability of the QTH standard lamp had a calculated relative uncertainty of 0.5 % compared to 

3 % of the LP Hg UV-C lamp. The measured input electrical voltage of the QTH standard lamp on 

average was 113.27 V compared to the calibration certificate value of 113.11±0.03 V. The +0.13 V 

observed drift from the certificate value was speculated to be due to temperature effects of the DVM 2. 

The monitored lamps output of the QTH standard and LP Hg UV-C lamps with the Si photodiodes on 

average showed that the QTH standard lamp was more stable with a relative uncertainty of 0.01 % 

compared to 0.5 % of the LP Hg UV-C lamp. The Si photodiodes detectors results agreed with the 

time stability results, where the QTH standard lamp was in both cases more stable than the LP Hg UV-

C lamp as expected. 

A point source approximation was tested for both lamps (Figures 2 and 3). As expected, in both 

wavelengths (441.5 nm and 450.5 nm), the QTH lamp closely approximated a point source except for 

positions closer than 500 mm (400 mm and 300 mm). Because of the large dimensions of the LP Hg 

lamp it deviated from the point source approximation. We used the inverse square law of point sources 

Equation 6 as our model to calculate the theoretical values in Figures 2 and 3. The effect of orientation 

(or rotation around vertical axis) was measured at the calibrated positions of the lamps. The QTH lamp 

is close to symmetric; therefore, theoretically, the orientation of the QTH lamp should not have 

significant effect on the output signal. The difference in spectral output voltage (expressed as a 

percentage) produced by the lamps when displaced by 1 mm from their calibrated positions is shown 

in Table 2. 

Time [min] t1 (0 min) t2 (10 min) t3(20 min) σ Uxi [%] 

QTH voltage (U) [V] 113.29 113.27 113.24 2.56E-02 0.02 

QTH lamp current (J) [A] 8.00017 8.00022 8.00028 5.15E-05 0.001 

Si -QTH (Φ) [A] 1.5174 1.5173 1.5171 8.99E-03 0.01 

Si-LP Hg (Φ) [A] 0.0142 0.01419 0.01409 5.37E-01 0.5 
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Figure 2: The point source approximation of the 

QTH lamp at 441.5 nm and 450.5 nm. 

 Figure 3: The point source approximation of the LP 

Hg lamp at 255 nm. 

 

The 1 mm distance was chosen because with the setup at NMISA we are confident that we cannot 

make an error of more than 1 mm when positioning our lamps. Hence, only the effect in spectral 

output voltage generated by 1 mm (the worst case for each lamp) will be included in the UB. -1 mm, 

was when the lamps were moved closer to the spectroradiometer and +1 mm was further away from 

the spectroradiometer. The lamps were very sensitive to translation. For +1 mm displacement, the 

QTH lamp showed 0.1 % effect which was higher than 0.01 % for the LP Hg lamp 

  

 

 

 

Figure 4: The orientation effect of the QTH 

lamp at 441.5 nm and 450.5 nm. 

 Figure 5: The angular dependence of the LP Hg 

lamp at 255 nm. 

 

The LP Hg UV-C lamp had two lamp tubes mounted parallel to each other emitting light equally in 

all directions, but they are mounted in front of a reflector that reflects light towards the front of the 

lamp. Because of this, the LP Hg UV-C lamp was expected to have higher angular dependence than 

the QTH standard lamp. The effect of orientation of both lamps is shown graphically in Figures 4 and 

5 and the calculated relative uncertainties are summarised in Table 3. As expected the QTH standard 

lamp had a smaller angular dependence compared to the LP Hg UV-C lamp. Furthermore, the LP Hg 

UV-C lamp showed an asymmetric distribution, probably due to misaligned lamp tubes or lower 

output from one of the lamp tubes. With the spectroradiometry setup at NMISA, we are confident that 
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the lamps orientation cannot be misaligned by more than 2 °, hence, only the relative uncertainties in 

the spectral output voltage caused by a 2 ° misalignment were included in the UB for both lamps. 

 

Table 2: The translation effect of the QTH 

and LP Hg lamps. 

 Table 3: The orientation effect of the QTH and LP Hg 

lamps. 

 

Distance QTH lamp LP Hg lamp 

[mm] 450.5 nm 255 nm 

+1 -0.07 % -0.01 % 

-1 0.9 % 0.8 % 

 

 

Position QTH lamp LP Hg lamp 

[°] 450.5 nm 255 nm 

+2 0.4 % 

0.6 % 

-1.5 % 

-2 -0.8 % 

4. Conclusions and future work 

The spectral irradiance measurement setup was characterized for translation, orientation and stability. 

The QTH lamp was more stable compared to the LP Hg UV-C lamp when monitored with Si 

photodiodes detectors. Also, the QTH lamp showed a long term drift from the lamp voltage with the 

lamp current very stable at 8.0002 A ± 0.0006 A. The effect of translation had a calculated relative 

uncertainty of 0.8 % for a 1 mm displacement from the calibrated positions for both lamps. For a 

2 degrees misalignment from the optical axis, the QTH measured output signal changed by maximally 

0.6 % while the LP Hg lamp changed by 1.5 %, which indicated an expected high angular dependence. 

For future work, the deuterium lamp will also be characterized for translation, orientation, and 

stability. Due to its high spectral irradiance, the deuterium lamp is an ideal lamp to use as standard in 

the UV-C region. It will be investigated for use as a working standard or a primary standard. We will 

also test the systems temperature dependence with respect to the laboratory ambient conditions during 

measurements. 
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Abstract. External cavity diode lasers (ECDL) are commonly used in laser cooling
experiments involving rubidium atoms. The laser frequency is finely tuned by adjusting the
cavity length and the diode current. This is done by locking the ECDL to an appropriate
rubidium transition using a saturation absorption Spectroscopy (SAS) setup together with a
proportional-integral-derivative (PID) controller. In this paper, we give an overview of the
analysis and performance of the closed loop control system using theoretical and numerical
modelling as well as approaches used to create a system model.

1. Introduction
Semiconductor diode lasers, first demonstrated in laboratories more than forty years ago, have
become a crucial part of modern technology. They are widely used for telecommunication,
precise measurements, medicine, laser absorption spectroscopy and so much more. Automatic
control has also come a long way since James Watt’s centrifugal governor for the speed control
of a steam engine. It has become crucial in science and engineering systems such as missile
guidance, aircraft-piloting systems, etc. Automatic control provides a means for attaining
optimal performance of dynamic systems [1].

Laser diodes are primarily developed for applications in wavelength division multiplexing
(WDM) technology, coherent communication systems and sensing in precise measurements [2].
They are also used in atomic spectroscopy but more recently, they are used in laser cooling of
atoms. This involves the cooling of atomic and molecular samples to near absolute zero using
one or more laser fields. Doppler cooling is the most common method and is used to cool low
density gases (e.g. rubidium) down to the microkelvin range. Lasers needed for cooling need
to be precisely controlled to successfully get precise and accurate results. This is achieved by
locking the laser frequency to specific atomic transitions of the chosen gas [3].

Although laser diodes have been used in laser cooling experiments, however, very little has
been done with regards to analysis of closed loop feedback systems using external cavity laser
diodes. There has been some analysis done but there were analytical in nature and focused
only on the laser diodes [4, 5], not on the control system. [4] does provide some analysis of
laser control using saturated absorption spectroscopy but they are modelled based on laser rate
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equations. This paper discusses the performance of a closed-loop control system for locking an
external cavity diode laser.

2. System Components
Figure 1 shows a general overview of the system to be modelled. It consists of a PID controller,
an external cavity diode laser and a feedback setup in the form of a saturated absorption
spectroscopy experiment. The solid lines represent voltages and the dashed lines represents
the laser beam.

Figure 1. Overall block diagram of the laser control system

2.1. External Cavity Diode Laser (ECDL)
The ECDL primarily consists of a semiconductor diode laser cavity with reflective coatings on
one facet, the other facet being the side at which the light emerges, a collimator for coupling
the output of the diode laser and an external mode-selection filter [2]. The diode is placed in
an external cavity, the length of which is controlled using a piezoelectric device. The resonant
frequency of the cavity is given by F = cn/L, where c is the speed of light, n is an integer and
L is the cavity length.

2.2. Saturated Absorption Spectroscopy (SAS)
The feedback consists of a saturated absorption setup which acts as the sensing element of
the system. This setup produces an output signal that is proportional to the laser frequency,
depending on where this frequency is compared to a particular hyperfine response. This response
function is a Lorentzian curve. The saturated absorption spectroscopy setup is used to counteract
the thermal motion of the atoms, thus producing a true Lorentzian output. More details on
saturated absorption spectroscopy can be found in [3, 6].

When the laser frequency is scanned across the atomic transition range, we obtain a response
similar to that shown in Figure 2 and each of these peaks has a Lorentzian shape such as that
shown in Figure 3. In doppler cooling, the aim is to lock onto one of the hyperfine peaks.
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Figure 2. Hyperfine Structure of
85Rb, F = 3 to F ′ = 1, 2, 3 [7]

Figure 3. Typical Lorentzian curve

For our simulations, we use a series of Lorentzian curves to represent the feedback
characteristic of the closed loop system. We try to lock onto one side of the curve as shown in
Figure 3.

2.3. PID Controller
PID control is the most commonly used control algorithm. The coefficients: proportional,
integral, and derivative are varied to get the optimal response from a system [1]. The difference
between the setpoint value and the output of the saturated absorption spectroscopy setup (the
difference/error signal) is determined. The error signal is amplified, integrated (and sometimes
differentiated) before being fed back to the piezoelectric device.

3. Simulation Analysis
Figure 4 shows the control model of the system.

Figure 4. ECDL Frequency Control Model
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The external cavity diode laser has a piezoelectric device that behaves as a Mass-Spring-Damper
system. When a force (input voltage) u(t) is applied to the piezoelectric crystal, its atoms are
slightly displaced from their initial positions, thus creating a change in cavity length [8]. The
relationship between the displacement ∆y and the input force u(t) can be represented by the
differential equation:

ÿ(t) + 2ζωnẏ(t) + ω2
ny(t) =

ω2
n

k
u(t) (1)

where ωn is the resonant frequency, k is the stiffness of the crystal, ζ is the damping ratio
and u is the input voltage.

We rewrite the above as:

ÿ(t) +Aẏ(t) +By(t) = Cu(t) (2)

where A = 2ζωn, B = ω2
n and C =ω2

n/k.
We calculate the displacement y using two difference equations:

ẏ1 = y2; (3)

ẏ2 = Cu(t) −Ay2 −By1; (4)

where y1 = y in (2).
To solve this system, we use the Euler method as follows:

y1(n) = ∆t ∗ y2(n− 1) + y1(n− 1) (5)

y2(n) = ∆t ∗ (Cu(n− 1) −Ay2(n− 1) −By1(n− 1)) + y2(n− 1) (6)

The rate of change of displacement ∆y1(t) in the device influences changes in the cavity
length of the laser, ∆L, which in turn controls the laser frequency.

We model the saturated absorption spectroscopy curve using a series of Lorentzian curves
with each curve described by:

H =
Γ2

(ω − ω0)2 + Γ2
(7)

where Γ is the width of the absorption curve shape, ω0 is the resonant atomic transition frequency
and ω is the laser frequency. ω is this case is the Flaser as shown in Figure 4

Figure 5. Simulated Lorentzian curve
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We define the Lorentzian with results obtained from a saturated absorption spectroscopy
(SAS) experiment. The Lorentzian curve, as shown in Figure 5 represents one of the hyperfine
peaks shown in Figure 2. We choose a setpoint on the curve that corresponds to a certain laser
frequency (on the right side of the curve). We simulated our system choosing two setpoint values
0.04 and 0.06, which corresponds to 645.9 MHz and 641.5 MHz respectively as seen in Figure
5. The feedback signal is subtracted from the setpoint value to get the steady state error. The
PID block amplifies the error signal, integrates and implements differentiation, and its output
(a summation of all three coefficients) is fed back to the piezoelectric device as a voltage input,
making it a closed loop system.

4. Results and Analysis
Assuming the laser’s initial undisturbed frequency is 648 MHz, we simulate the system to check
its response to a step input from 643.5 to 645.9 MHz and 641.5 MHz respectively. The results
are shown in Figure 6.

Figure 6. Step response of system

In a spectroscopy experiment various factors may affect the stability of the laser frequency
such as the laser current, temperatures of the laser and its mount, air pressure, vibration and
so on. We simulate these external factors in the form of disturbances in Figures 7 and 8. We
first added a disturbance in the form of an impulse at a certain point in time for each setpoint
frequency and the results can be seen in Figure 7.

Figure 7. System response to impulse disturbance
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The impulse disturbance implies the system had a random external influence at a certain
point in time e.g. someone touched the laser head while the experiment was running. After
adding a impulse disturbance, we notice the model behaves as an underdamped system. It first
overshoots then settles down back to the specified setpoint (645.9 MHz and 641.5 MHz).

We also simulate external factors that may influence the laser frequency over a long period of
time (e.g. a sudden rise in temperature of the laser mount) by adding a pulse disturbance over
a chosen sample range (1000 v 2500 samples). Our results in Figure 8 show the laser frequency
is still controlled to the setpoint values despite the disturbance occurring over a long period of
samples.

Figure 8. Plots with a pulse disturbance at a specific time sample range

5. Discussion and Conclusions
Numerical analysis of the closed loop system was implemented in Matlab using model parameters
closely resembling those of the experiment. However for numerical reasons, the laser frequency
was chosen to be a lot lower.

The Simulation showed that the system is slightly underdamped, with oscillation in the
output dying within one or two oscillations. The system is capable of responding to slip changes
i.e. the output follows the input as the setpoint is varied. In the case of sudden disturbances,
the system is able to return to the initial state it was before the disturbance is applied.

More accurate representation of actual experimental parameter will be needed in the model
for comparing experimental data.
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Abstract. We report on the measurement and analysis of the magnetic sub-levels of rubidium
85 and 87 that are observed in the presence of a weak magnetic field. Included is the standard
hyperfine interaction. The experiment was performed using a saturated absorption spectroscopy
setup with a set of Helmholtz coils placed around the rubidium vapour cell in order to generate
a magnetic field. An external cavity diode laser was frequency modulated and the output split
into three beams, two weak probe beams and a strong pump beam which counter-propagates
and overlaps one of the probe beams. These beams were sent through a rubidium vapour cell
where a magnetic field was applied. The time axis of each oscilloscope capture was converted to
frequency using a calibration factor determined through previously measured values for hyperfine
peak separations. The converted spectra were fitted with Lorentzian curves to estimate energy
level separations, and the experimental and theoretical magnetic sub-level separation was plotted
as a function of the magnetic field.

1. Introduction
It has been shown that there are multiple approaches to analysing the Zeeman shift in the mag-
netic hyperfine structure of rubidium (Rb) [1, 2]. A possible application of the Zeeman effect has
been demonstrated in the investigation of low-field magnetometry [3]. These studies typically
depend on comparing experimental results with predictions that are based on the average effects
of interactions between electrons, and between electrons and the nucleus; thus, results may vary
for multi-electron atoms.

Our study looked at the energy level separation for two magnetic energy levels of 85Rb and
87Rb in the presence of a weak magnetic field. The study was limited to using linearly polarised
light, where the transitions between magnetic levels are those for which ∆mF = 0.

This study forms part of a larger experiment involving the cooling and trapping of Rb
atoms using a magneto-optical trap. Since such an experiment requires knowledge of the energy
structure of Rb and how the structure is affected by magnetic fields, investigating the Zeeman
effect served as an ideal method for gaining such knowledge.
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2. Theory
In the presence of an external magnetic field, the degeneracy associated with levels specified by
the m quantum number is removed. These magnetic levels have energies that are a function
of the magnetic field. At the hyperfine stage each level denoted by the quantum number F is
split into 2F + 1 magnetic levels denoted by mF . This magnetic hyperfine structure is shown in
Figures 1 and 2. Also shown in these figures are the transitions between F = 3 and F ′ = 4, and
F = 2 and F ′ = 3; for which ∆mF = 0, which is the special case we consider in this paper.
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Figure 1. 85Rb F = 3 to F ′ = 4
magnetic hyperfine structure. Ground states
are denoted by F , excited states are denoted
by F ′, and magnetic states are prefixed
with m. Only the transitions for linearly
polarised light are shown (solid arrows). The
dashed arrows are explained in Section 4.2.
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Figure 2. 87Rb F = 2 to F ′ = 3
magnetic hyperfine structure. Ground states
are denoted by F , excited states are denoted
by F ′, and magnetic states are prefixed
with m. Only the transitions for linearly
polarised light are shown (solid arrows). The
dashed arrows are explained in Section 4.2.

In the weak field regime, where the internal magnetic field is dominant, the orbital and spin
angular momenta remain coupled and the Hamiltonian is given by

H =
[
H ′

0 + ζ(r)~L · ~S
]

︸ ︷︷ ︸
H0

+A~I · ~J +
µB
~

(
gJ ~J + gI~I

)
· ~B︸ ︷︷ ︸

H′

(1)

where H0 is the basic atomic Hamiltonian including the spin-orbit coupling (fine structure),
H ′ represents the interaction between the nucleus and electron (hyperfine structure), and the

magnetic dipole moments of the atom interacting with an external magnetic field ~B, A is a
constant, µB is the Bohr magneton, and gJ and gI are the g-factors [4, 5].

Taking a closer look at H ′ in Equation (1),

H ′ = A~I · ~J + gJ
µB
~
~J · ~B + gI

µB
~
~I · ~B , (2)

we see the hyperfine structure energy A~I · ~J which is due to the interaction of the nuclear
spin with the magnetic field created by the orbiting electron, and two more terms which are a
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function of the external magnetic field. These two terms are the energy contributions from the
magnetic levels due to the interaction of the net orbital and spin dipole moment of the electron
with an external magnetic field, and the interaction of the nuclear spin dipole moment with an
external magnetic field. The quadrupole interaction term has been neglected in our analysis of
the magnetic hyperfine energy levels.

3. Experimental Setup
A saturated absorption setup was used to measure the hyperfine energy levels. The setup is
shown in Figure 3. It consists of a Rb vapour cell which is illuminated by a strong pump beam
that is linearly polarised by the half-wave plate (HWP) and polarising beam splitter (PBS)
combination. The pump beam is then reflected by a mirror, attenuated by a neutral density
(ND) filter, and the polarisation is rotated 90 degrees by a quarter-wave plate (QWP) before
passing back through the Rb cell. This beam now acts as a probe beam which is monitored
by a photodetector. We linearly scan the frequency of the laser to cover the range needed and
we use a Michelson interferometer to determine the separation between hyperfine levels. This
separation is then used to calibrate measurements of the magnetic hyperfine levels.

Figure 3. Saturated absorption spec-
troscopy setup with a set of Helmholtz coils
that are used to generate a uniform magnetic
field across the Rb vapour cell.
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Figure 4. Various magnetic field strengths
measured at several positions between the
Helmholtz coils. The Rb cell is in the -40 to
40 mm region.

To examine the Zeeman effect we added a set of Helmholtz coils such that the magnetic field
is perpendicular to the laser beams. The magnetic field across the Rb cell was measured for
various current settings, as shown in Figure 4. In the region of the Rb cell (-40 to 40 mm), the
field is approximately constant.

4. Results
4.1. Computational Analysis
Using the uncoupled basis |J mJ I mI〉 to diagonalise the Hamiltonian matrix H ′ described in
Section 2, we obtained the energy levels of the hyperfine magnetic sub-levels at various values
of ~B. Figures 5 and 6 show plots of the 5S1/2 and 5P3/2 energy levels of 87Rb for several values

of ~B, a similar analysis has been done for 85Rb but is not shown. The predictions agree with
those given by others [3, 4, 5].
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This computational analysis of the energy shift between magnetic levels was then compared
to our experimental analysis of Zeeman spectra acquired from a saturated absorption setup.
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Figure 5. 87Rb 5S1/2 magnetic hyperfine structure for several values of ~B. The arrows indicate
the magnetic energy levels, denoted by mF , for the F = 2 ground state.
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Figure 6. 87Rb 5P3/2 magnetic hyperfine structure for several values of ~B. The arrows indicate
the magnetic energy levels, denoted by mF ′ , for the F ′ = 3 excited state.

4.2. Experimental Analysis
In Figure 7 we show the hyperfine spectrum for 85Rb as the laser frequency is varied. This
spectrum corresponds to transitions from F = 3 to F ′ = 2, 3, 4 in Figure 1. For the Zeeman
analysis we focused on the rightmost hyperfine peak corresponding to the F = 3 to F ′ = 4
transition. The spectrum in Figure 8 corresponds to 87Rb transitions from F = 3 to F ′ = 2, 3, 4,
shown in Figure 2. Here we focused on the rightmost hyperfine peak for Zeeman analysis, this
peak corresponds to the F = 3 to F ′ = 4 transition.

Figures 9 and 10 show sequences of the splitting of the hyperfine peaks as the magnetic field
is varied. We measured the separation between these peaks and compared them with those
obtained from the computational analysis shown in Figures 5 and 6. This is shown in Figures
11 and 12. For 85Rb the measured values correspond to the difference in transition energy from
level mF = 3 to mF ′ = 3 and mF = −3 to mF ′ = −3, indicated by dashed arrows in Figure
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1. In the case of 87Rb the measured values correspond to a difference in transition energy from
level mF = 2 to mF ′ = 2 and mF = −2 to mF ′ = −2, indicated by dashed arrows in Figure 2.

100 200 300 400
Relative frequency [MHz]

P
ho

to
de

te
ct

or
 s

ig
na

l [
au

]

Absorption
Lorentzian fit

F'=4

F'=2

F'=3

Figure 7. Saturated absorption spectrum
of 85Rb showing hyperfine transitions from
5S1/2 F = 3 to 5P3/2 F

′ = 2, 3, 4.
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of 87Rb showing hyperfine transitions from
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Figure 9. Saturated absorption spectrum
of 85Rb showing the transition from 5S1/2
F = 3 to 5P3/2 F

′ = 4. As the magnetic
field is increased, 5P3/2 F

′ = 4 splits into
magnetic sub-levels, mF ′ = −3, 3.
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Figure 10. Saturated absorption spectrum
of 87Rb showing the transition from 5S1/2
F = 2 to 5P3/2 F

′ = 3. As the magnetic
field is increased, 5P3/2 F

′ = 3 splits into
magnetic sub-levels, mF ′ = −2, 2.
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Figure 11. Computational versus experi-
mental shift in frequency for the 85Rb 5S1/2
F = 3, mF = −3, 3 to 5P3/2 F

′ = 4, mF ′ =
−3, 3 magnetic hyperfine transitions. The
uncertainty of each measurement is given as
green bars.
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Figure 12. Computational versus experi-
mental shift in frequency for the 87Rb 5S1/2
F = 2, mF = −2, 2 to 5P3/2 F

′ = 3, mF ′ =
−2, 2 magnetic hyperfine transitions. The
uncertainty of each measurement is given as
green bars.

5. Summary
We have demonstrated an experimental setup for the investigation of the Zeeman effect on the
magnetic hyperfine structure of 85Rb and 87Rb. An analysis of the theoretical and experimental
data shows large variations for both 85Rb and 87Rb. The difference between theoretical and
experimental values is greater for 85Rb. This may be due to the fact that we have neglected
the quadrupole interaction in our theoretical analysis of the Zeeman effect; this interaction may
need to be considered as it is larger for 85Rb than 87Rb, due to the higher nuclear spin value.

Additionally, the theory is an approximation which considers the average effects of
interactions between electrons as well as between electrons and the nucleus, this may lead
to inconsistencies between the prediction and experiment for multi-electron atoms such as
rubidium.
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Abstract.
Dissipative features of dark matter affect its clustering properties and could lead to

observable consequences for the evolution of large–scale structure. We analyse the evolution
of cold dark matter density perturbations allowing for the possibility of bulk viscous pressure in
a causal dissipative theory. Our analysis employs a Newtonian approximation for cosmological
dynamics and the transport properties of bulk viscosity are described by the Israel–Stewart
theory. We obtain a third order evolution equation for density perturbations. For some
parameter values the density contrast can be suppressed compared to results obtained in the
ΛCDM scenario. For other values causal bulk viscous dark matter can exhibit an enhancement
of clustering.

1. Introduction
The universe evolved from a hot, dense, homogeneous initial state to its present cool, diffuse
and inhomogeneous state during a period of 13.8 billion years [1]. The origin of large scale
structure is described by the gravitational instability paradigm [2]. In its simplest form the
matter content of the universe is initially in hydrodynamic equilibrium. Density perturbations
with wavelengths larger than the Jeans scale are unstable and this mechanism is thought to
be responsible for the development of large scale structure and eventually galaxies. A universe
consisting only of baryonic matter requires more than 14 billion years to produce the observed
distribution of galaxies via the gravitational instability mechanism. Large amounts of cold dark
matter (CDM) are required to salvage the structure formation scenario. Further arguments for
the existence of dark matter follow from the rotation curves of galaxies [3], lensing by clusters
[4] and the power spectrum [1] of the cosmic microwave background (CMB). The ΛCDM model
includes a cosmological constant to account for the late time acceleration of the expansion [5].

Despite its great successes the ΛCDM model encounters some problems when addressing the
question of structure formation. Persistent discrepancies exist between dark matter N–body
simulations and observations. These include the “missing satellites” problem where simulations
overproduce the number of satellite galaxies [6] and the “core–cusp” problem where dwarf
galaxies have density profiles much flatter at the center than are predicted by simulation [7].

Proposed solutions to these problems involve including baryonic feedback [8, 9], the warm
dark matter (WDM) hypothesis [10] or extensions to general relativity i.e. modified gravity
[11, 12, 13]. Including dissipative features – such as viscosity – in CDM is another approach
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[14]. This can suppress small scale structures in comparison to the ΛCDM scenario and thus
help to alleviate the tension between theory and observation.

Several authors have included bulk viscosity in cosmological models [14, 15]. Given that dark
matter empirically doesn’t interact with normal matter (baryons and radiation), bulk viscosity is
used as a phenomenological model of possible self–interaction and consequent dissipation within
the dark fluid itself [15]. Most of the literature in this context invokes the Eckart theory [16],
where systems relax to equilibrium instantaneously. Here bulk viscous pressure perturbations
travel infinitely fast and violate causality. Even though the Israel–Stewart theory [17] represents
a physically more robust way of of modelling dissipation (it is generically stable and causal), it
is however more difficult to treat analytically.

In this paper we allow dark matter to have a bulk viscous pressure with a finite relaxation
time, τ , by using the causal Israel–Stewart transport equation. We determine the growth of
dark matter density perturbations in this model and compare our results to the ΛCDM and
Eckart models.

2. Viscous cosmology
To tackle the problem of structure formation with viscous dark matter we adopt a minimal model
where the universe is comprised solely of spatially homogeneous and isotropic dark matter. The
matter obeys Hubble’s law i.e. u = H(t)r and cosmic dynamics is governed by the Navier–Stokes
equations viz.

∂ρ

∂t
+∇ · (ρu) = 0 (1)

ρ

(
∂

∂t
+ u · ∇

)
u = −∇p−∇Π + ρ∇Φ (2)

∇2Φ = 4πGρ. (3)

Dark matter is thus modelled as a self–gravitating fluid with mass density, ρ, velocity u, pressure,
p, and bulk viscous pressure, Π. The gravitational potential, Φ, is determined by Poisson’s
equation. This Newtonian treatment is a good approximation for non–relativistic matter on
sub–horizon scales and at late times.

In the Eckart theory the bulk viscous pressure obeys the constitutive relation

Π = −ζ∇ · u (4)

where ζ is the coefficient of bulk viscosity [18] viz.

ζ = ζ0

(
ρ

ρ0

)s
. (5)

and quantities evaluated at the present time are indicated with the subscript 0. The exponent s
encapsulates our ignorance about how the dissipation due to bulk viscosity arises from possible
microscopic considerations. One only knows that, in the context of irreversible thermodynamics,
the transport coefficients for a dissipative fluid depend on a certain power of the temperature,
which in turn (due to Gibbs’ fundamental relation) depends on a power of the energy density ρ.
Hence, the most generic choice for the bulk viscosity coefficient is ζ ∝ ρs. In the absence of a
microscopic connection, the exponent s is effectively a free parameter to be fixed by observations.

In the Israel–Stewart theory the bulk viscosity obeys the more complicated transport equation

τ Π̇ + Π = −ζ∇ · u− ε

2
Πτ

[
∇ · u +

τ̇

τ
− ζ̇

ζ
− Ṫ

T

]
(6)
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where τ is the relaxation time, T the temperature and the overdot represents time derivatives in
comoving coordinates. In the Newtonian limit this operator reduces to the convective derivative
i.e. D

Dt = ∂
∂t + u · ∇.

The dimensionless bookkeeping parameter, ε, only assumes the values 0 or 1. It was artificially
introduced into Eqn. (6) as a way to later distinguish between terms arising from the full Israel–
Stewart theory (where ε = 1) and the truncated Israel–Stewart (TIS) model (where ε = 0). The
TIS model is a commonly used approximation of Eqn. (6) because, while keeping the causal
character of the full theory, it is analytically simpler. However, it has been shown [19, 20] that
the truncated version agrees with the full theory only in very specific cases. Physically speaking,
the condition for the validity of the truncation translates to a condition on the relative magnitude
between the bulk pressure and the energy density of the fluid. In a cosmological setting, and
specifically in a background (non–perturbative) analysis, the problem is that this condition
might hold in some cosmic epoch but not necessarily at all times. In general, however, it is
expected that the truncated and full theories agree in near–equilibrium situations.

A crucial difference between these two theories of dissipative phenomena is that in Israel–
Stewart theory, systems have a finite relaxation time, τ . By contrast, in Eckart theory, systems
relax instantaneously, i.e. τ = 0. This implies that bulk viscous pressure perturbations travel
infinitely fast as c2b = ζ

(ρ+p)τ . where cb is the sound speed of bulk viscous pressure perturbations.

Causality is restored in Israel–Stewart theory.
Perturbing and linearising the system (1) - (3) leads to an evolution equation for the density

contrast, δ ≡ δρ/ρ, which is valid for any pressure source viz.

δ̈ + 2Hδ̇ +

(
c2sk

2

a2
− 4πGρ

)
δ = − k2

a2ρ
δΠ. (7)

We recover the standard cosmology for inviscid pressure when δΠ = 0. For non–expanding fluids
(a = 1, H = 0) we recover the original Jeans instability criterion viz. k2 < 4πGρ

c2s
, where c2s = dp

dρ

represents the adiabatic sound speed. Including the causal, Israel–Stewart transport equation
we obtain a third order evolution equation:

Hτ a3δ′′′ +
{[

3(ε− q) + 1
]
Hτ + 1

}
a2 δ′′

+

{[
(3ε(2− q) + j − 3q − 4)− 4πGρ

H2
+ ε

k2 Π

a2H2ρ

]
Hτ + (2− q) +

k2ζ

a2Hρ

}
a δ′

+

{[
4πGρ

H2
(4− 3ε)

]
Hτ +

k2

a2H2ρ

(
(s− 1)Π− 3Hζ

)
− 4πGρ

H2

}
δ = 0 , (8)

where primes denote derivatives with respect to the scale factor. In this equation q and j are
the deceleration and jerk parameters respectively viz. q = −äaȧ−2 and j = −...

aa2ȧ−3. When
τ → 0 (or equivalently c2b → ∞) Eq.(8) reduces to Eckart’s form [15]. The non-viscous ΛCDM
case is recovered when ζ0 → 0.

3. Analysis
There are three characteristic timescales viz. (i) the expansion time te ∼ H−1, (ii) the collapse
time tc = (4πGρ)−1/2 and (iii) the relaxation time τ = (ζ0 ρ

s−1)/(c2b ρ
s
0). Since we are looking at

the matter-dominated era, te = 2/(3H) and, using the Friedmann equation, any ratio between
te and tc is constant. Ratios involving τ however are time dependent. In Eq.(8) the relaxation
time always appears in the form:

H τ =
2

3

τ

te
(9)
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Figure 1. Evolution of the density contrast, δ(a), for s = −1/2, varying c2b in TIS for k = 0.01h
Mpc−1.

The deviation between IS and Eckart theories can be characterised by τ/te. In general, when the
relaxation time is non–negligible the two theories will differ. The two theories converge when
τ/te → 0 and the condition for negligible departure from Eckart is given by

τ

te
� 1 ⇒ ζ0

c2b

√
8πG

3ρ0
a3(

1
2
−s) � 1. (10)

Once the time-independent ratio ζ0/c
2
b is fixed, this condition depends strongly on s which

appears in the exponent of the scale factor. If s < 1/2 then the condition τ/te � 1 always holds
for a � 1: IS and Eckart coincide at early times and the deviations can show up only at later
times. If s > 1/2 then τ/te � 1 holds at early times. Here significant deviation between IS
and Eckart already appears for a� 1. The critical value s = 1/2 has been reported in previous
studies of the background evolution of cosmological models eg. in [21, 22].

The density contrast evolution equation (8) can be numerically integrated and a typical
result is displayed in Figure 1. We characterise the magnitude of clustering by the amplitude
of δ at late times. The standard ΛCDM model displays the most clustering, whilst CDM with
Eckart viscosity has the most strongly suppressed clustering. CDM models with truncated
Israel-Stewart (TIS) viscosity lie between the two extremes. Our results indicate that Israel-
Stewart viscosity models could suppress clustering at late times and alleviate the structure
evolution problems. More detailed analysis can be found in [23]. For certain parameter ranges an
increase in clustering compared to the non–viscous CDM case was predicted. This is surprising
as a viscous fluid should be more resistant to clustering than an inviscid fluid. A possible
explanation for this could be that the relevant parameter ranges i.e. values of the exponent s
are unphysical. The adiabatic condition viz. DS

Dt = 0 needs to be modified to account for viscous
energy dissipation. This is a topic for future investigation.

4. Conclusion
We examined the effect of bulk viscosity on the growth of dark matter perturbations in the causal
Israel–Stewart dissipative theory. A third order evolution equation for the density contrast was
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derived and analysed both analytically and numerically.
The numerical solutions were compared to those obtained for both the standard ΛCDM

scenario as well as the non–causal Eckart theory. The deviation in behaviour of the density
contrast from the ΛCDM and Eckart models depends sensitively on the exponent s appearing in
the bulk viscosity coefficient, ζ. If s < 1/2 the IS models diverge from ΛCDM only at late times,
whilst if s > 1/2 this divergence starts to occur at much earlier times. If dark matter admits
bulk viscosity with coefficient s < 1/2 in the IS theory, the growth of structure is suppressed
at late times. This may serve to alleviate the tension between the clustering of dark matter
predicted by ΛCDM and that inferred by astronomical observations.

If s > 1/2 the IS models can exhibit greater clustering than for ΛCDM. This result is
surprising as a viscous fluid should experience greater resistance to clumping than an inviscid
fluid. We suspect that the parameter range might be unphysical and that this issue may be
addressed by examining the energy equation for the system and establishing that the fluid’s
entropy is always increasing.

As expected the Eckart models approach ΛCDM in the limit of vanishing viscosity. The IS
models however can still mimic ΛCDM even with non–zero viscosity if one chooses appropriate
values for sound speed of bulk viscous pressure perturbations, cs. Our analysis is based on a
Newtonian approximation and solving the fully relativistic problem is the subject of future work.
Other studies that merit attention are determining observational constraints on the viscosity
parameters, as well as investigating the effects of viscosity on non–linear clustering.
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Abstract. The Madala hypothesis was proposed by members of the Wits-ATLAS group to
account for several anomalies in both ATLAS and CMS data at the LHC. This hypothesis
extends the standard model through the addition of two scalar bosons and a hidden sector that
can provide a dark matter candidate. This hidden sector interacts with the standard model
only through the mediation of one of these scalars S. The couplings of S are not amenable to
investigation in current collider data and so are assumed to be Higgs-like to reduce the parameter
space of the model. Our previous work [1] has shown that these couplings can be limited via
indirect dark matter detection experiments in gamma-rays (for resonant annihilations into S).
Here we will treat the dark matter and S masses independently, and we generalise our previous
work [1] and examine what fraction of the cosmological dark matter abundance can be accounted
for by particles in the hidden sector of the Madala hypothesis dark matter when these annihilate
to standard model products via a Higgs-like S. We will also extend our gamma-ray analysis of
Madala hypothesis dark matter to include the constraints of diffuse radio data from the Coma
galaxy cluster in addition to the Fermi-LAT gamma-ray data from both this target and the
Reticulum II dwarf galaxy.

Our analysis indicates that either the Madala hypothesis cannot provide the bulk of
cosmologically relevant dark matter, or the S boson cannot be simply Higgs-like. These apply
unless the candidate particle exceeds a mass of ∼ 200 GeV. Both these scenarios may reduce
the attractiveness of the hypothesis as the second case will imply that many free parameters
must be added to describe S, greatly weakening fit significances for the model. To investigate
the full consequences of this further work will necessitate using larger astrophysical data sets to
strongly constrain details about S.

1. Introduction
The Madala hypothesis has three important constituents: a heavy Higgs-like Madala boson H,
a mediator scalar S, and a Dark Matter (DM) candidate χ. This hypothesis was put forward to
explain anomalies seen in both ATLAS [2] and CMS [3], particularly in the transverse momentum
of the Higgs boson as well as event excesses in multi-lepton final states [4, 5, 6, 7]. The scalar
mediator S is introduced to mitigate problems in quartic couplings [5], through it, χ can interact
both with H and the Standard Model (SM). Given that the run-1, preliminary run-2 [6] and the
latest run-2 releases [8], data from the Large Hadron Collider (LHC) did not remove the excesses
attributed to the Madala particles, and that it provides a candidate for the missing content of
the universe, it is worthwhile to examine the properties of the model from an astrophysical
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standpoint. We note that more recent developments in the Madala hypothesis have focussed
upon using a UV-complete extra Higgs doublet model with an additional singlet S scalar [9],
rather than the effective field theory used in [4, 5, 6, 7] which may have lead to excess lepton
production in certain scenarios [9]. There remains the potential for the S boson to couple to a
DM particle, though that is not considered yet [9]. Importantly, the phenomenology of the S
boson is not substantially impacted by the more advanced models being employed. Thus, the
results presented here will still place limits on the SM couplings of S provided it also couples to
a dark sector.

Here we can investigate the χ properties and thus those of S, which cannot be strongly
limited by current collider data [5], through methods of indirect DM detection. That is, we
can place limits on the properties of pathways from χ to the SM by predicting resulting fluxes
of gamma-rays, synchrotron and Inverse Compton (IC) emission within cosmic structures and
comparing these to known spectra/upper-limits for these target environments.

In this work we will use diffuse radio data from the Coma galaxy cluster [10] as well as
Fermi-LAT [11] gamma-ray limits on both Coma [12] and the Reticulum II dwarf galaxy [13] to
examine the consequences of the simplifying assumptions used to describe S. This being that S
has Higgs-like couplings to the SM. In order to model this we will use decay branching data for
Higgs-like particles from [14]. We will do this by determining 3σ confidence level upper-limits on
the χχ→ SM annihilation cross-section and comparing these to the canonical relic values [15].
If the derived limits rule out the allowed relic values, then it is sufficient to say that χ cannot
constitute all cosmologically relevant DM. We then take the ratio of the derived cross-section
with lower-limit of the relic band to determine the maximal allowed fraction of the cosmological
abundance of DM that can be composed of χ particles from the Madala hypothesis. Unlike our
previous work [1], where we study whether astrophysical data allow for Higgs-like S, we do not
study only the resonant case mS = 2mχ, we allow mS and mχ to be independent. We will also
extend the work from [1] by determining upper-limits on the branching ratio of S to W bosons
if χ is assumed to constitute all of DM by making use this generalised mass scenario and by
including radio data. We choose the W boson channel as it was the most promising in previous
analysis [1].

We find that, with both Coma radio and Reticulum II gamma-ray data, we can limit χ
particle DM with a Higgs-like S mediator to O(10%) of the cosmological DM abundance, and
can rule out Higgs-like couplings to W bosons for a broad range of χ masses, ∼ 10 - 250 GeV,
using both radio and gamma-ray data.

This paper is structured as follows: in Section 2 we explain our DM annihilation models
with resultant emissions and halo details discussed in 3. The results are shown and discussed in
Section 4.

2. Dark Matter Annihilation
The Madala DM χ particles annihilate to S bosons that can decay to SM particles [5]. The
annihilation cross-section found by astrophysical probes will be an effective one, from χχ→ SM.

The source function for particle i (electrons/positrons or photons) with energy E from a χχ
annihilation and subsequent S decay is taken to be

Qi(r, E) = 〈σV 〉
∑
f

dNf
i

dE
Bf

(
ρχ(r)

mχ

)2

, (1)

where r is distance from the halo centre, 〈σV 〉 is the non-relativistic velocity-averaged
annihilation cross-section, f labels the annihilation channel intermediate state with a branching

fraction Bf and differential i-particle yield
dNf

i
dE , ρχ(r) is the radial density profile of χ particles
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in the halo, and mχ is the χ mass. The f channels used will be quarks qq, electron-positron
e+e−, muons µ+µ−, τ -leptons τ+τ−, W bosons W+W−, Z bosons ZZ, and photons γγ.

The yield functions
dNf

i
dE are taken from the Pythia routines in DarkSUSY [16, 17] as well as

[18, 19] and the model independent formulation within the micrOMEGAs package [20, 21].

3. Indirect Detection in Coma and Reticulum II
For the DM-induced γ-ray production, the resulting flux calculation takes the form

Sγ(ν, z) =

∫ r

0
d3r′

Qγ(ν, z, r)

4πD2
L

, (2)

with Qγ(ν, z, r) being the source function for frequency ν and position r within the given DM
halo at redshift z, and DL is the luminosity distance to the halo. In the case of Reticulum II,
we will instead calculate the resulting gamma-ray flux based on the astrophysical J-factor:

J(∆Ω, l) =

∫
∆Ω

∫
l
ρ2(r)dl′dΩ′ , (3)

with ρ(r) being the halo density profile, the integral being extended over the line of sight l, and
∆Ω is the observed solid angle. The flux is then found to be

Sγ(ν, z) = 〈σV 〉
∑
f

dNf
i

dE
BfJ(∆Ω, l) . (4)

The halo of Reticulum II is found to have J = 2× 1019 GeV2 cm−5 [22].
For the Coma galaxy cluster, the local emissivity for the i − th emission mechanism

(synchrotron, ICS, bremsstrahlung) can then be found as a function of the electron and positron
equilibrium distributions as well as the associated power (for power functions Pi see [23, 24])

ji(ν, r, z) =

∫ Mχ

me

dE

(
dne−

dE
+
dne+

dE

)
Pi(ν,E, r, z) , (5)

where
dne−
dE is the equilibrium electron distribution from DM annihilation (see [23, 25] for details)

The flux density spectrum within a radius r is then written as

Si(ν, z) =

∫ r

0
d3r′

ji(ν, r
′, z)

4πD2
L

. (6)

In Coma we will assume the following halo data following [24]: the virial mass is given by
Mvir = 1.33 × 1015 M�, with virial concentration cvir = 10, and that the density profile is of
the Navarro-Frenk-White (NFW) form [26]. The thermal electron distribution and magnetic
field profiles are taken from the best-fit values of [27] and [28] respectively. We also use an
annihilation flux boosting factor from dense halo substructure in Coma that is ∼ 30 following
methods described in [29, 30]. We will show results both with and without this boosting factor.

Taking a spectral function Si, we can compare it to data from the Coma cluster and Reticulum
II and find 3σ confidence level exclusion limits on the value of 〈σV 〉 for the process χχ→ SM.
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4. Results and Discussion
Here we display the fraction of the cosmological DM abundance accounted for by Madala model
DM. This is derived by determining the annihilation cross-section limits placed on the decay
of Higgs-like coupled S, for a range of χ masses, by the spectra of the Coma galaxy cluster
(radio and gamma [10, 12]) and the Reticulum II dwarf galaxy gamma-ray spectrum [13]. If
this cross-section falls below the range of the canonical thermal relic value (2 - 4 ×10−26 cm3

s−1) [15] then the ratio of the derived limit and lower end of the canonical band is taken to
be the maximal fraction of DM accounted for. As the candidate model is already limited to
annihilating too slowly to constitute all of the observed present epoch abundance.
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Figure 1. Maximal cosmological DM fraction accounted for by Madala χ particles. The solid,
dashed, and dotted lines correspond to S masses 130, 160, and 200 GeV respectively. Coma
Smooth shows the case without substructure boosting. Left: gamma-ray limits. Right: limits
from Coma radio data.

In the left-hand panel of Figure 1 we show the DM fraction limits imposed on χ by the Fermi-
LAT gamma-ray data. These indicate that Coma can only constrain this fraction for mχ < 70
GeV when the substructure boosting factor is used. However, the Reticulum II spectrum places
strong limits that force χ to provide < 40% of the DM abundance while mχ ≤ 100 GeV. These
limits become weaker as the χ mass increases because the upper-limits in Reticulum II rise as a
power-law for higher frequencies and the peak of DM-induced spectrum shifts with mχ.

In the right-hand panel of Fig. 1 we see that the radio limits are significant provided a boost
factor of O(10) from substructure is assumed. Since this is conservative within the literature,
and based on robust halo simulations [29], it is not an undue assumption in a structure as large as
the Coma cluster. The limits in this case are very similar to those from Reticulum II. However,
they become stronger for larger mS , due to fact that the harder resulting spectra conflict with
the spectral profile of diffuse radio emissions in Coma (due to increased W boson production at
larger mS).

For a very general analysis of the Madala hypothesis DM candidate, under the same
simplifying assumptions used to limit the space of free-parameters in the model [5] (that S
is Higgs-like), we have shown that current data from the Reticulum II dwarf galaxy and the
Coma galaxy cluster is sufficient to limit the possible abundance of Madala-associated DM
particles to O(10%) if mχ ≤ 100 GeV. This expands on previous work [1] showing that it may
be possible to use gamma-ray data to place limits on the couplings of S to the standard model,
and possibly even rule-out a Higgs-like S if Madala DM is to constitute the entire cosmological
abundance. Here we have also removed some of less general assumptions from the prior work
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(that only resonant S production was considered).
Using the same modelling techniques as applied here, we will be able to generalise the analysis

of [1] to also allow the χ and S masses to be independent, opening a much broader capacity to
constrain the couplings of S to the SM. This is in addition to the inclusion of radio data, which
is shown to have similar independent constraining power to that of the previously employed
gamma-ray data. We demonstrate this generalisation below in Figure 2. This displays the 3σ
confidence level limits on the branching ratio of S toW bosons from both gamma-rays (left panel)
and radio data (right panel) when thermal relic annihilation cross-sections are assumed [15]. This
is displayed as a ratio of the branching ratio to that of bh the required fraction for a Higgs-like
particle of mass mS [14]. We see that the conclusion of [1] is not substantially weakened by this
generalisation, with evidence limiting the possibility of a Higgs-like S boson coming from both
Reticulum II gamma-ray data and Coma diffuse radio data while mχ . 250 GeV.
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Figure 2. Upper-limits at 95% confidence level for the branching fraction into W+W−

compared to that required for Higgs-like couplings at a given mS when χ provides all DM.
Shaded areas cover the thermal relic band region 2− 4× 10−26 cm3 s−1 [15]. Left: gamma-ray
limits with Coma in solid and Reticulum II in dashed. Right: limits from Coma radio data.

By bringing the viability of the simplifying Higgs-like assumption into question we can see
that either many more free parameters must be added to the Madala model, which will require
further astrophysical data to constrain accurately and may lower the significance of existing fits
to excesses, or the χ particle of the Madala hypothesis must take a back seat as a candidate
to explain all of DM. Both of these scenarios may well serve to weaken the attractiveness of
the proposed Madala model. However, a final possibility is that the hidden sector particle χ is
of large mass, > 200 GeV, limiting its ability to be put forward as an explanation in scenarios
like the galactic centre gamma-ray excess [31] as well as its detectability in collider experiments.
This work remains especially relevant due to the persistence of the motivating LHC excesses
into run-2 data [8].
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Abstract. Long duration Gamma-Ray Bursts (GRBs) may serve as new standard candles to
constrain cosmological parameters by probing the Hubble diagram well beyond the range of
redshift currently accessible using type-Ia supernovae. The standardization of GRBs is based
on relations which correlate two or more parameters, found from gamma-ray spectral modelling,
of which one is strongly dependent on the cosmological model. Amati relation, in particular, is
between the source rest frame energy (Ei,p) at which the prompt gamma-ray spectral energy
distribution peaks and the isotropic-equivalent bolometric energy (Eiso). We have selected a
sample of 23 long GRBs (LGRBs) and 2 short GRBs (SGRBs) with known redshifts, which
have been detected by the Fermi GBM and LAT instruments in eight years of operations, from
July 2008 to December 2016. We have derived Ei,p and Eiso for these LGRBs and SGRBs
using the GBM and LAT data in joint spectral fits, often requiring multiple components, thus
extending the computation of Eiso to the GeV range. Our results show that LGRBs detected
by the Fermi-LAT with significant GeV emission are consistent with the Amati relation. These
results further enhance the possibility to use the GRBs as cosmological standard candles.

1. Introduction
Gamma-ray bursts (GRBs) are energetic astronomical events that can be observed from redshift
(z) up to∼ 9.4 [1]. High redshift GRBs may be used for gathering information of the cosmological
evolution of the universe, which has been difficult to retrieve by other cosmological probes.
According to observations, the GRBs can be classified as either long GRBs (LGRBs) lasting for
more than 2 seconds or short GRBs (SGRBs) lasting for less than or equal to 2 seconds [2]. The
limit between the diverse population of SGRBs and LGRBs are inferred through the observed
durations T90 (i.e. the time to accumulate between 5% and 95% of the total counts in the
burst). The LGRBs are perceived as a highly promising tool to probe the process of cosmological
parameters, like the Type Ia Supernova (SNe Ia) [4]. The high-energy emission of LGRBs has
been studied with the Energetic Gamma-Ray Experiment Telescope (EGRET) that covers the
energy range from 30 MeV to 30 GeV [5]. Since 2008 the Fermi -Large Area Telescope (LAT)
opened a new era for the study of high energy emission from GRBs [3] that detected more than
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135 GRBs until July 2017. The two Fermi telescopes, the GRB Monitor (GBM) [6] and LAT [7],
span an energy band from 8 keV to above 300 GeV. The GBM comprises of 12 Sodium Iodide
(NaI) devices covering energies from 8 keV to 1 MeV and a pair of Bismuth Germanate (BGO)
detectors (b0 and b1) covering energies from 200 keV to 40 MeV. Observations of the GRB
prompt emission led to several phenomenological correlations among the emission properties.
One of the most studied one is the Amati relation [8] that correlates the isotropic radiated
energy (Eiso) in the 1-104 keV energy band and the photon energy of the νFν spectrum, both
computed in the GRB rest frame. Many studies have been performed to test this correlation
using various samples of LGRBs, collected from different gamma-ray telescopes [9, 10, 11, 12].
The results from those studies show that the Ei,p − Eiso correlation may be used as a redshift
estimator for GRBs [13] to constrain the cosmological parameters.

Since the spectra of GRBs detected by the Fermi-LAT/GBM extend up to a few tens of GeV
in the cosmological rest-frame, the commonly adopted Eiso computation in the 1 keV - 10 MeV
band is rather narrow, thus biasing the correlation. The samples of LGRBs used to compute the
correlation were also collected from the telescopes with narrow energy bands with the peak of
the spectrum outside the observed energy window [14]. Therefore, the joint Fermi GBM-LAT
sample is valued for the correlation study by providing extended energy coverage to characterize
a peak energy as well as validate the Eiso integrated over the energy range from 1 keV to 100
MeV. In this study, we assess a sample of 23 Fermi LGRBs and 2 SGRBs observed up to the
LAT energy range until December 2016. For these data, the correlation between Ei,p and Eiso
in the cosmological rest frame have been studied.

Figure 1. The redshift distributions of GRBs used by Amati et al. 2008 (A2008) [10], Demianski
et al. 2016 (D2016) [15], Fermi LGRBs (magenta hatch) and Fermi SGRBs (green hatch). The
list of Fermi LGRBs and SGRBs with redshift are given in Table 2.

2. Sample and data analysis
We conduct our analysis on the Fermi sample of 23 LGRBs and 2 short GRBs with identified
redshift z. Their redshifts are derived from photometric or optical spectroscopy or calculated
theoretically (i.e. estimate a redshift of ∼1.55 for GRB 131014A [16]) covering the time period
until December 2016. For GRB 110721A, the possibility that the object is an early-type galaxy
at z = 3.512 has been considered (E. Berger GCN 12193, 2011). We use data from the GBM NaI
detectors that have source angles less than 50 degrees, the data of BGO detector closer to the
source and the LAT data. In order to subtract the GBM background spectrum for the spectral
analysis, we have defined two background intervals before and after the prompt emission for each
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energy channel. For each emission episode, we fit the spectrum with a second-order polynomial
function to a user-defined background and interpolate this fit across the source interval. We
have used the standard 128 energy bins of the CSPEC data-type, for NaI using the channels
from ∼8 keV to ∼900 keV cutting out the over-flow high energy channels (corresponding to the
Iodine K-edge from ∼30 ∼40 keV, see [6]). For BGO, we have used data from ∼220 keV to ∼40
MeV and ∼210 keV to ∼40 MeV for b1 and b0, respectively. For the LAT analysis, we have
used the pass-8 data with Transient class events (Transient20E) by selecting them from within
a 10-degrees radius of interest. The data is binned in 30 logarithmically spaced energy steps
between 30 MeV and 300 GeV. Since, we consider energies below 100 MeV, the gtlike tool
was used for the binned maximum-likelihood analysis of the data which offers the possibility to
account for correcting the energy dispersion effect. We derive the observed spectrum and the
detector response matrix using the Fermi Science Tools gtbin and gtrspgen. To produce a
background spectrum file, the background estimation tool gtbkg was used.

For the spectral analysis, we have considered different functions because of the variety of
spectral models that constrain the emission for the T90 duration as reported in Table 1. The
fits are composed of three main components: (a) Band model (Band) [17], which smoothly
connects two power laws joined by an exponential cutoff, (b) the low energy power law with an
exponential high energy cutoff, so called Comptonized (Comp), and (c) the smoothly broken
power-law (SBPL) [18]. We have also considered additional components in our spectral fits [19]:
(I) the power law (PL) dN/dE(E|A,α1) = A(E/100 keV )α1 , where α1 is the photon index, and
(II) the Black Body model (BB) dN/dE(E|A, kT ) = AE2/(exp(E/kT )− 1), where kT is the
thermal temperature.

Table 1. The GRB names, triggers and the spectral fit parameters for 25 Fermi GRBs
GRB name Triggers Model T05 − T95 α or γ β Ep or E0 kT α1 C-Stat/dof(∗)

GRB 160625B n7+n9+b1+LAT Band+BB+PL 188.45-650.54 -0.40 ± 0.06 -2.70 ± 0.02 642.92 ± 15.48 27.94 ± 1.09 -2.16 ± 0.04 1462.9/354
GRB 160521B n6+n7+n8+b1+LAT Band 0.32-3.14 -0.48 ± 0.03 -2.62 ± 0.06 161.62 ± 4.16 547.15/468
GRB 160509A n0+n1+n3+b0+LAT Band+ 7.68-379.4 -0.87 ± 0.08 -5.16 ± 0.49 8591.48 ± 68.27

Comp+PL -0.79 ± 0.04 317.14 ± 16.60 -1.76 ± 0.10 1741.9/474
GRB 150514A n3+n6+n7+b0+LAT Band 0.00-10.8 -1.45 ± 0.08 -2.33 ± 0.05 76.28 ± 8.26 590.57/472
GRB 150403A n3+n4+b0+LLE Band+BB 3.33-25.60 -1.02 ± 0.02 -2.95 ± 0.10 793.63 ± 52.55 33.30 ± 1.58 524.75/358
GRB 150314A n0+na+n1+n9+b1+LAT Band 0.6-11.29 -0.63 ± 0.01 -3.02 ± 0.10 357.38 ± 4.78 1333.0/588
GRB 141028A n6+n7+n9+b1+LAT Band 6.66-38.16 -0.91 ± 0.02 -2.37 ± 0.02 396.45 ± 15.29 691.79/473
GRB 140619B n1+n9+b1+LAT SBPL 0.00-1.41 -0.46 ± 0.21 -2.28 ± 0.07 1428.7 ± 306.7 416.86/362
GRB 131231A n0+n3+n7+b0+LAT Band 13.31-44.31 -1.23 ± 0.01 -2.65 ± 0.03 225.17 ± 3.02 1665.0/476
GRB 131108A n0+n3+n6+n7+b0+b1+LAT SBPL 0.32 - 19.32 -0.99 ± 0.02 -2.23 ± 0.01 205.32 ± 6.91 950.58/716
GRB 131014A n9+na+nb+b1+LAT Band+BB 0.96-4.16 -0.40 ± 0.01 -2.85 ± 0.03 418.39 ± 6.99 33.53 ± 0.85 791.75/469
GRB 130518A n3+n6+n7+b0+b1+LAT Band 9.9-57.9 -0.89 ± 0.01 -2.71 ± 0.03 458.85 ± 9.22 1357.1/592
GRB 130427A n6+n9+na+b1+LAT Band+PL 11.23-142.34 -1.41 ± 0.01 -2.27 ± 0.01 219.61 ± 4.38 -1.22 ±0.21 2105.1/488
GRB 120624B n1+n2+na+b0+b1+LAT SBPL -258.05-13.31 -1.04 ± 0.01 -2.78 ± 0.04 379.49 ± 8.15 2015.7/588
GRB 110731A n0+n1+n6+n7+n9+b0+b1+LAT Band+PL 0 - 7.3 -0.24 ± 0.10 -2.43 ± 0.08 260.70 ± 11.12 -1.95 ± 0.04 1277.9/826
GRB 110721A n6+n7+n9+b1+LAT Band 0.45 - 24.9 -1.12 ± 0.01 -2.60 ± 0.03 780.87 ± 43.32 666.74/473
GRB 100414A n7+n9+n11+b1+LAT Band 2.0 - 28.4 -0.50 ± 0.02 -2.91 ± 0.06 578.89 ± 11.69 750.82/469
GRB 091208B n10+n9+b1+LAT Band 0.26 - 15.26 -1.29 ± 0.07 -2.53 ± 0.12 98.22 ± 9.74 422.09/351
GRB 091003A n0+n3+n6+b0+b1+LAT Band 1.09 - 22.19 -1.08 ± 0.01 -2.79 ± 0.05 452.21 ± 17.44 674.54/600
GRB 090926A n6+n7+n8+b1+LAT SBPL 2.05-22.05 -0.90 ± 0.01 -2.27 ± 0.01 171.50 ± 2.36 945.02/478
GRB 090902B n0+n2+n9+b0+b1+LAT Band+PL 0-22 -0.53 ± 0.01 -4.14 ± 0.28 760.66 ± 7.69 -1.92 ± 0.01 1320.6/601
GRB 090510 n3+n6+n7+n9+b0+b1+LAT SPBL 0.002: 1.744 -0.86 ± 0.03 -2.26 ± 0.03 1873.00 ± 212.70 788.82/720
GRB 090328 n7+n8+b1+LAT Band 4.67-61.67 -1.04 ± 0.02 -2.37 ± 0.04 703.75 ± 47.16 769.08/360
GRB 090323 n6+n7+n9+n11+b1+LAT SBPL -1.0 - 173 -1.29 ± 0.01 -2.50 ± 0.02 399.44 ± 17.17 1558.6/597
GRB 080916C n3+n4+b0+LAT SBPL 0 - 66 -1.11 ± 0.01 -2.20 ± 0.01 270.46 ± 12.20 579.20/364

Notes. α and β are the lower and higher photon indices for Band and SBPL functions, respectively. E0 is the SBPL
e-folding energy in keV. γ is the photon index of Comp. Ep is the Band or Comp peak energy in keV. C-Stat/dof(∗) is the
ratio of the value of the C-stat resulting from the fit and the associated degrees of freedom (dof)−This results cannot be
used to estimate goodness of fit nevertheless compare to C-stat for models.

3. Testing the Ei,p − Eiso correlation for the bright Fermi GRBs
To measure the fitting parameters generated by the rmfit package and uncertainty on those
parameters, we use Monte Carlo simulations by assuming the parameters follow a multivariate
Gaussian function. Using the covariance matrix obtained from the spectral fit, 10,000 sets
of random values were generated for the parameters and the most probable value of the final
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distribution with 68.27% confidence interval was selected. These results are reported in Tables
1 and 2. The Eiso and Ei,p are also chosen as the most probable values of the final distributions,
and errors derived from the 1σ confidence interval around these values are reported in Table 2.

Table 2. Analysis of Ei,p and Eiso in the GRB rest-frame

GRB name z Ei,p (keV) E+
iso (erg) E++

iso (erg)

GRB 160625B 1.406a 1546.86 ± 37.25 (4.35 ± 0.06)×1054 (4.94 ± 0.07)×1054

GRB 160521B z > 2.5b 565.67 ± 14.55 (1.71 ± 0.03)×1053 (1.85 ± 0.06)×1053

GRB 160509A 1.17c 19334.10 ± 652.25 (1.83 ± 0.05)×1054 (3.65 ± 0.14)×1054

GRB 150514A 0.807d 137.84 ± 14.93 (1.26 ± 0.05)×1052 (1.37 ± 0.07)×1052

GRB 150403A 2.06e 2428.51 ± 160.80 (8.52 ± 0.18) ×1053 (9.53 ± 0.27)×1053

GRB 150314A 1.758f 985.66 ± 13.20 (7.27 ± 0.10)×1053 (7.60 ± 0.17)×1053

GRB 141028A 2.33g 1320.18 ± 50.90 (6.40 ± 0.07)×1053 (7.98 ± 0.12)×1053

GRB 140619B 2.67±0.37h 5192.46 ± 1210.86 (4.38 ± 1.12)×1052 (8.03 ± 2.37)×1052

GRB 131231A 0.6439i 370.15 ± 4.97 (1.92 ± 0.01)×1053 (2.01 ± 0.02)×1053

GRB 131108A 2.40j 1163.20 ± 28.54 (1.14 ± 0.04)×1054 (1.53 ± 0.05)×1054

GRB 131014A ∼1.55k 1066.90 ± 17.83 (1.14 ± 0.01)×1054 (1.22 ± 0.01)×1054

GRB 130518A 2.49l 1601.40 ± 32.19 (1.67 ± 0.02)×1054 (1.89 ± 0.02)×1054

GRB 130427A 0.3399m 294.25 ± 5.86 (9.29 ± 0.06)×1052 (1.06 ± 0.01)×1053

GRB 120624B 0.57 ± 0.07n 595.02 ± 20.37 (1.85 ± 2.74)×1053 (1.96 ± 2.94)×1053

GRB 110731A 2.83o 998.47 ± 42.59 (4.86 ± 0.11)×1053 (5.98 ± 0.23)×1053

GRB 110721A 3.512p 3523.30 ± 195.47 (1.39 ± 0.03)×1054 (1.79 ± 0.04)×1054

GRB 100414A 1.368q 1370.82 ± 27.68 (5.87 ± 0.08)×1053 (6.35 ± 0.12)×1053

GRB 091208B 1.063r 202.63 ± 20.10 (2.26 ± 0.12)×1052 (2.37 ± 0.17)×1052

GRB 091003A 0.8969s 857.81 ± 33.08 (9.58 ± 0.16)×1052 (1.02 ± 0.02)×1053

GRB 090926A 2.1062t 861.41 ± 8.52 (1.95 ± 0.01)×1054 (2.50 ± 0.02)×1054

GRB 090902B 1.822u 2146.57 ± 21.71 (3.29 ± 0.02)×1054 (3.49 ± 0.03)×1054

GRB 090510 0.903v 5927.47 ± 459.00 (3.69 ± 1.45)×1051 (6.75 ± 3.23)×1051

GRB 090328 0.736w 1221.71 ± 81.87 (1.16 ± 0.03)×1053 (1.42 ± 0.05)×1053

GRB 090323 3.57x 2060.23 ± 138.07 (4.30 ± 0.10)×1054 (5.35 ± 0.17)×1054

GRB 080916C 4.35 ± 0.15y 2434.39 ± 108.43 (3.57 ± 0.14)×1054 (5.33 ± 0.19)×1054

Notes. E+
iso and E++

iso are computed in the 1 − 104 keV and 1 − 105 keV energy range of cosmological rest frame by
assuming a standard ΛCDM cosmology with H0 = 69.6 km s−1 Mpc−1 , Ωm = 0.286 and ΩΛ = 0.714, respectively.
References for the redshift: (a) Xu et al. GCN 19600 (2016); D’Elia et al. GCN 19601 ( 2016), (b) Ruffini et al. GCN
19456 (2016), (c) Tanvir et al. GCN 19419 (2016), (d) de Ugarte Postigo et al. GCN 17822 (2015), (e) Pugliese et al. GCN
17672 (2015); Golenetskii et al. GCN 17677 (2015), (f) de Ugarte Postigo et al. GCN 17583 (2015); Golenetskii et al.
GCN 17587 (2015), (g) Xu et al. GCN 16983 (2014), (h) Ruffini et al. ApJ 808 190 (2015), (i) Xu et al. GCN 15645
(2013); Cucchiaras GCN 15652 (2013), (j) de Ugarte Postigo et al. GCN 15470 (2013); Golenetskii et al. GCN 15480
(2013), (k) Guiriec et al. (2015), (l) Snchez-Ramrez et al. GCN 14685 (2013); Cucchiara et al. GCN 14687 (2013), (m) Xu
et al. 776 98 (2013), (n) de Ugarte Postigo et al. GCN 13395 (2012), (o) Tanvir et al. GCN 12225 (2011), (p) Berger GCN
12193 (2011); Grupe et al. GCN 12212 (2011), (q) Cucchiara and Fox GCN 10606 (2010), (r) Wiersema et al. GCN 10263
(2009), (s) Cucchiara et al. GCN 10031 (2009), (t) Malesani et al. GCN 9942 (2009); Cenko et al. GCN 10049 (2009), (u)
Cucchiara et al. GCN 9873 (2009), (v) Rau et al. GCN 9353 (2009); Ackermann et al. (2010), (w) Cenko et al. GCN 9053
(2009), (x) Chornock et al. GCN 9028 (2009), and (y) Greiner et al. A&A 498 89 (2009).

The Amati relation between Eiso and Ei,p can be parametrized as follows:

log
Ei,p
erg

= k +m log
Eiso
keV

, (1)

where k and m are the intercept and slope of this linear equation. For notation, we define

x = log Eiso
erg and y = log

Ei,p

keV , and fit the correlated data {xi, yi} with uncertainties {σxi, σyj},
to the linear relation y = k + mx. Following the description of Wang et al. (2015) [20], the
parameter y should not only depend on x, but also depend on an extrinsic variance (σext) to
quantify the hidden cosmological parameters in Eiso through the luminosity distance (dL). The
optimal parameters (k, m and σext) can be obtained by minimizing the chi-square function

χ2 =
∑N−1

i=0 (yi − k −mxi)2/(σ2
yi +m2σ2

xi + σ2
ext), where N is the number of GRBs, such that

the reduced χ2 = 1 [20]. This method gives a value for the parameter σext to quantify the
extrinsic error. The correlations coefficient for both energy range 1 - 104 keV and 1 - 105 keV
corresponding to the 22 Fermi LGRBs are ρsp = 0.79 and ρsp = 0.80, respectively, which are
very significant (see Table 3, column 4).
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Figure 2. The Amati relation in the Ei,p - Eiso plane. All the fitting lines are plotted over the
data points when the reduced χ2 is unity. In panel a) the magenta and cyan lines represent the
fits to the Fermi LGRBs data with Eiso computed for (1 keV -10 MeV) and (1 keV - 100 MeV),
respectively. In panel b) the green line depict the fit to the joint A2008 and Fermi LGRBs data,
the black line show the A2008 fit and black dashed lines are the 2σ scatter limits of Ei,p - Eiso
correlation [10]. In panel c) the black line shows the fit to the joint D2016 and Fermi LGRBs
(1 keV - 10 MeV) data. The fit parameters are reported in Table 3.

Table 3. The results of the Ei,p - Eiso correlation fitting data when the reduced χ2 is unity.

Figure Reference N ρsp m k σext

a Fermi LGRBs (1 keV - 10 MeV) 22 0.79 0.434 ± 0.071 178.858 ± 54.18 0.197 ± 0.022
Fermi LGRBs (1 keV - 100 MeV) 22 0.80 0.420 ± 0.066 176.932 ± 53.105 0.194 ± 0.021

b Fermi LGRBs + A2008 92 0.88 0.529 ± 0.027 112.790 ± 10.305 0.194 ± 0.027
c Fermi LGRBs + D2016 184 0.87 0.513 ± 0.023 113.800 ± 8.125 0.205 ± 0.016

We have also estimated the free parameters (k, m and σext) by using the combined Fermi
LGRBs, A2008 and D2016 data sets. As an example, by using the reduced χ2 for 22 Fermi
LGRB data (Eiso computed in 1 keV - 10 MeV), the estimated value of k, m and σext are
∼181.628, ∼0.430 and ∼0.26, respectively. When the reduced χ2 is ∼ 1, the parameters k and
σext are reduced to 178.858 and 0.197, respectively. In Fig. 2a), we find SGRBs 140619B and
090510 as clear outliers of the correlations in the Ei,p − Eiso plane. Long GRB 160509A is also
considered as outlier due to the effect of joint spectral fitting by the Band and Comp functions.
The peak energy obtained from this model [21] is higher in the Ei,p - Eiso plane, but the effect on
Eiso is insignificant. If we fit the data in Fig. 2b with a simple power law, we find an index ∼0.53
and a normalization ∼112, consistent with the results of previous analysis (e.g. Amati 2002).
The best power law fit of the joint Fermi LGRBs (1 keV - 10 MeV) and D2016 data shown in
Fig. 2c gives the index ∼0.51 and normalization ∼ 114 with the very significant Spearman’s
correlation coefficient ρsp = 0.87.
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4. Conclusion
We have reported the correlation of Ei,p and Eiso in the source rest frame for the GRBs with
very high energy emission detected by the Fermi/LAT-GBM with known redshift. The spectral
analysis has been performed using uniform time duration T90 and homogenous energy range
selection. Using the parameters found from gamma-ray spectral modelling, Ei,p and Eiso are
computed which are strongly dependent on the cosmological model. The linear case with errors
on both Ei,p and Eiso axis, and extrinsic variance of the data has been shown, giving the
χ2 formula. The best-fit value of the parameter m is in the range 0.425-0.529, which can be
compared to m = 0.434-0.513 obtained in all samples when the reduced χ2 approaches to unity.
Our results show that the Fermi LGRB emission, detected by LAT up to 10 MeV and 100 MeV,
further provide a significant contribution to the study on the reliability of the Amati relation.
In addition, we also found that LGRBs in the Ei,p − Eiso plane follow similar correlation as
measured using other instruments and short GRBs do not follow this correlation. Finally, the
extremely energetic long GRB 080916C and GRB 090323 with significant GeV emission detected
by the Fermi -LAT further confirm and extend the Amati relation with very high isotropic
radiated energy (5.33 ± 0.19)×1054 erg and (5.35 ± 0.17)×1054 erg in the energy range 1 - 105

keV. We deduce that the Fermi -LAT/GBM GRBs with high energy emission are consistent with
the Amati relation and could be used as effective cosmological standard candles.
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Abstract. The upcoming neutral hydrogen (Hi) blind SKA-precursor surveys like Fornax
and LADUMA, will produce extremely large volumes of spectral data cubes. Fully automated
source-finding and parametrization algorithms will prove more efficient than visual examination
methods. Such algorithms have been developed and rigorously tested on simulated Hi data
cubes. Their performance is not fully known when it comes to spectral cubes with true Hi
line emission. In this paper, we present preliminary results on the comparison of three galaxy
identification methods (i.e. visual, semi-automated and fully automated). For these tests,
the Westerbork Synthesis Radio Telescope (WSRT) Perseus-Pisces (PP) Hi data cube is used.
Visually, we detected 194 galaxy candidates, of which 90.2% have semi-automated cross-matches.
We also present preliminary results from the initial run of SoFiA applied on 44.4% of the data
cube. The final outcome, after the full comprehensive analysis is finalised, will be fed back to
pipeline developers for possible optimization.

1. Introduction
An in-depth study of the neutral hydrogen content of the universe is of paramount importance for
understanding star-formation, gas and galaxy evolution. As a result various Hi surveys are planned
for the Square Kilometre Array (SKA) precursors MeerKAT, APERTIF and ASKAP (e.g. LADUMA [1],
Fornax Hi survey [2], Northern sky Hi shallow survey [3] and WALLABY [4]). These surveys will produce
large quantities of Hi data cubes containing up to hundreds of thousands galaxies. Hence the traditional
method of galaxy identification through visual inspection will prove cumbersome. An Hi data cube is a
three-dimensional representation of Hi-line emission where two of the axes are spatial positions (e.g. RA
and Dec) and the third one is frequency (i.e. the velocity of the Hi emission).

In preparation for this big data epoch, a handful of fully-automated source-finding and parametrization
software have been developed. These software are based on advanced source-finding algorithms like
the Characterised Noise Hi (cnhi) source-finder [5]; 2d-1d Wavelet Reconstruction source-finder [6];
the Smooth Plus Clip (s + c) source-finder [7] and the standard source-finder for the Australian SKA
pathfinder (ASKAP), duchamp [8].
In 2012, Popping et al. [9] tested three of the aforementioned source-finding algorithms. Their focus was
on testing the reliability and completeness of each algorithm. The tests were conducted on two different
3D spectral data cubes, which contained simulated Hi sources and continuum sources, respectively. In
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parallel the same group tested duchamp on a data cube containing real sources [10]. These studies
partially led to the development of a more advanced and flexible fully-automated software known as
the Source-Finding Application (SoFiA) [11]. SoFiA’s primary objective is to search a spectral cube
and identify sources, then extract Hi parameters. It is the first software that combines three different
source-finding algorithms (i.e. cnhi, s + c and the basic threshold source-finder). SoFiA uses negative
detections to quantify source reliability [7]. It also uses busy functions [?] to describe Hi global profiles
of the detected sources [12].
In this paper, we present preliminary results of a comparison of three different source-finding methods,
namely visual inspection, semi-automated and fully automated. Fully automated software like SoFiA
and its predecessors are ideal for bigger surveys. They can process large amounts of data in relatively
short time frames. They also utilize recent statistical methods to quantify reliability. Knowing how
these fully automated software tools compare to visual inspection on large spectral data cubes is critical.
For smaller surveys (hundreds of sources) a combination of automated and Visual identification methods
might produce complete and reliable results. Hence we also explore semi-automated source identification
methods.

2. Hi data cube
The data cube used in this paper is the Perseus-Pisces Supercluster (PP) hexagonal mosaic covering
9.6 sq.deg. It was observed in 2012 with the Westerbork Synthesis Radio Telescope (WSRT) in the
Netherlands. The data cube is composed of 35 pointings and each is separated by 0.5 deg. Each pointing
has a total integration time of 2 × 6 hours. The total effective bandwidth of the volume surveyed is 67
MHz. It covers a Doppler-shifted velocity range of cz = 2400 − 16600 km s−1. The data cube has rms
noise of 0.4 mJy.

3. Methodology
3.1. Visual inspection: Galaxy identification and parametrization
We intended to produce a reliable WSRT ZoA1 PP source catalogue by visual search. We achieved this by
having three authors search 4 out of 9 subcubes spanning the entire velocity range of 2400−16600 km s−1,
using a visualisation tool (kvis) from karma [13] . Each searcher compiled a candidate list. All three lists
were handed to one author who acts as an adjudicator, to produce a final candidate list. In addition the
adjudicator searched the rest of the subcubes. The Hi parametrization was carried out using a specialized
python script and mbspect module from miriad [14]. For each candidate a corresponding sub-volume
was extracted, from which the weighted emission sum along the spectral line was calculated. Each
resulting one-dimensional spectrum was visualised and a lower-order polynomial was fit to the channels
without Hi emission and subtracted. The integrated flux density (Sint) and the peak flux (Speak) were
calculated across the channels with line emission. The systemic velocity (Vsys = cz) was taken as the
average of velocities corresponding to 50% of the peak flux from the line profile. Linewidths at 20% and
50% level of the peak flux density (ω

20
and ω

50
) were calculated using a width-maximiser method from

mbspect. For each detection a zeroth moment (M0) map was produced by collapsing the subcube along
the spectral axis. Another miriad module (i.e. imsad) was used to fit a Gaussian to the histogram of the
M0 in order to get a flux-weighted centroid of the detected candidate.

3.2. Semi-automated source identification
In 2016, Ramatsoko et al. [15] published a source catalogue of the WSRT ZoA PP data cube. Here, we
present the summary of the galaxy identification procedure they used (for details, see [15]). They first
corrected for spatial noise variation by multiplying the cube by an inverse square weighted noise (σ−2)
in each of the 35 pointings. The original cube of spatial resolution (2300 × 1600) was smoothed up to
(3000 × 3000). The resulting cube was then smoothed in velocity to four different resolutions, namely:
Hanning smoothing (16.5 km s−1) and a Gaussian smoothing kernel corresponding to four, six and eight
channels (i.e. 33, 49.5 and 66 km s−1). They ran the Groningen Image Processing System (gips) software
on all eight different angular and spectral resolution combinations. A detection was accepted if it met

1 Zone of Avoidance (ZoA) is the region of the sky which appears devoid of extragalactic objects when viewed
on optical wavelengths.
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the galaxy criteria explained in Ramatsoko et al. [5]. This method led to the detection of 683 galaxy
candidates. After post visual inspection of all candidates, 235 out of 683 were identified as imaging
artefacts or RFIs2 and were rejected. Further analysis led to a rejection of another 237 candidates as
they had features consistent with noise peaks. This resulted in a semi-automated catalogue with 211
galaxies.

4. Early results
4.1. Visual and semi-automated
A total number of 194 detections is achieved through visual inspection of the entire spectral cube. Figure 1
shows the distribution of total Hi mass as a function of radial velocity (also known as a sensitivity curve).
The black and the red curves show predicted Hi mass limits of this survey assuming a 3σ flux detection
for 100 and 250 km s−1 linewidth galaxies, respectively. Green dots indicate detections with ω

50
less

than 100 km s−1, red dots are detections with ω50 in-between 100 and 250 km s−1 and blue dots have
ω50 greater than 250 km s−1. The detected candidates have a total Hi mass (log (MHi/M�) ranging from
7.81 to 10.24 (see the right panel of Figure 2). The visual method finds low Hi mass detections across the
entire velocity range as well as narrow-linewidth galaxy candidates.

4.2. Semi-automated counterpart
We use a position-velocity-based algorithm to search for cross-matches. Each galaxy has a unique flux
weighted centroid, but it can slightly differ to that of its counterpart due to the manner in which it
was derived. To counterpoise this bias, we allow a spatial (∆s) and spectral deviation (∆v) of 3000
and 100 km s−1, respectively from the centroid. Let us suppose galaxy X with coordinates (`, b, v) has
a counterpart X ′, then X ′ coordinates (`′, b′, v′) must conform to Eq. 1, where s is either the Galactic
longitude (`) or latitude (b).

s− ∆s ≤ s′ ≤ s+ ∆s v − ∆v ≤ v′ ≤ v + ∆v (1)

Table 1. Summary of cross match galaxies between visual and semi-automated output
catalogue.

Measurements Visual Semi-automated

No.of galaxies 194 211
No.of galaxies with counterparts 175 (90.2%) 175 (82.9%)
No.of galaxies without counterparts 19 (9.8%) 36 (17.1%)
Narrow-linewidths:ω20 ≤ 100 km s−1 47.4% 19.4%
Intermediate-linewidths:100 ≤ ω20

[
km s−1

]
≤ 250 42.1% 77.8%

Massive-linewidths:ω20 > 250 km s−1 10.5% 2.8%

2 RFIs are man made Radio Frequency Inference signals (e.g. Global Positioning Satellites) that could be orders
of magnitudes stronger than the observed celestial signal.
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Figure 1. The logarithm of to-
tal Hi mass of all detected galaxies
(through Visual inspection) as a func-
tion of radial velocity. The red and
the black dashed lines show the Hi
mass limit of the WSRT dataset as-
suming a 3σ detection with 100 and
250 km s−1 linewidths, respectively.
The green dots indicate detected
galaxies with measured linewidths less
than 100 km s−1. The red dots in-
dicate galaxies of linewidths between
100 & 250 km s−1 whereas the blue
dots show galaxies with linewidths
greater than 250 km s−1 .

Figure 2. Hi parameter comparison between visual and semi-automated galaxy detection in
the WSRT PP Hi data cube. Green indicates the Hi distribution based on the visual catalogue,
whereas the open grey histogram is based on semi-automated results. Left panel: logarithm
distribution of integrated flux log

(
Sint/Jy km s−1

)
, right panel: the logarithmic distribution of

Hi mass log (MHI/M�).

Of the 194 visual detections, 175 (90.2%) semi-automated cross-matches were found. Table 1 presents
a cross match summary between the two methods. In Figure 2 we compare the distribution of the
Hi parameters of identified galaxies from visual versus semi-automated catalogues (see Sect. 3.2). The
right panel shows the logarithmic distribution of total Hi mass. The green histogram represents visual
detections, and the non-filled grey histogram represents the semi-automated distribution. The semi-
automated Hi mass distribution ranges from log (MHI/M�) = 7.70 to 10.30 with a mean Hi mass of
log (MHI/M�) = 9.15. On the other hand, the visual Hi distribution ranges from log (MHI/M�) = 7.81
to 10.24, with a mean of log (MHI/M�) = 9.08. The left panel shows the logarithm of the integrated
line flux, with the visual integrated mean line flux being 0.67 Jy km s−1 and the minimum detected flux
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Figure 3. The logarithm of total Hi
mass of all detected galaxies (through
visual inspection) as a function of
radial velocity. The red and the black
dashed lines show the Hi mass limit
of our survey assuming a 3σ detection
with 100 and 250 km s−1 linewidths.
Blue stars indicate galaxies identified
by both visual inspection and SoFiA,
green stars: galaxies identified by the
visual method only. Magenta stars:
galaxy candidates identified by SoFiA
only. Stars enclosed by black open
squares: SoFiA’s false detections.

is 34 Jy km s−1, while semi-automated method returns a minimum integrated flux of 40 Jy km s−1 and
Sint = 0.84 Jy km s−1.

The two galaxy identification methods have a good overlap between. A large fraction of the sources
that don’t overlap are fainter detections below the sensitivity limit. A broader discussion is given in
section 5.

4.3. SoFiA preliminary result
SoFiA has over 50 parameters that have to be set before it can be run successfully. For a quick look at
the data, the default settings can yield reasonable results, but aiming for a more reliable and complete
search fine tuning is required. There are at least 15 unique parameters for which their combinations lead
to immediate differences in the total number of identified galaxy candidates. To get the most optimal
results in terms of reliability and completeness, we extracted two subcubes containing a bright and a
faint galaxy from the cube. Where reliability is defined as the ratio of True Positives (TP) over total
number of detections (false positives + true positives), and completeness as the total number of TP over
total number of all sources in the cube (both detected and undetected). One parameter file was tuned
to identify the faint sources, a second one tuned SoFiA to detect the bright sources. The two parameter
files were then merged into one file which in principle should then detect from faint narrow-linewidths
sources to bright and wider-linewidths ones. We used the s+c source-finder with a flux threshold of 3σ
(i.e. 1.20 mJy). All detections with reliability greater than 95% were accepted as positive candidates.
The merged parameter file was run in four of the subcubes making up the WSRT PP Hi data cube.
Figure 3 presents the galaxy candidates obtained by running SoFiA. To get an idea of the performance
of SoFiA, we plot the preliminary results alongside the visual results (see Figure 1). With SoFiA we
identified 67 galaxy candidates, 56.7% have visual cross-matches (blue stars). But there are 43.3% without
counterparts (magenta stars). The magenta stars enclosed by open black squares indicate galaxies that
are consistent with noise or are found on the edges of the cube (i.e. Vsys ≥ 16 000 km s−1) where the
noise is relatively high and a detection’s reliability are compromised. Green stars show candidates within
the searched fields that are not yet identified with SoFiA.

5. Discussion and conclusion
We have shown that both the visual and semi-automated galaxy identification methods extract a similar
number of galaxies (194 and 211, respectively). Unlike the visual method, the semi-automated method
was applied on smoothed cubes. Out of 194 visually identified galaxies, only 9.3% have no semi-automated
cross-matches, compared to 17.6% of semi-automated. This means that the semi-automated has found
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more sources than the Visual method. All the sources without cross-matches will be further assessed for
their likelihood of being genuine and if so, why the respective methods were unsuccessful in uncovering
them.

We compiled a parameter file (for running SoFiA) that in principle should return more than 80%
of the galaxies identified through the visual method but so far we have managed 56.7%. In order to
achieve higher completeness, further fine-tuning of the parameter file are currently underway. To quantify
reliability of each detection, careful visual examination of all sources without counterparts is necessary.
This will allow us to do a comprehensive analysis of all three methods; give feedback to the SoFiA
developers on where possible optimization can be made to result to a more complete and reliable source
catalogue and advise SoFiA uses on which combination of parameters to fine tune and under which
conditions.
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Abstract. Reverberation mapping is a technique that measures the time lag between the
variable optical continuum from the accretion disk and the spectral line emission from the photo-
ionized gas surrounding a super-massive black hole. The time lag is used to estimate the size
of the emitting region, which is then assumed to be related to the mass of the super-massive
black hole in the core of the active galactic nucleus. Using observations from the Southern
African Large Telescope and Las Cumbres Observatory, we measure a time lag of 28.1+10.4

−27.7 days
between the continuum and the broad Hβ feature in SDSS J143832.40+024804.1, an active
galactic nucleus at z = 0.375. When combined with the velocity dispersion of the Hβ feature,
we get a 1-sigma upper limit on the black hole mass to be 3.1× 108 M�. These are preliminary
results, extensive checks will be made to further refine the mass of the central black hole of
SDSS J143832.40+024804.1.

1. Introduction
Broad emission lines are one of the prominent characteristics of type 1 Active Galactic Nuclei
(AGN) [1]. Owing to the limitations of the resolution of present and even foreseeable future
astronomical instruments, we have no way to resolve the broad emission line regions (BLRs) in
AGN by direct observations. However, the structure of AGN on the smallest possible scales can
still be probed through a process known as reverberation mapping [2, 3].

In AGN, stochastic continuum emission is produced from matter falling onto the accretion
disk causing thermal instabilities within the disk. This continuum emission induces emission
lines from gas clouds in the nearby (very few parsecs) BLR and more distant (tens of parsecs)
narrow line region (NLR). Observationally, the emission lines in the BLR are broadened due to
the high velocities and large Doppler shifts of the emitting clouds orbiting the central super-
massive black hole (SMBH). Any variability in the continuum is ’echoed’ by the gas clouds in
the BLR after some time, with a time delay (τ) that depends on the light-travel time from the
accretion disk to the BLR (r = cτ). Combining τ and the velocity dispersion (σline) of the
broad emission line, we can estimate the SMBH mass as MSMBH = frσ2line/G, where f is a
dimensionless factor to take into account geometric and orientation effects. Blandford & Mckee
[2] were the first to establish reverberation mapping in trying to measure the black hole mass of
an AGN.
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Given the successful application of dynamical methods and reverberation mapping, there is
strong evidence (both observational and theoretical) that there is a close connection between
SMBH growth and galaxy evolution. Empirical relationships have been derived between the
SMBH mass and the luminosity of the host galaxy bulge (MBH − Lbulge), and between the
SMBH mass and the spheroid velocity dispersion of the host galaxy bulge (MBH − σ∗) for both
nearby quiescent galaxies [4, 5] and distant AGN. To further understand the SMBH-galaxy
connection, we need to compare and calibrate these correlations between local and distant
samples. Unfortunately, due to observational difficulties associated with the reverberation
mapping technique, there have been only ∼ 50 SMBH mass estimates to date [6–10, e.g.].
The main difficulty lies in obtaining long monitoring campaigns with good signal-to-noise and
cadence to ensure an accurate measurement of SMBH masses - poor reverberation mapping
sampling leads to SMBH mass estimates with larger uncertainties [11].

In this paper, we estimate the SMBH mass in SDSS J143832.40+024804.1, an AGN at a
redshift of z ∼ 0.375, based on our Hβ observations. It is at this redshift that both Hβ
and MgII(2800Å) can be observed at optical wavelengths, providing the unique opportunity
to calibrate the SMBH mass estimates between these two samples (Hβ and MgII(2800Å)). This
paper is the first step in a campaign that will also include MgII(2800Å) observations. We
describe the observations and data analysis in Sect. 2, the measurement of the time lag in Sect.
3 and the estimate of the mass of the SMBH in Sect. 4.

2. Observations and Data analysis
We have obtained spectra from Southern African Large Telescope (SALT)1 and continuum
images for three AGN from several reverberation mapping campaigns as part of the Las Cumbres
Observatory (LCO)2 Key Project on Reverberation Mapping of AGN Accretion Flows [12]. In
this paper we undertake the analysis of one of these AGN, SDSS J143832.40+024804.1, using
only spectroscopic data from SALT. To carry out this analysis, continuum and emission line
light curves are both derived from spectroscopy to estimate the lag and to measure the width
of the emission line.

2.1. Spectroscopy
The spectra of SDSS J143832.40+024804.1 (ra = 14:38:32.40, dec = +02:48:04.20, J2000), were
collected using SALT over 20 nights, from March 2015 to July 2016. In this work, we focus on
the 16 spectra from 2015. The RSS spectrograph covers a wavelength range from 5200− 8220Å
with a spectral resolution of R ∼ 1170. Data reduction was handled using PySALT3 [13]. The
zSALT4 pipeline currently incorporates PySALT and IRAF to fully automate the reduction
steps which include bias subtraction, gain correction, cross-talk correction, amplifier mosaicing,
and cosmic ray removal. The wavelength solution was calculated interactively using PySALT
specidentify, a task to identify arc lines. The multiple spectral images taken on the same night
were then median combined to produce one spectral image. The spatial center and the FWHM
of SDSS J143832.40+024804.1 were used to extract the 1-D spectra. Flux calibration using
spectrophotometric standard stars was done using specsens, a task defined in PySALT. The
standard star calibration was then applied to spectra with the same observing configuration.
Finally, telluric absorption was corrected for in our spectra.

Next, we flux calibrated our spectra based on the flux of the narrow emission line [O III]
λ5008Å, so that there is constant flux of [O III] λ5008Å from one spectrum to the next.

1 https://www.salt.ac.za
2 https://lco.global
3 http://pysalt.salt.ac.za/
4 https://github.com/crawfordsm/zSALT
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This is because we assumed the [O III] λ5008Å line not to be variable in the timescale of our
monitoring campaign: the light travel time across the NLR is large (of the order of years) and
the recombination time is also large (order of years), so for any short-term variability (few weeks
to months), [O III] λ5008Å flux is essentially constant [14]. This process was accomplished by
first, selecting the high signal-to-noise spectrum from 2015-03-03 as our reference spectrum. We
then fitted the [O III] λ5008Å line in each individual spectrum, measuring its flux and rescaling
the entire spectrum based on the flux of our chosen reference spectrum. We then aligned our
spectra using the centre of the [O III] λ5008Å line in the reference spectrum. From the [O III]
λ5008Å line recalibrated spectra, we construct the mean spectrum for Year 1 (2015), which can
be seen in Fig 1.
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Figure 1. The mean spectrum of SDSS J143832.40+024804.1 for Year 1.

3. Time Lag Measurement
The spectroscopic continuum light curve at 5080Å and spectroscopic Hβ light curve are shown
in Fig. 2. Both the Hβ light curve and continuum light curve at 5080Å were obtained through
the use of PREPSPEC [15].PREPSPEC again re-calibrated our [O III] λ5008Å pre-normalized
spectra using the method described in [16]. After PREPSPEC is done with the flux calibration, it
combines all individual spectra to produce mean and rms spectra. PREPSPEC then decomposes
the spectra into various components, allowing for the measurements of the continuum and Hβ
light curves. The Hβ light curve was obtained by integrating the flux after subtracting the best-
fitting model components except for the broad Hβ model. The continuum light curve is generated
by measuring flux at 5080Å in the rest frame. We then quantify the amplitude variability of the
Hβ and continuum light curves as 0.061 ± 0.003 and 0.264 ± 0.004 respectively. The relatively
small Hβ amplitude variability will limit the reliability of the time lag measurement [17].

3.1. Cross correlation
We employ the interpolation cross correlation function (ICCF, [18]) as implemented by [19] to
cross correlate the Hβ and continuum light curve at 5080Å. The cross correlation function
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(CCF) is measured twice. First by cross correlating the continuum with interpolated Hβ light
curve, second by cross correlating the interpolated continuum with Hβ light curve. The final
cross correlation is taken as the average of the two cross correlation results5. We define our cross
correlation lag by the centroid τcent and the peak τpeak. We report the lag of τcent = 28.1 days
and τpeak = 29.0 days (e.g., Fig 3).

To estimate the lag uncertainties, we employed the flux randomization and random subset
selection method (FR/RSS, [20]). For each realization, N (same size as the original set) pairs
of randomly selected measurements are drawn from the original dataset regardless of whether
or not they have been previously selected. This results in some of the pairs being excluded and
others being selected more than once. In the resulting set, redundant measurements are ignored
which effectively reduces the set to typically 37% of the original set. Each measurement Ai from
the drawn subset is modified by adding random Gaussian deviates based on the associated error
αi. Each drawn subset gives a cross-correlation series from which τcent and τpeak are derived.
Many realizations, in this case 3000, are used to build up a cross-correlation distribution which
yields the median lag (τcent and τpeak) and the 68.27% confidence interval. From the distribution,

we obtained the uncertainties as τcent = 28.1+10.4
−27.7 days and τpeak = 29.0+10.2

−32.0 days.

Figure 2. Continuum at 5080Å (top
panel) and broad Hβ light curve (lower
panel).

Figure 3. The CCF of Hβ and
continuum light curves of SDSS
J143832.40+024804.1 using only Year 1.
The red dotted lines indicate all values
above 80% threshold used to calculate
τcent, yielding 28.1 days. We also record
a τpeak of 29.0 days. The lags are from
-10 to 60 with the spacing of 1 day.

4. Black Hole Mass
To estimate the mass of the super-massive black hole, we need two parameters, the lag τ and
the velocity dispersion of the emission line σline. σline is usually obtained from the rms spectra,
the variable part of the emission line. Given that our rms spectra has a very weak Hβ variability
and is dominated by residuals, we use the mean spectra instead. We construct the mean spectra
by subtracting contributions from the narrow lines from each of the individual spectrum used
to create the mean spectra. We used the fact that the ratio between [O III] λ5008/[O III]
λ4959 is fixed at a value of 3, whereas the ratio Hβnarrow/[O III] λ5008 varied from spectrum
to spectrum. Since we measured our Hβ line width from the mean spectra, we adopt the [21]

5 https://github.com/hlabathems/iccf
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calibration of the dimensionless factor for the line dispersion derived from the mean spectra,
f = 3.85. Combining τ and σline, the black hole mass of 2.2+0.9

−2.2 (108 M�) was calculated. Due to
under-sampling of our data, our measured time lag (and also the black hole mass) is consistent
with zero. We also state that our light curves do not have enough data points and do not
show significant variability to deduce beyond conviction that Hβ light curve does indeed lag the
continuum light curve. Therefore the black hole mass we quote here of 3.1 × 108 M� is just an
upper limit (1-sigma upper limit), and is based on the assumption that the two light curves are
correlated.

Table 1. Reverberation mapping measurements of SDSS J143832.40+024804.1

AGN Line Amplitude variability τcent τpeak σline FWHM Mass

(Days) (Days) (km s−1) (km s−1) (108 M�)

1438 Hβ 0.061 ± 0.003 28.1+10.4
−27.7 29.0+10.2

−32.0 3235 ± 30 4974 ± 220 2.2+0.9
−2.2

5. Summary
We used the spectra taken with SALT during 2015 campaign to measure the mass of the central
black hole in SDSS J143832.40+024804.1. We then constructed Hβ and continuum light curves
from the individual spectra using iraf, pysalt and prepspec, and we measure the Hβ lag to be
28.1+10.4

−27.7 days and 29.0+10.2
−32.0 days for τcent and τpeak, respectively. We measure the velocity

dispersion of the broad Hβ line to be 3235 ± 30 (km s−1) from the mean spectra. Combining
the Hβ lag (τcent) estimates with the velocity dispersion measurement obtained from the width
of the Hβ emission line, we measure a mass for the central black hole of 2.2+0.9

−2.2 (108 M�). Our
large uncertainty is primarily due to under-sampling of the light curve, and it will improve with
the analysis of the full set of observations for SDSS J143832.40+024804.1. Future analysis and
observations will allow calibrating our black hole mass by placing it in context to the most recent
MBH − Lbulge and MBH − σ∗ measurements.
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Abstract. The interactions of Extragalactic Background Light (EBL) photons and γ-rays
from distant quasars result in the steepening of the γ-ray spectrum at very high energies.
The underlying process is the γ-ray absorption induced by pair production (γ + γ

′
→e

+ + e
−)

which is dependent on γ-ray energy and EBL energy density. We present a realistic model of
the EBL based on the semi-analytical galaxy catalogues from the Millennium data base plus
a homogeneous component assumed to be the accumulated light from distant galaxies. This
approach reflects the fluctuations in the EBL due to the inhomogeneous galaxy distribution in
a realistic manner. Our model predicts well the steepening of the spectral index of distant γ-ray
sources as a function of redshift. In agreement with our previous purely analytical results the
differences in the opacity due to individual γ-ray paths experiencing different EBL fluctuations
are negligible.

1. Introduction

The extragalactic background light (EBL) is the light integrated from all extragalactic sources
since the recombination era. Consequently, it comprises a wealth of information on star
formation and the evolution history of the Universe. Its spectrum lies between 0.1 − 1000µm,
with two distinct humps: a first hump between 0.1 and 10 µm due to direct stellar emission; a
second hump between 10 and 1000 µm, which is caused by the dust. Measurements of the EBL
can be used to provide constraints on star formation models and the baryonic matter content
of the Universe [1].

Direct measurement of the EBL is difficult because of strong foreground contamination
by galactic and zodiacal light. Indirect measurements have been obtained by studying the
attenuation of the spectra of distance γ-ray sources. This is possible because the γ-rays emitted
from distance sources (quasars) get absorbed along the way by the EBL photons through pair
production (γ + γ′→e+ + e−). This process causes a steepening of the spectral index of the
quasars in the VHE regime [2]. While the attenuation depends on the γ-ray energy and the
EBL density along the line of sight. Clustering of galaxies on a scale of up to 100 Mpc causes
fluctuations in the EBL density. Here we present a semi-analytical model to determine the EBL
and its fluctuations based on a realistic dark matter density distribution.

Although it should be possible to constrain the EBL density and its fluctuations from
observations of distant quasars, our understanding of the intrinsic source spectrum is incomplete.
In fact, it is difficult to differentiate between the source-inherent effects and the signature of the
EBL on the observed spectrum [3]. Figure 1 shows observed VHE spectral indices (Γs) of selected
high-synchrotron-peaked BL Lac (HBL) objects as a function of redshift (data obtained from
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Figure 1: Observed spectral indices Γ of the hard γ-ray for HBL objects as a function of redshift
(data obtained from table 1 in [4] excluding extreme HBLs and those with uncertain redshifts.
The dashed lines represent the predictions of our EBL model for the observed (absorbed) Γ if
the intrinsic spectrum is ΓInteract = 2.0. Different lines correspond to different γ-ray energy
ranges used to determine the spectral index.

table 1 in [4] excluding extreme HBLs and those with uncertain redshifts). As can be seen in the
Figure, there is a clear correlation between the Γs and redshift [4]. Gamma-rays of more distant
sources have a higher probability to interact with the EBL along the path and this steepen the
VHE spectra.

It is interesting to find out whether the scatter in the spectral indices is an intrinsic feature of
different sources or the effect of the variation in the optical depth along the path from the source
to the observer. In our previous work [5, 6] (here after KF17), we developed a purely analytical
framework for computing the EBL fluctuation by calculating upper and lower limits in the star
formation rate (SFR) and implementing them in the EBL model by [8, 9]. Our model predicted
maximum changes of ±10% in the γ-ray transmissivity. This is also in agreement with the result
reported by [10, 11]. However, this translates into only marginal differences in the power-law
slopes of the deabsorbed γ-ray spectra (. ±1%). This variation is not enough to describe the
observed scatter.

In this work we use semi-analytical galaxy catalogues from the Millennium data base [12, 13]
which enable us to trace the path of the γ-ray through a more realistic EBL photon field. By
generating a statistical ensemble of different γ-ray paths the stochastic distribution of γ-ray
opacities can be investigated.

2. The EBL Model

In order to evaluate the EBL energy density along the γ-ray path we used the simulated MR7
galaxy catalog [12, 13] and constructed cylinders with comoving radius of 50 Mpc from z = 0 up
to z = 0.5. We avoided repetition of structures along the line of sight by randomly rotating and
shifting the snap-shots to match the comoving distance at a specific redshift. Figure 2 shows
an example of the resulting cylinders up to z = 0.5. We assigned a spectrum to each galaxy in
the cylinder based on its age, metallicity and mass (all properties readily extracted from MR7
catalogue) using the simple stellar populations synthesis library: bc03 [14], assuming each galaxy
has single stellar populations. To get the number of photons in the stellar component we used an
empirical function for the escape fraction formula [8]. Then by integrating the energy trapped
by the escape fraction formula and assuming quasistatic equilibrium, the total energy trapped is
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then re-radiated in the IR, distributed among three black body with temperatures (40, 70 and
450 K). We then added the stellar and the dust components to get the galaxy spectrum from
ultraviolet (UV) to infrared (IR) regimes.
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Figure 2: Light cone (cylinder) with comoving radius of 50 h−1Mpc from z = 0 up to z = 0.5.
The red points in the middle of the cylinder represent the locations where the local EBL density
from a sphere of radius 50 Mpc (red circles) was computed.

By choosing points along the γ-ray path (central line of the cylinder) with dz = 0.01
separation (shown as red dots in figure 2), we computed the light contribution of the galaxies in
a sphere of radius 50h−1Mpc around these points applying 1/r2 luminosity profile. To evaluate
the total EBL energy at each z we added a homogeneous background to the local EBL density
computed following [6]. Figure 3 shows the EBL spectrum at different redshifts in yellow lines
with the KF17 model in blue lines. The complete model is presented in [7].
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Figure 4: The γ-ray opacity (τγγ) in the
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0.5) with Eγ energy range of 10−2 to 300 TeV
in solid line, where the stars show the opacity
calculated using the KF17 model.

3. Results and Discussion

With the model described above we produced a realistic EBL spectra which allow us to determine
the EBL intensity along the individual γ-ray paths. Following equation No.17 in [8], we calculate
the γ-ray opacity for various γ-ray paths as shown in figure 4. The figure displays the opacity
at different redshifts from z = 0.1 up to z = 0.5 and γ-ray energy between 10 − 104 GeV. The
opacity increases rapidly above 300 GeV. This suggests different EBL attenuation effects for
different γ-ray energy ranges. The opacities for the ensemble of γ-ray paths are very similar and
would lie on top of each other as shown in solid lines in figure 4, and for comparison we show
opacities for KF17 model in stars-lines.

Assuming Γ = 2.0 as the source’s intrinsic spectral index at different redshifts, we use the
opacity discussed above to compute the observed spectral index at three different energy ranges:
10 − 300, 300 − 103 and 103 − 104 GeV, as shown in figure 1 in black, red and green dashed
lines, respectively. The model spectral index retains the observed correlation with redshift. As
expected, the observed spectral index steepen more rapidly if measured within increasing energy
ranges.

4. Conclusion

In this paper we investigated the γ-ray opacity based on a realistic EBL model. The EBL was
computed based on the simulated inhomogeneous galaxy distribution plus a homogeneous EBL
component assumed to originate from galaxies at larger distances. The opacities were computed
for an ensemble of γ-rays distributed throughout the simulation box. Based on the γ-ray opacity
we determined the steepening of the observed spectral index of the γ-ray source with redshift.
The simulated behaviour agrees with the observed steepening of the hard γ-ray spectra. The
differences in the opacity due to fluctuations in the EBL (integrated EBL along various γ-ray
paths) are marginal. Thus, our EBL model which, by construction, includes the contribution of
individual galaxies very close to the γ-ray path cannot account for the scatter in the spectral
indices seen in figure 1.
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Abstract. We report the use of Einstein rings to reveal the quantized and dynamical states of 
spacetime in a region of impressed gravitational field as predicted by the Nexus Paradigm of 
quantum gravity. This in turn reveals the orbital speeds of objects found therein and the radius 
of curvature of the quantized spacetime. Similarities between the nexus graviton and the 
singular isothermal sphere (SIS) in the cold dark matter (CDM) paradigm are highlighted. 
However unlike the singular isothermal sphere, the nexus graviton does not contain 
singularities or divergent integrals. This provides a viable solution to the core cusp problem. In 
this work, data from a sample of fifteen Einstein rings published on the CfA-Arizona Space 
Telescope Lens Survey (CASTLES) website is used to probe the quantized properties of 
spacetime.  

Keywords: (Quantum Gravity; Gravitational Lensing; Dark Matter; Quantum Vacuum; 
Graviton) 

1. Introduction
In 1937, Zwicky 1 provided the first reproducible evidence of the presence of unseen matter in the 
Coma Cluster group of galaxies by applying the classic virial theorem. In the same paper he also 
suggested that the gravitational field of galaxy clusters is expected to deflect the light observed from 
background galaxies. Today, numerous observations 2,3,4,5,6 have confirmed the presence of Zwicky’s 
dark matter  and most studies 7,8,9,10  have used gravitational lensing to explore its distribution in 
cluster groups. Strong lensing allows the determination of important physical parameters such as the 
total mass of the lensing object without any assumptions on the dynamics. Einstein rings (ER) are 
particularly important in constraining the mass within the Einstein radius with great accuracy. 
Currently, it is thought that dark matter is the source of much of the lensing potential. Here we report 
the use of ERs to calculate the quantum state of spacetime in the presence of the baryonic mass. A 
remarkable feature of the Nexus Paradigm of quantum gravity is that under certain critical conditions, 
the intrinsic curvature of spacetime in the n-th quantum state is the source of deflection and not the 
curvature due to the presence of baryonic mass. This feature is clearly illustrated in the Bullet Cluster 
11.
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2. Theoretical Background

The nature of dark matter along with that of dark energy is one of the most perplexing unsolved 
problems in astrophysics and has largely divided the astrophysical community into some suggesting 
a modification of the law of gravity 12,13,14,15 and others suggesting the presence of unseen baryonic or 
non-baryonic matter 16,17,18,19. The Nexus Paradigm of quantum gravity 20, 21 is a part of a third 
approach that seeks to explain dark matter and dark energy as an effect from quantum gravity. In this 
paradigm, spacetime is a nexus graviton field with 1060 eigenstates. 
A nexus graviton in the n-th quantum state as described in Ref:[20-21] is a spherically symmetric 
pulse or wave packet of four-space with the following components      

∆𝑥𝑥𝑛𝑛
𝜇𝜇 = 2𝑟𝑟𝐻𝐻𝐻𝐻

𝑛𝑛𝑛𝑛
𝛾𝛾𝜇𝜇 ∫ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑘𝑘𝜇𝜇𝑥𝑥𝜇𝜇)𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑘𝑘𝜇𝜇∞

−∞     

= 𝛾𝛾𝜇𝜇 ∫ 𝑎𝑎𝑛𝑛𝑖𝑖𝜑𝜑(𝑛𝑛𝑖𝑖𝜇𝜇)𝑑𝑑𝑘𝑘𝜇𝜇
∞
−∞  (1) 

 Here 𝛾𝛾𝜇𝜇are the Dirac matrices, 𝑟𝑟𝐻𝐻𝐻𝐻 is the Hubble radius, 𝜑𝜑(𝑛𝑛𝑖𝑖𝜇𝜇) = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑘𝑘𝜇𝜇𝑥𝑥𝜇𝜇)𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖  are Bloch 
energy eigenstate functions  kx = kµxµ , 𝑘𝑘𝜇𝜇 = 𝑛𝑛𝑛𝑛

𝑟𝑟𝐻𝐻𝐻𝐻
𝜇𝜇  ,𝑠𝑠 =  ±1, ±2 … 1060 and the metric

𝑑𝑑𝑠𝑠2 = 𝑔𝑔(𝑛𝑛)𝜇𝜇𝜇𝜇𝑑𝑑𝑥𝑥𝜇𝜇𝑥𝑥𝜇𝜇 is the intensity of the pulse computed from the the inner product of 
Eqn(1). Percieving the metric equation as the intensity of a four- pulse  forms the basis of the 
nexus graviton formulation of space-time. 
The norm squared of the four- momentum of the n-th state graviton is  

(ℏ)2𝑘𝑘𝜇𝜇𝑘𝑘𝜇𝜇 = 𝐸𝐸𝑛𝑛2

𝑐𝑐2
− 3(𝑛𝑛ℎ𝐻𝐻0)2

𝑐𝑐2
= 0        (2)          

where H0 is the Hubble constant (2.2 x 10-18 s-1) and can be expressed in terms of the cosmological 
constant, Λ as   

𝛬𝛬𝑛𝑛 = 𝐸𝐸𝑛𝑛2

(ℎ𝑐𝑐)2 = 𝑖𝑖𝑛𝑛2

(2𝑛𝑛)2 = 𝑠𝑠2𝛬𝛬      (3) 

The curvature of spacetime in the n-th quantum state is then expressed as            
         𝐺𝐺(𝑛𝑛)𝜇𝜇𝜇𝜇 = 𝑠𝑠2𝛬𝛬𝑔𝑔𝜇𝜇𝜇𝜇                                                                     (4)  

where G(n)μν is the Einstein tensor of spacetime in the n-th state. The dark energy arises from the 
emission of a ground state graviton such that Eqn. (4) becomes 

         𝐺𝐺(𝑛𝑛)𝜇𝜇𝜇𝜇 = (𝑠𝑠2 − 1)𝛬𝛬𝑔𝑔𝜇𝜇𝜇𝜇                                                           (5)    
If the graviton field is perturbed by the presence of baryonic matter then Eqn.(5) becomes 

         𝐺𝐺(𝑛𝑛)𝜇𝜇𝜇𝜇 = 𝑘𝑘𝑇𝑇𝜇𝜇𝜇𝜇 + (𝑠𝑠2 − 1)𝛬𝛬𝑔𝑔𝜇𝜇𝜇𝜇                                              (6) 
From Ref.[20] the solution to Eqn. (4) is computed as 

𝑑𝑑𝑠𝑠2 = −�1 − � 2
𝑛𝑛2
��𝑑𝑑𝑡𝑡2 + �1 − � 2

𝑛𝑛2
��

−1
𝑑𝑑𝑟𝑟2 + 𝑟𝑟2(𝑑𝑑𝜃𝜃2 + 𝑠𝑠𝑠𝑠𝑠𝑠2𝜃𝜃𝑑𝑑𝜑𝜑2)             (7) 

In the above equation n = 1 state refers to the ground state of spacetime and is the quantum state of 
space inside a black hole event horizon. The state in close proximity to this event horizon is the n=2 
state. There are no singularities in Eqn. (7). 
For weak gravitational fields that characterize distances ranging from solar system to cosmic scales, 
the solution to Eqn.(6) for an aggregation of baryonic matter M(r) within a radius r, as provided in 
Ref.[20] is expressed as 

𝑑𝑑2𝑟𝑟
𝑑𝑑𝑡𝑡2

= 𝐺𝐺𝐺𝐺(𝑟𝑟)
𝑟𝑟2

+ 𝐻𝐻0𝑣𝑣𝑛𝑛 − 𝐻𝐻0𝑠𝑠   (8) 
Here c is the speed of light. 
The first term on the right is the Newtonian gravitational acceleration, the second term is a radial 
acceleration induced by spacetime in the n-th quantum state and the final term is acceleration due to 
dark energy. The dynamics becomes strongly non-Newtonian when 

𝐺𝐺𝐺𝐺(𝑟𝑟)
𝑟𝑟2

= 𝐻𝐻0𝑠𝑠 = 𝑣𝑣𝑛𝑛2

𝑟𝑟
(9)
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These are conditions in which the spacetime curvature due to baryonic matter is annulled by that due 
to the presence of dark energy. Under such conditions 

            𝑟𝑟 = 𝑣𝑣𝑛𝑛2

𝐻𝐻0𝑐𝑐
 (10) 

Substituting for r in Eqn.(9) yields           
        𝑣𝑣𝑛𝑛4 = 𝐺𝐺𝐺𝐺(𝑟𝑟)𝐻𝐻0𝑠𝑠                                                              (11) 

This is the baryonic Tully – Fisher relation. The conditions permitting the dark energy to cancel out 
the curvature due to baryonic matter leave quantum gravity as the unique source of curvature. Thus 
condition (9) reduces Eqn.(8) to  

𝑑𝑑2𝑟𝑟
𝑑𝑑𝑡𝑡2

= 𝑑𝑑𝑣𝑣𝑛𝑛
𝑑𝑑𝑡𝑡

= 𝐻𝐻0𝑣𝑣𝑛𝑛                (12) 
From which we obtain the following equations of galactic and cosmic evolution 

𝑟𝑟𝑛𝑛 = 1
𝐻𝐻0
𝑒𝑒(𝐻𝐻0𝑡𝑡)(𝐺𝐺𝐺𝐺(𝑟𝑟)𝐻𝐻0𝑠𝑠)

1
4   (13) 

  𝑣𝑣𝑛𝑛 = 𝑒𝑒(𝐻𝐻0𝑡𝑡)(𝐺𝐺𝐺𝐺(𝑟𝑟)𝐻𝐻0𝑠𝑠)
1
4  (14) 

 𝑎𝑎𝑛𝑛 = 𝐻𝐻0𝑒𝑒(𝐻𝐻0𝑡𝑡)(𝐺𝐺𝐺𝐺(𝑟𝑟)𝐻𝐻0𝑠𝑠)
1
4  (15) 

Here rn is the radius of curvature of spacetime in the n-th quantum state (which is also the radius of 
the n-th state nexus graviton), vn the radial velocity of objects embedded in that spacetime, and an, 
their radial acceleration within it. The amplification of the radius of curvature with time explains the 
existence of ultra-diffuse galaxies and the spiral shapes of most galaxies (see Refs: [20-21]). The 
increase in radial velocity with time explains why early type galaxies composed of population II stars 
are fast rotators. Eqn.(15) explains late time cosmic acceleration which began once condition (9) was 
satisfied or equivalently from Eqn.(6), when the density of baryonic matter was at the same value as 
that of dark energy. Thus condition (9) also explains the Coincidence Problem. 
3. Gravitational lensing and quantum gravity
In the context of the Nexus Paradigm, a gravitational field is a region of spacetime in a low quantum
state or a zone with a low vacuum expectation value

  �𝜓𝜓𝑛𝑛(𝑟𝑟𝑖𝑖)�𝑇𝑇00�𝜓𝜓𝑛𝑛(𝑟𝑟𝑗𝑗)� = 𝑠𝑠2𝜌𝜌𝐷𝐷𝐸𝐸         (16) 
where ψn is the wave function of the quantum vacuum in the n-th quantum state and ρDE is the density 
of dark energy. From Ref.[20], the flow of spacetime in each quantum state of curvature rn, induces a 
constant radial speed onto any test particle embedded within it of 

     𝑣𝑣𝑛𝑛 = 𝐻𝐻0𝑟𝑟𝑛𝑛 = 𝑠𝑠/𝑠𝑠         (17) 
The deflection of light through gravitational lensing by spacetime in the n-th quantum state is 

        𝛼𝛼 = (𝜃𝜃 − 𝛽𝛽)𝐷𝐷𝑙𝑙𝑙𝑙/𝐷𝐷𝑙𝑙 = 4/𝑠𝑠2         (18) 

Fig.1 
From which we obtain 

        𝑠𝑠 = 2� 𝐷𝐷𝑠𝑠
𝐷𝐷𝑙𝑙𝑠𝑠(𝜃𝜃−𝛽𝛽)

(19)
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Thus the orbital speed of a particle embedded in the n-th quantum state is 

𝑣𝑣𝑛𝑛 = 𝑠𝑠�𝐷𝐷𝑙𝑙𝑠𝑠(𝜃𝜃−𝛽𝛽)
4𝐷𝐷𝑠𝑠

= 𝑒𝑒(𝐻𝐻𝑡𝑡)(𝐺𝐺𝐺𝐺(𝑟𝑟)𝐻𝐻0𝑠𝑠)
1
4   (20) 

In the case where β= 0 an Einstein ring forms and Eqn.(20) becomes 

𝑣𝑣𝑛𝑛 = 𝑠𝑠�𝐷𝐷𝑙𝑙𝑠𝑠𝜃𝜃𝐸𝐸
4𝐷𝐷𝑠𝑠

= 𝑒𝑒(𝐻𝐻𝑡𝑡)(𝐺𝐺𝐺𝐺(𝑟𝑟)𝐻𝐻0𝑠𝑠)
1
4       (21) 

Here we observe similarities with the cold dark matter (CDM) model where the dispersion velocities 
for a SIS are calculated from  

          𝜎𝜎 = 𝑠𝑠�𝐷𝐷𝑙𝑙𝑠𝑠𝜃𝜃𝐸𝐸
4𝑛𝑛𝐷𝐷𝑠𝑠

     (22) 

Hence Eqn.(21) is the link between the CDM paradigm and the baryonic Tully-Fisher relation. In such 
a scenario rn, would denote the radius of the CDM halo. However, in the Nexus Paradigm, the CDM 
is vacuum energy as described by Eqn.(16).Moreover Eqn.(7) describing the nexus graviton has no 
singularity nor divergences found in the SIS model. 
If the radial velocity and baryonic mass content in the lensing system are known then one can 
calculate the time t, which has elapsed since the lensing system became a system in dynamical 
equilibrium as stipulated by condition (9). 

4. Results
We apply Eqn.(17) and Eqn.(21) to determine the value of n, rn, vn and an for a spherically symmetric
lensing system from a sample of fifteen ERs lenses published on the CASTLES website
(www.cfa.havard.edu/castles/) . The calculations assume a flat universe in which H0=69.6 km/s/Mpc
ΩΛ=0.714 ΩM= 0.286 .The results are displayed in Table 1.
Table 1

Lens Dls/Ds 𝜽𝜽𝑬𝑬/asc n rn/Mpc vn/kms-1 an/10-10m/s-2 

JVA 
B1938+666 

0.50 0.44 1948 2.27 154.0 0.0034 

B0218+357 0.17 0.16 5508 0.80 54.5 0.0012 

PG1115+080 0.64 1.16 1054 4.19 284.6 0.0063 

B1608+656 0.35 1.14 1268 3.49 236.6 0.0052 

RXJ1131-
1231 

0.45 1.90 982 4.50 305.5 0.0067 

Q0047-2808 0.58 1.35 1027 4.30 292.1 0.0064 

PMNJ0134-
0931 

0.37 0.37 2456 1.80 122.1 0.0027 

HE0230-
2130 

0.49 1.03 1231 3.62 243.7 0.0054 

CFR503.107
7 

0.34 1.05 1581 2.80 189.8 0.0042 

HST15433+
5352 

0.52 0.59 1640 2.69 182.9 0.0040 

MG1549+30
47 

0.83 0.85 1081 4.09 277.5 0.0061 

PKS1830-
211 

0.34 0.50 2214 2.00 135.5 0.0030 

MG2016+11
2 

0.33 1.76 1192 3.71 251.7 0.0055 
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Q2237+030 0.94 0.89 993 4.45 302.1 0.0066 

HE0435-
1223 

0.51 1.21 1156 3.82 259.5 0.0057 

5. Discussion
The results indicate that the orbital velocity of the constituents of a lensing system can be attributed to
a globule of quantized vacuum energy called the nexus graviton of density ρ=n2ρDE with a radius of
dimensions in the order of a few megaparsecs. When in close proximity to other gravitons, tidal forces
arise which transform the nexus graviton from a spherical shape to an ellipsoid. The profile of the
ellipsoid is an ellipse and the graviton radius becomes

 𝑟𝑟𝑛𝑛 = 𝑅𝑅𝑛𝑛
1−𝑒𝑒𝑐𝑐𝑒𝑒𝑙𝑙𝑒𝑒

    (23) 

Where e is the eccentricity. 
Hence the orbital velocity becomes 

   𝑣𝑣𝑛𝑛 = 𝐻𝐻0𝑟𝑟𝑛𝑛 = 𝐻𝐻0𝑅𝑅𝑛𝑛
1−𝑒𝑒𝑐𝑐𝑒𝑒𝑙𝑙𝑒𝑒

 (24) 

From which we calculate density as 

𝜌𝜌 =
𝑠𝑠2

𝑣𝑣𝑛𝑛2
𝜌𝜌𝐷𝐷𝐸𝐸 =

𝑅𝑅𝐻𝐻2 (1− 𝑒𝑒𝑠𝑠𝑒𝑒𝑠𝑠𝜑𝜑)2𝜌𝜌𝐷𝐷𝐸𝐸
𝑅𝑅𝑛𝑛2

          = 𝑠𝑠2(1 − 𝑒𝑒𝑠𝑠𝑒𝑒𝑠𝑠𝜑𝜑)2𝜌𝜌𝐷𝐷𝐸𝐸               (25) 
where RH is the Hubble radius. The deflection of light under these conditions becomes 

       𝛼𝛼 = (𝜃𝜃 − 𝛽𝛽)𝐷𝐷𝑙𝑙𝑙𝑙/𝐷𝐷𝑙𝑙 = 4/𝑠𝑠2(1− 𝑒𝑒𝑠𝑠𝑒𝑒𝑠𝑠𝜑𝜑)2              (26) 
Here we notice an increase in vacuum energy density with a decrease in curvature radius. The density 
profile is thus stratified in quantized concentric radii rn=RH/n with a maximum radius at RN<RH and 
the minimum at Rmin=RH/1060. Spacetime in the inner core of the nexus graviton is therefore flat as 
described by Eqn.(7) and curved at large radii. In the CDM paradigm, the gravitational lensing at 
galactic and cosmic scales is an effect arising largely due to the presence of the hypothetical 
dark matter in the lensing system and so it can be used to constrain the dark matter mass 
model of lenses as in Fig.2. In the Nexus Paradigm, the gravitational lensing can be used to 
constrain the value of the quantum state n of spacetime within the lensing system also as in 
Fig.2. The relationship between the quantum state of space-time and the hypothetical dark 
matter is expressed in Eqn.(28) if M(r) is considered as the dark matter distribution. 

By comparing the quantized metric of Eqn.(7) with Schwarzschild metric we notice that the quantum 
state of spacetime around baryonic matter increases with distance from the mass 

Fig.2 The Abell 520 Cluster 
The Abell 520 cluster in Fig.2 shows eight 
interacting nexus gravitons. The interaction 
deforms each graviton into an ellipsoid of cross 
section described by Eqn. (25). 

7 
8 
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2
𝑛𝑛2

= 2𝐺𝐺𝐺𝐺(𝑟𝑟)
𝑐𝑐2𝑟𝑟

               (27) 
Such that 

 𝑠𝑠2 = 𝑐𝑐2𝑟𝑟
𝐺𝐺𝐺𝐺(𝑟𝑟)

       (28) 

Thus the curvature of spacetime in the inner core of the nexus graviton is only curved by the presence 
of baryonic matter and not by the increased vacuum energy density. This provides a viable solution to 
the so called core-cusp problem 22 of astrophysics. If the nexus graviton is surrounded by multiple 
gravitons tugging on it gravitationally, then the eccentricity becomes a function of the azimuthal angle 
ψ. Two gravitons of radii rn=f(ψ) and rs=g(ψ)will intersect when f(ψ) =g(ψ). 

6. Conclusion
In this work we have used Einstein rings to reveal the quantized and dynamical states of spacetime in
a region of impressed gravitational field as predicted by the Nexus Paradigm of quantum gravity. This
endeavour has enabled us to constrain orbital speeds of objects found therein and the radius of
curvature of the quantized spacetime, a technique similar to the singular isothermal sphere in the cold
dark matter paradigm. The benefit of the nexus graviton formulation is that unlike the singular
isothermal sphere, it does not contain singularities or divergent integrals. This provides a viable
solution to the core cusp problem.
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Abstract. In this contribution, classes of shear-free cosmological dust models with irrotational
fluid flows will be investigated in the context of scalar-tensor theories. In particular, the
integrability conditions describing a consistent evolution of the linearised field equations of
quasi-Newtonian universes are presented.

1. Introduction
Although general relativity theory (GR) is a generalization of Newtonian gravity in the presence
of strong gravitational fields, it has no properly defined Newtonian limit in cosmological scales.
Newtonian cosmologies are an extension of the Newtonian theory of gravity and are usually
referred to as quasi-Newtonian, rather than strictly Newtonian formulations [1, 2, 3]. The
importance of investigating the Newtonian limit for general relativity in cosmological contexts
is that, there is a viewpoint that cosmological studies can be done using Newtonian physics,
with the relativistic theory only needed for examination of some observational relations [1].
General relativistic quasi-Newtonian cosmologies have been studied in the context of large-scale
structure formation and non-linear gravitational collapse in the late-time universe. This despite
the general covariant inconsistency of these cosmological models except in some special cases
such as the spatially homogeneous and isotropic, spherically symmetric, expanding (FLRW)
spacetimes. Higher-order or modified gravitational theories of gravity such as f(R) theories of
gravity have been shown to exhibit more shared properties with Newtonian gravitation than
does general relativity.

In [1], a covariant approach to cold matter universes in quasi-Newtonian cosmologies has
been developed and it has been applied and extended in [2] in order to derive and solve the
equations governing density and velocity perturbations. This approach revealed the existence
of integrability conditions in GR. The purpose of the current study is two-fold: to apply the
lineaized covariant consistency analysis and study the existence of quasi-Newtonian cosmological
space-times in scalar-tensor theories of gravitation. A direct result of our analysis will be
presented in the form of the integrability conditions we derive.

1.1. f(R) and scalar-tensor models of gravitation
The so-called f(R) theories of gravity are among the simplest modification of Einstein’s GR.
These theories come about by a straightforward generalisation of the Lagrangian in the Einstein-
Hilbert action [4, 5] as

Sf(R) =
1

2

∫
d4x
√
−g
(
f(R) + 2Lm

)
, (1)
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where Lm is the matter Lagrangian and g is the determinant of the metric tensor gµν . Another
modified theory of gravity is the scalar-tensor theory of gravitation. This is a broad class of
gravitational models that tries to explain the gravitational interaction through both a scalar
field and a tensor field. A sub-class of this theory, known as Brans-Dicke (BD) theory, has an
action of the form

SBD =
1

2

∫
d4x
√
−g
[
φR− ω

φ
∇µφ∇µφ+ 2Lm

]
, (2)

where φ is the scalar field and ω is a coupling constant considered to be independent of the
scalar field φ. An interesting aspect of f(R) theories of gravity is their proven equivalence with
the BD theory of gravity [5, 6] with ω = 0. If we define the f(R) extra degree of freedom 1 as

φ ≡ f ′ − 1 , (3)

then the actions (1) and (2) become dynamically equivalent.
In a FLRW background universe, the resulting non-trivial field equations lead to the following
Raychaudhuri and Friedmann equations that govern the expansion history of the Universe [7]:

Θ̇ +
1

3
Θ2 = − 1

2(φ+ 1)

[
µm + 3pm + f −R(φ+ 1) + Θφ̇+ 3φ

′′
( φ̇2
φ′2

)
+ 3φ̈− 3

φ̇φ̇
′

φ′

]
, (4)

Θ2 =
3

(φ+ 1)

[
µm +

R(φ+ 1)− f
2

+ Θφ̇
]
, (5)

where Θ ≡ 3H = 3
ȧ

a
, H being the Hubble parameter, a(t) is the scale factor, and µm and pm

are the energy density and isotropic pressure of standard matter, respectively.
The linearised thermodynamic quantities for the scalar field are the energy density µφ, the

pressure pφ, the energy flux qφa and the anisotropic pressure πφab, respectively given by

µφ =
1

(φ+ 1)

[1

2

(
R(φ+ 1)− f

)
−Θφ̇+ ∇̃2φ

]
, (6)

pφ =
1

(φ+ 1)

[1

2

(
f −R(φ+ 1)

)
+ φ̈− φ̇φ̇

′

φ′ +
φ

′′
φ̇2

φ′2
+

2

3
(Θφ̇− ∇̃2φ)

]
, (7)

qφa = − 1

(φ+ 1)

[ φ̇′

φ′ −
1

3
Θ
]
∇̃aφ , (8)

πφab =
φ

′

(φ+ 1)

[
∇̃〈a∇̃b〉R− σab

( φ̇
φ′

)]
. (9)

The total (effective) energy density, isotropic pressure, anisotropic pressure and heat flux of
standard matter and scalar field combination are given by

µ ≡ µm
(φ+ 1)

+ µφ, p ≡ pm
(φ+ 1)

+ pφ, πab ≡
πmab

(φ+ 1)
+ πφab, qa ≡

qma
(φ+ 1)

+ qφa . (10)

1.2. Covariant equations
Given a choice of 4-velocity field ua in the Ehlers-Ellis covariant approach [8, 9], the FLRW
background is characterised by the equations [2, 3]

∇̃aµm = 0 = ∇̃apm = ∇̃aΘ , qma = 0 = Aa = ωa ,

πmab = σab = Eab = 0 = Hab , (11)

1 f ′ , f ′′, etc. are the first, second, etc. derivatives of f w.r.t. the Ricci scalar R.
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where Θ, Aa, ω
a, and σab are the expansion, acceleration, vorticity and the shear terms. Eab

and Hab are the “gravito-electric” and “gravito-magnetic” components of the Weyl tensor Cabcd
defined from the Riemann tensor Rabcd as

Cabcd = Rabcd − 2g[a[cR
b]
d] +

R

3
g[a[cg

b]
d] , (12)

Eab ≡ Cagbhuguh, Hab ≡ 1
2ηae

ghCghbdu
eud . (13)

The covariant linearised evolution equations in the general case are given by [2, 3, 10]

Θ̇ = −1

3
Θ2 − 1

2
(µ+ 3p) + ∇̃aAa , (14)

µ̇m = −µmΘ− ∇̃aqma , (15)

q̇ma = −4

3
Θqma − µmAa , (16)

ω̇〈a〉 = −2

3
Θωa − 1

2
ηabc∇̃bAc , (17)

σ̇ab = −2

3
Θσab − Eab +

1

2
πab + ∇̃〈aAb〉 , (18)

Ė〈ab〉 = ηcd〈a∇̃cH〉b
d −ΘEab − 1

2
π̇ab − 1

2
∇̃〈aqb〉 − 1

6
Θπab , (19)

Ḣ〈ab〉 = −ΘHab − ηcd〈a∇̃cE〉b
d +

1

2
ηcd〈a∇̃cπ〉bd , (20)

and the linearised constraint equations are given by

Cab0 ≡ Eab − ∇̃〈aAb〉 − 1

2
πab = 0 , (21)

Ca1 ≡ ∇̃bσab − ηabc∇̃bωc −
2

3
∇̃aΘ + qa = 0 , (22)

C2 ≡ ∇̃aωa = 0 , (23)

Cab3 ≡ ηcd(∇̃cσdb) + ∇̃〈aωb〉 −Hab = 0 , (24)

Ca5 ≡ ∇̃bEab +
1

2
∇̃bπab −

1

3
∇̃aη +

1

3
Θqa = 0 , (25)

Cab ≡ ∇̃bHab + (µ+ p)ωa +
1

2
ηabc∇̃bqa = 0 . (26)

2. Quasi-Newtonian spacetimes
If a comoving 4-velocity ũa is chosen such that, in the linearised form

ũa = ua + va, vau
a = 0, vav

a << 1 , (27)

the dynamics, kinematics and gravito-electromagnetics quantities (11) undergo transformation.
Here va is the relative velocity of the comoving frame with respect to the observers in the
quasi-Newtonian frame, defined such that it vanishes in the background. In other words, it
is a non-relativistic peculiar velocity. Quasi-Newtonian cosmological models are irrotational,
shear-free dust spacetimes characterised by [2, 3]:

pm = 0 , qma = µmva , πmab = 0 , ωa = 0 , σab = 0 . (28)

The gravito-magnetic constraint equation (24) and the shear-free and irrotational condition (28)
show that the gravito-magnetic component of the Weyl tensor automatically vanishes:

Hab = 0 . (29)

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 265



The vanishing of this quantity implies no gravitational radiation in quasi-Newtonian cosmologies,
and equation (26) together with equation (28) show that qma is irrotational and thus so is va:

ηabc∇̃bqa = 0 = ηabc∇̃bva . (30)

Since the vorticity vanishes, there exists a velocity potential such that

va = ∇̃aΦ . (31)

3. Integrability conditions
It has been shown that the non-linear models are generally inconsistent if the silent constraint
(29) is imposed, but that the linear models are consistent [2, 3]. Thus, a simple approach to
the integrability conditions for quasi-Newtonian cosmologies follows from showing that these
models are in fact a sub-class of the linearised silent models. This can happen by using the
transformation between the quasi-Newtonian and comoving frames. The transformed linearised
kinematics, dynamics and gravito-electromagnetic quantities from the quasi-Newtonian frame
to the comoving frame are given as follows:

Θ̃ = Θ + ∇̃ava , (32)

Ãa = Aa + v̇a +
1

3
Θva , (33)

ω̃a = ωa −
1

2
ηabc∇̃bvc , (34)

σ̃ab = σab + ∇̃〈avb〉 , (35)

µ̃ = µ, p̃ = p, π̃ab = πab, q̃φa = qφa (36)

q̃ma = qma − (µm + pm)va , (37)

Ẽab = Eab, H̃ab = Hab . (38)

It follows from the above transformation equations that

p̃m = 0 , q̃ma = 0 = Ãa = ω̃a , π̃mab = 0 = H̃ab , σ̃ab = ∇̃〈avb〉 , Ẽab = Eab . (39)

These equations describe the linearised silent universe except that the restriction on the shear
in equation (39) results in the integrability conditions for the quasi-Newtonian models. Due to
the vanishing of the shear in the quasi-Newtonian frame, equation (18) is turned into a new
constraint

Eab −
1

2
πφab − ∇̃〈aAb〉 = 0 . (40)

This can be simplified by using equation (17) and the identity for any scalar ϕ:

ηabc∇̃aAc = 0⇒ Aa = ∇̃aϕ . (41)

In this case ϕ is the covariant relativistic generalisation of the Newtonian potential.

3.1. First integrability condition
Since equation (40) is a new constraint, we need to ensure its consistent propagation at all
epochs and in all spatial hypersurfaces. Differentiating it with respect to cosmic time t and by
using equations (9), (19) and (22), one obtains

∇̃〈a∇̃b〉
[
ϕ̇+

1

3
Θ +

φ̇

(φ+ 1)

]
+
[
ϕ̇+

1

3
Θ +

φ̇

(φ+ 1)

]
∇̃a∇̃bϕ = 0 , (42)
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which is the first integrability condition for quasi-Newtonian cosmologies in scalar-tensor theory
of gravitation and it is a generalisation of the one obtained in [2], i.e., (42) reduces to an identity
for the generalized van Elst-Ellis condition [1, 2, 3]

ϕ̇+
1

3
Θ = − φ̇

(φ+ 1)
. (43)

Using equation (14) with the time evolution of the modified van Elst-Ellis condition, we obtain
the covariant modified Poisson equation in scalar-tensor gravity as follows:

∇̃2ϕ =
µm

2(φ+ 1)
−(3ϕ̈+Θϕ̇)+

1

2(φ+ 1)

[
f−R(φ+1)+

(3φ̇
′

φ′
−Θ
)
φ̇−3φ̈+3

( 2

(φ+ 1)
− φ

′′

φ′2

)
φ̇2−∇̃2φ

]
.

(44)
The evolution equation of the 4-acceleration Aa can be shown, using equations (43) and (22),
to be

Ȧa +
[2

3
Θ +

φ̇

(1 + φ)

]
Aa = − 1

2(1 + φ)

[
µmva +

(1

3
Θ +

φ̇′

φ′
− 2φ̇

(1 + φ)

)
∇̃aφ

]
. (45)

3.2. Second integrability condition
There is a second integrability condition arising by checking for the consistency of the constraint
(40) on any spatial hyper-surface of constant time t. By taking the divergence of (40) and by
using the following identity:

∇̃b∇̃〈aAb〉 =
1

2
∇̃2Aa +

1

6
∇̃a(∇̃cAc) +

1

3
(µ− 1

3
Θ2)Aa , (46)

which holds for any projected vector Aa, and by using equation (41) it follows that:

∇̃b∇̃〈a∇̃b〉ϕ =
2

3
∇̃a(∇̃2ϕ) +

2

3
(µ− 1

3
Θ2)∇̃aϕ . (47)

By using equations (47), (22) and (25), one obtains:

∇̃aµm −
[
φ̇+

2

3
(φ+ 1)Θ

]
∇̃aΘ +

1

(φ+ 1)

[f
2
− µm + Θφ̇− Θφ̇′(φ+ 1)

φ′

]
∇̃aφ

−2(φ+ 1)∇̃2(∇̃aϕ)− 2
[
µm +

R(φ+ 1)

2
− f

2
−Θφ̇− Θ2(φ+ 1)

3

]
∇̃aϕ

−∇̃2(∇̃aφ) = 0 , (48)

which is the second integrability condition and in general it appears to be independent of the
first integrability condition (42). By taking the gradient of equation (43) and using equation
(22), one can obtain the peculiar velocity:

va = − 1

µm

[
2(φ+ 1)∇̃aϕ̇+

( φ̇′
φ′
− ϕ̇− 3φ̇

(φ+ 1)

)
∇̃aφ

]
. (49)

By virtue of equations (15) and (16), va evolves according to

v̇a +
1

3
Θva = −Aa . (50)
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The coupled evolution equations (45) and (50) decouple to produce the second-order propagation
equation of the peculiar velocity va. By using equations (4) and (5) in equation (50) one obtains:

v̈a +
[
Θ +

φ̇

(φ+ 1)

]
v̇a +

[1

9
Θ2 − 1

6(φ+ 1)
(5µm − f − 4Θφ̇)

]
va

+
1

(φ+ 1)

[ φ̇

(φ+ 1)
− φ

′′

2φ′ −
Θ

6
− φ̇

′

2φ′ +
φ

′′
φ̇

2φ′2

]
∇̃aφ = 0 . (51)

By substituting equation (49) into equation (50) one obtains

2(φ+ 1)∇̃aϕ̈+ 2
[
φ̇+ Θ(φ+ 1)

]
∇̃aϕ̇−

[
µm − 2(φ+ 1)ϕ̈+ φ̈− φ̇φ̇

′

φ′ −
φ̇2φ

′′

φ′2
+ ϕ̇φ

′

+
3φ̇2

(φ+ 1)

]
∇̃aϕ+

[3φ
′′
φ̇φ̇

′

φ′3
+
φ̈

′

φ′ −
φ̇

′2

φ′2
− φ̇φ̇

′′

φ′2
+

Θφ̇
′

φ′ −
ϕ̇φ̇

′

φ′ −
2φ

′′
φ̇2

φ′4
− 3φ̇2φ

′′

φ′2(φ+ 1)

−Θϕ̇− ϕ̈+
3φ̇

(φ+ 1)2
+
φ

′′′
φ̇2

φ′3
− 3φ̈

(φ+ 1)
− 3Θφ̇

(φ+ 1)

]
∇̃aφ = 0 . (52)

By using equation (15) together with equation (43), one can show that the acceleration potential
ϕ satisfies

ϕ̈ =
1

9
Θ2+

1

6(φ+ 1)

[
µm+f−R(φ+1)−3φ̈+Θφ̇+

3φ̇φ̇
′

φ′ −
3φ̇2φ

′′

φ′2
+

6φ̇2

(φ+ 1)
−∇̃2φ

]
− 1

3
∇̃2ϕ . (53)

4. Conclusion
In this work, we have demonstrated how imposing special restrictions to the linearized
perturbations of FLRW universes in the quasi-Newtonian setting result in the integrability
conditions that give us consistency relations for the evolution and constraint field equations in
the scalar-tensor theories of gravity. In addition, we have derived the velocity and acceleration
propagation equations in scalar-tensor theories.
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Abstract. It has long been known that large grounded conducting networks on the surface of
Earth, such as power lines or pipelines, are affected by solar activity and subsequent geomagnetic
storms. With the increased use of electrical technologies, society has become more and more
dependent on electrical power and power networks. These power networks form extensive
grounded conductors which are susceptible to geomagnetically induced currents (GICs). GICs
at any specific node in a power network are assumed to be linearly related to the horizontal
vector components of an induced plane-wave geoelectric field by a pair of network parameters.
These network parameters are not easily measured in the network, but may be estimated
empirically. In this work, we present a new approach of using an ensemble of network parameters
estimates. The ensembles include a huge number of parameter pair estimates calculated from
simultaneously solving pairs of time instances of the governing GIC equation. Each individual
estimate is not the true state of the system, but a possible state. Taking the ensemble as
a whole though gives the most probable parameter estimate. The most probable parameter
estimate for both network parameters, as defined by their respective ensembles, is used directly
in the modelling of GICs. The ensembles themselves however allow for further analysis into the
nature of GICs. An improvement is seen when comparing the out-of-sample performance of the
ensemble estimates with previous GIC modelling in the South African power network during
the Halloween Storm of 2003. For the first time, it is shown that errors in the GIC modelling
chain are absorbed into the network parameter estimates. Using a range of estimates from
the ensemble, a GIC prediction band is produced. This band corresponds to an error estimate
for predicted GIC. Furthermore, it has been explicitly shown for the first time that estimated
network parameters vary with GIC magnitude during an event. This behaviour is then used
to refine the parameter estimation further and allow for real time dynamic network parameter
estimation.

1. Introduction
Modelling geomagnetically induced currents (GICs) entails not just modelling a single system,
but rather a chain of coupled systems. The general driver of a geomagnetic storm disrupts current
systems in the near-Earth environment and hence the geomagnetic field. Fluctuations in the
geomagnetic field through a closed path including the power network induces a geoelectric field
and an electromotive force (EMF), which ultimately drives the GIC. The effects of the resulting
GICs in these networks can be particularly damaging and costly [1], especially in high-latitude
regions. Lesser, but still significant effects have also been observed at mid-latitudes [2–4].

There are a few governing assumptions made in GIC modelling. It is assumed that the induced
geoelectric field is driven by a spatially constant plane-wave geomagnetic field over the system
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[5]. Such an induced geoelectric field would be uniform if the conductivity of Earth is dependent
only on depth (laterally constant). Typical causes of such a geomagnetic field would be a very
long (relative to the system) uniform sheet or line current. These assumptions are idealised cases
which can be thought of as first order approximations [6]. In reality, the ionospheric current
systems are exceptionally complex, non-uniform and highly variable. At mid-latitudes the useful
plane-wave geomagnetic field assumption is more accurate than in auroral regions where the
auroral electrojet is the dominant current system. This current system is more variable and
closer compared to the mid-latitude drivers, making the interactions more complicated [3, 7, 8].

1.1. Network Parameters
Due to the conductivity and extent of the Earth, the main component of the driving EMF comes
from the induced geoelectric field at the surface of the Earth. This results in a linear relation
between the geoelectric field and the resulting GIC through Ohm’s law, defined by the projection
of the effective geoelectric field onto the network and the sum of all resistances in the induction
loop (which is dominated by network resistances). This results in the governing GIC equation
in Cartesian coordinates,

GIC(t) = aEx(t) + bEy(t), (1)

where Ex and Ey are the horizontal geoelectric field components in the Northerly and Easterly
directions respectively. Since the network parameters are scaling factors that also penalise
non-alignment of the geoelectric field vector with the network, the preferred direction for the
geoelectric field to produce large GICs can be found. The ratio of network parameters b/a as used
in previous work [9] is encoded in this direction (in this case effectively the angle from North).
Any deviation or non-alignment of the geoelectric field from the preferred direction would result
in a fraction of the total geoelectric field magnitude contributing to the measured GIC. These
traditional network parameters, with units of Akm/V, are usually determined analytically using
available information about the network, which is often inaccurate.

2. Model Development
From simultaneous GIC and Ex,y data, a single estimate of the network parameters can be
derived empirically [8, 10]. It is assumed that these parameters are constant over the time scale
of a geomagnetic event, only changing with major alterations of power network related hardware
or operations [11]. Due to associated errors at each point in the GIC modelling chain, it has
been observed that different empirical values of a and b may be derived for different data subsets
defined by magnitude or conductivity [8, 10]. This suggests that a number of errors from different
drivers are absorbed into these parameters. To acknowledge these errors and borrowing notation
from Wik et al. [8], where α and β represent the empirically derived network parameters, we
can redefine the governing equation to,

Γ(t) ≈ αEx(t) + βEy(t), where (2)

Γ(t) ≡ GIC(t) +GIC(t)err (or the GIC as measured), (2a)

α ≡ a
(
1 + Ex(t)err/Ex(t)

)
and (2b)

β ≡ b
(
1 + Ey(t)err/Ey(t)

)
. (2c)

Given a time-series of n time instances, each a measured state of the system, taking any two
relevant and comparable time instances would allow for α and β to be solved for simultaneously.
Using all possible combinations of time instance pairs would result in n(n − 1)/2 ≈ n2/2 (for
large n) sets of empirical network parameter estimates. These estimates are collected into the
ensembles α and β. Using a similar approach of statistical mechanical ensembles, each estimate
in the ensemble represents a possible state of the real system. When all states are considered
together and the result normalised appropriately, an ensemble becomes a probability distribution
of system states.
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Previous empirical estimation has generally included a fit of sorts that results in a single
estimate. One approach is to use a least squares routine and fit equation (1) to the data [8].
Another approach is to select near-zero crossings of the geoelectric field for a single geoelectric
field component and solve equation (1). This generates a number of single parameter estimates
and a linear fit is then applied (excluding outliers) to find the final estimate [10]. It has also been
shown that the ratio of network parameters can be found empirically from data [12]. If a single
parameter is known, this ratio can be used to find the other parameter in the parameter pair
[9]. All these methods estimate the network parameters and absorb effects analytical methods
don’t, but do not give an indication of any variation in the parameters (in which errors are
propagated), whereas the spread of the resulting ensembles do.

2.1. Data Sources and Selection
This work analyses the Grassridge (GRS) substation in the South African power network, where
previous GIC modelling has been done. Measured 2-sec transformer neutral GIC data for 31
March 2001 and 29-31 October 2003 is used. This data range spans geomagnetic storms and
no network changes were made during this time (comparable time instances). The geoelectric
field data used in this work is derived from 1-min magnetometer data measured at Hermanus
(which has been shown to be ‘local’ enough for GIC modelling [13]). This process makes use
of the magnetotelluric method with a layered Earth conductivity model [12]. The conductivity
profiles used in this work include the local empirically derived 10-layer profile for Grassridge
[9] and the non-local 5-layer for Québec (QUE) [14]. To make use of relevant data, a process
of data selection was implemented. In previous work this entailed using only GIC data which
satisfies |GIC| > 0.1×RMS(GIC), where RMS =

√
Σn
i=1GIC(ti)2/n (root mean square), and

further selection of significant geoelectric field time instances (which can lead to biasing). Since
ensemble estimation is robust and makes use of all possible combinations of time instances, this
selection can be relaxed and varied, with the only criterion being that there need to be enough
time instances to create a large representative ensemble.

3. Ensemble Estimation Results
In order to compare ensemble estimation to previous work the same GIC data selection criterion
is used initially. The data from the Halloween Storm of 29 October 2003 is kept out of the
ensemble training as a validation set (not done in previous work). Figure 1 shows the resulting
normalised α ensemble histogram (with a similar result applicable for β). It should be noted
that although the probability distribution has the expected bell-shape as predicted from equation
(2b), it also has significantly heavy tails (variance and higher order moments are undefined).
In this case, the median and not the mean is the best measure of central tendency and hence
the most probable network parameter estimate. Also shown is the effect of using different
conductivity profiles, with the local empirically derived profile having less spread but no shifting
of the peak. This shows that errors made in the derivation of the geoelectric field are absorbed
into the empirical network parameters.

3.1. Comparison with Previous Work
A comparison is made with the empirical network parameter estimates of two previous studies,
namely Ngwira et al. [9] and Matandirotya et al. [10]. Both these studies used the first day of
the Halloween Storm, 29 October 2003, for GIC modelling. During this day, the period between
06:00 and 12:00 is highly disturbed according to SYM-H and the period between 19:00 and 24:00
is relatively disturbed (see Figure 3). The periods 06:00-12:00 and 19:00-24:00, will be referred
to as the Primary and Secondary Storm Phases respectively. In addition to this, Matandirotya
et al. [10] used the finite element method (FEM) to further improve the derived geoelectric field
results (not done in this work).

To measure the performance of the modelling a number of error metrics are used, namely
the RMSE (root mean square error), RE (relative error) and Pearson’s correlation coefficient
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Figure 1. Comparison of the
α distributions derived from the
local (GRS) and Québec (QUE)
conductivity profiles. This behaviour
also holds for the β distributions.
The interquartile range shown is used
to model a prediction band (Figure
3). Also shown are the network
parameter estimates from previous
work.

ρ. The first two metrics quantify the error in absolute amplitude and are defined by,

RMSE =

√∑n
i=1(GICobs(ti)−GICmod(ti))2

n
and RE =

GICobs −GICmod

GICobs
. (3)

Using the previous work’s definition, only the median RE for |GIC| > 1 A is considered and the
result is shown as a percentage [10]. Pearson’s correlation coefficient on the other hand is defined
in the normal way and quantifies the correlation. The results summarised in Table 1 below show
that ensemble estimation does significantly better in general (an overall improvement of more
than 10% using the locally based conductivity profile and more than 5% using the non-local
profile).

Table 1. Ensemble estimation results compared to previous work.

Data
06:00-12:00

RMSE [A] (ρ)
19:00-24:00 00:00-24:00

RE%

Ngwira Set (a=-80, b=1 A km/V)
FEM 0.96 1.07 1.35 51

Matandirotya Set (a=-94, b=24 A km/V)
FEM 1.38 1.11 0.98 41

Grassridge Profile (α=-129.36, β=7.90 A km/V)
GRS 1.42 (0.88) 0.54 (0.97) 0.86 (0.88) 30

Québec Profile (α=-129.15, β=5.61 A km/V)
QUE 1.78 (0.78) 0.81 (0.93) 1.12 (0.79) 35

3.2. Network Parameter Dependence on GIC Magnitude
Relaxing the criterion for using significant GIC data (considering that already only data
corresponding to geomagnetic storms is used), we can use different percentile windows relating to
GIC magnitude to quantify the previously observed behaviour that different empirical network
parameters are obtained for different data subsets. Taking a 25% percentile window for GRS
results in more than 1 million parameters pairs per window, satisfying the condition that a
representative ensemble is produced. Arranging the percentile range estimates along increasing
values of measured GIC in Figure 2 shows that α and β are apparently not constant and
vary with GIC intensity as the storm evolves (since GIC magnitude varies with time). At
small magnitude GICs, the network parameters are negligible. This suggests that the preferred
direction is indeterminate and that these cases are often a result of miss-alignment and/or a small
geoelectric field. As the GIC strength grows, the network parameters become more and more
relevant. This is not the case with the β parameter at GRS which stays close to zero. This is a
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function of the directionality weighting from the network. GRS is located at a stable endpoint
in the network with only a single, approximately North-South directed line. Therefore the β
parameter, which scales the Eastward geoelectric field component Ey, is small. This suggests
that GICs at GRS are practically independent of the Eastward component of the geoelectric
field, which has been seen in previous analysis [2, 9, 10]. Even with this variation, the preferred
direction as defined by the ratio of network parameters remains constant.

Figure 2. Plot of empiri-
cal network parameter esti-
mates at GRS for different
magnitude defined GIC per-
centile ranges. Also shown
is the constant ratio of net-
work parameters (network
defined directionality).

3.3. GIC Prediction Band
The spread in the distributions of estimated network parameters suggests that using single
values of α and β to relate GIC to induced geoelectric field is not correct. Instead of using this
approach, we can use the interquartile range of α and β (see Figure 1) to predict an associated
range of GICs. This network parameter range would span the typical error propagated in the
GIC modelling chain, without straying into the heavy tails. Since we are most concerned about
the largest GICs, we then use the values of α and β in this interquartile range that will maximise
the range of resulting GIC. This approach results in a GIC band, as shown in Figure 3, instead
of a single estimate. This gives a handle on the uncertainty in the prediction at any time.

Figure 3. A GIC prediction band produced using a range of estimates.
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3.4. Dynamic Network Parameters
Using the observed correlation of the network parameters with GIC magnitude, dynamic network
parameters can be created to further improve modelling. The percentile window shifted through
all the percentiles results in an overlap of estimates for a given GIC magnitude. Using a
weighted mean of these overlapping estimates would result in a single representative estimate for
a corresponding GIC magnitude. Calculating an arbitrary GIC magnitude’s relevant percentile
in the ensemble would then allow the representative network parameter estimate to be mapped
to it. Using the GRS data with its low resolution and the non-local QUE profile (that should do
a lot worse than a locally derived profile) we see an improvement nonetheless (see Table 2). Also
shown are the highest percentile range parameters, appropriate for extreme value modelling.

Table 2. Dynamic network parameter estimation using GIC magnitude.

Québec Profile
06:00-12:00

RMSE [A] (ρ)
19:00-24:00 00:00-24:00

RE%

Static Parameters 1.78 (0.78) 0.81 (0.93) 1.12 (0.79) 35
Dynamic Parameters 1.75 (0.82) 0.72 (0.94) 1.05 (0.82) 36
Extreme Parameters 1.97 (0.79) 0.78 (0.93) 1.21 (0.79) 36

4. Discussion and Conclusion
Not only does ensemble estimation give a much better prediction compared to previous analytical
and empirical methods, but the uncertainty in GIC modelling is also quantified. It has been
shown how errors made in the derivation of the geoelectric field components are reflected in the
network parameters. Taking this into account and a range of values for each of the network
parameters, a band of GIC may be calculated instead of a single estimate. Further analysis has
also explicitly shown for the first time that the network parameters are not constant and are
correlated with GIC strength and hence storm phase. Using this to define dynamic or extreme
parameter estimates further improves GIC modelling accuracy and usefulness. These approaches
can be incorporated into a real-time probabilistic prediction scheme, with direct application to
mitigation schemes for power utilities and other relevant parties.
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Abstract. This paper reports on the effect of Socratic questioning integrated with guided-

inquiry (GI) on students’ attitudes to physics laboratory activities and academic performance. 

Ninety seven first-year Bachelor of Science physics students participated in this study at a 

well-established South African university. The students were assigned systematically to control 

(C) and experimental (E) groups. The C group did recipe-based practical activities, while the E 

group did GI practical activities. At the end of the semester, data were collected using the 

written practical and hands-on examinations, follow-up focus group interviews as well as the 

theory examinations. Results indicated that the E group outperformed the C group in certain 

questions, but also performed worse in most of the questions. Overall, there were differences 

between the C and E groups, however the differences were not statistically significant. We 

conclude that GI laboratory activities did not enhance first-year physics students’ academic 

performance. It was also found that, the E group students developed a positive attitude towards 

the GI practical activities, while the C group students appreciated the procedural approach 

followed in their recipe-based practical activities. The results of this study however, contribute 

to the understanding of current science laboratory practices, learning processes and the 

potential effects of inquiry-based instruction at university level. 

1.  Introduction 

Inquiry-Based Science Education (IBSE) is encouraged by science education reform documents [1, 2, 

3]. IBSE is believed to enhance the deep understanding of scientific inquiry (SI) process skills and 

science literacy [4]. It is believed that engaging students in SI can assist them in applying their critical 

and creative skills when performing scientific investigations, using observations and inferences to 

formulate empirically based explanations [1]. Integrating guiding questions in inquiry-based activities 

may direct students’ thinking and help teachers to understand students’ thinking [5]. The teaching 

approach was based on Socrates’ use of questioning to assist a student to think, analyze and seek for 

new information [6]. Learning Physics is considered to be about constructing knowledge on the basis 

of experimentation and reasoning, rather than memorizing facts [7, 8]. The current study posits that the 

GI physics laboratory activities may bring about changes in students’ thinking and problem-solving 

skills [9]. 

The current paper reports on part of a study that was undertaken at a South African university to 

investigate whether changing some of the first year university physics traditional laboratory activities 

into GI format may influence students’ attitudes towards laboratory work and performance in physics 
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[7]. The rationale behind this transformation was that the previous practice of doing the traditional 

practical laboratory activities was procedural [10] which, according to research, does not enhance 

students’ thinking skills [11]. The aim of this paper is to examine if the combination of guiding 

questions and GI physics laboratory activities would help students develop positive attitudes towards 

laboratory work as well as developing a better academic performance. This paper addresses the 

following research question: To what extent does GI based instruction in laboratory practical 

activities as compared to traditional recipe based laboratory practical activities influence first-year 

university students’ attitudes towards laboratory work and performance in physics? The results of this 

study may enhance the understanding of current science laboratory practices, learning processes and 

the potential effects of inquiry-based instruction at university level. 

 

2.  Literature review 

2.1.  Inquiry  

Inquiry has a plethora of meanings, however it is broadly described as scientific investigations that 

encourage classroom practices like posing questions which focus at knowledge attainment and 

development [12]. The design of the GI laboratory practical activities was informed by McDermott 

and the Physics Education Group’s [13] Physics by Inquiry (PbI) model. The critical component of 

PbI curriculum is the use of guiding questions where students are encouraged to work in small groups 

and guided through step-by-step questions when performing activities. According to social 

constructivist learning theory, effective learning occurs when teachers and students collaboratively 

work together to co-generate knowledge through investigations, posing questions and finding solutions 

[14, 15].  

2.2.  Inquiry-based Instruction versus Traditional Instruction 

Inquiry-based teaching approaches use a range of teaching strategies that involve a student as an active 

agent in the knowledge construction rather than passive recipient of information [16]. Inquiry 

encourages student-centred approaches and uses instructional practices such as observations, 

formulating questions, realising gaps in one’s knowledge base and conducting investigations to close 

the gaps. Traditional teaching approaches promote transmission of researched knowledge to students, 

while student centred approaches like inquiry inspire students to construct knowledge by engaging in 

investigative activities. Additionally, it is believed that learning by conducting investigations is 

conducive to students understanding of how knowledge is generated [17]. Inquiry-based teaching 

helps students to use a deep approach to learning whereas the traditional teaching method encourages 

students to use a superficial approach [18].  

2.3.  Role of guiding questions in academic performance in physics 

Arons [7] argued that the use of Socratic questioning may assist students to shift from declarative to 

operational knowledge. Declarative knowledge is knowledge that can be stated and operational 

knowledge is knowledge that can be applied (through a series of operations) [7]. Utilization of 

Socratic questioning and students’ experiences may guide students to a superior understanding of 

scientific knowledge, reasoning abilities and logical thinking skills [19]. Syh-Jong’s [20] study on the 

effectiveness of talking and writing in a collaborative environment showed that students do not only 

defend their science conceptions but also incorporate other students’ ideas in clarifying their 

understanding. In another study, Crouch, Watkins, Fagen and Mazur [21] employed Peer Instruction 

(PI) which is a teaching approach of guiding all students in the learning process using structured 

questions for more than ten years in the introductory Physics at Harvard University. It was found in 

this study that PI promoted students’ conceptual reasoning and quantitative problem solving skills. 
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3.  Methodology 

The current study followed an experimental design using a mixed methods approach [22], located 

within the post-positivist paradigm. Post-positivism allowed the researcher to explore the cause and 

effect of GI laboratory activities on students’ academic performance [23] as well as to understand how 

multiple realities are created and maintained by participants in their personal views of physics 

knowledge [22]. All 220 Bachelor of Science students (132 males and 88 females) registered for the 

calculus-based introductory physics course were invited to participate, but only 97 students gave 

written consent and were systematically assigned to either the C or the E groups. Participation was 

voluntary and students could withdraw at any time. The C group performed the traditional recipe-

based laboratory activities, while the E group performed GI laboratory activities. The physics practical 

laboratory activities conducted during the session served as a background context for the physics 

content [24] and the intervention programme lasted for eight weeks.  

All groups of students performed the same recipe-based practical activities during the first 

semester. However, during the second semester, the C group performed the recipe-based laboratory 

activities following recipe-based instructions while the E group did GI laboratory activities following 

GI instructions. The GI and the recipe-based practical activities covered essentially the same physics 

content and used identical equipment. Care was taken to ensure that any questions asked had been 

sufficiently covered by both C and E groups. 

The combined practical examination (i.e. the written and hands-on practical examination) was 

administered at the end of the term. The marking of combined practical examination and theory 

examination was done by laboratory assistants and lecturers respectively as in previous years. The 

quantitative results were analyzed statistically by the researcher to compare the performance of 

students doing either recipe-based or GI practical activities 

 Following the practical examination, focus group interviews were conducted to validate the data 

found through the combined practical examination. All students were invited by e-mail, only sixteen 

students (9 females and 7 males) responded and were interviewed by the researcher. No incentives 

were offered. Nine were from the C group while the other seven students were from the E group. 

There were three unstructured focus group interviews comprised of two groups of five students and 

one group of six students, where each interview lasted for an hour. In this paper, we will focus 

specifically on the questions probing the attitudes students had towards the laboratory work (questions 

1, 2 and 5). The interviews were transcribed in full in a text file and transcriptions were analyzed 

following the guidelines by Lesh and Lehrer [25], that is, transcriptions were read several times, 

refined as meaning became clear, coded and analyzed for differences in students’ experiences of C and 

E groups. 

 

4.  Results and discussions 

4.1.  Focus group interviews 

Examples of students’ answers during the interviews conducted at the end of the term are shown in 

Table 1. As can be seen from the responses to question 1, students in the E group (students C and D) 

could see the advantage of GI laboratory practical activities over recipe based activities. They felt that 

the practical activities were not difficult and that the practical activities aided their understanding and 

gave them more confidence in applying physics principles and they enjoyed the more interactive 

nature of the experiments.  

Interestingly, the students in the C group (students A and B) who performed recipe-based practical 

activities felt that clear guiding instructions were essential, which suggests that these students enjoyed 

the step-by-step procedures when conducting practical activities. From the answers to question 2 it 

was clear that students in the E group (students G and H) enjoyed the challenge of GI activities. This 
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may be an indication that GI gives students an opportunity to grow and overcome the need for recipe-

like instructions, while students in the control group appreciated recipe based instructions simply 

because they had no other experiences. Interestingly, student F in the C group realized that he would 

learn better if he were challenged to find a solution instead of just given the answer. In question 5, 

both groups expressed the view that the practical activities exposed them to new situations and 

contributed to their understanding of the application of physics to real experiments. It was observed 

that although students who performed recipe-based practical activities felt the need for guiding 

instructions, the students in the E group demonstrated a shift in their views about learning, confidence 

and thinking skills and came to appreciate the GI-based practical activities.  

4.2.  Practical and theory examination 

From Table 2 it can be seen that the C group performed 4 pp better than the E group in the written 

practical examination, while there was no difference in the hands-on practical examination. In the 

theory examination mark, the E group performed 3 pp better than the C group. These differences are 

not statistically significant, and the results suggest that the GI laboratory practical activities had a very 

small negative effect on students’ performance in the combined practical examination and a very small 

effect on the performance of students in the theory examination. It was also observed that E group 

students performing the GI practical activities took longer to do the same experiment when compared 

to C group students, as GI promotes a deeper level of understanding in contrast to the traditional 

model that promotes surface learning [2]. 

 

5.  Conclusion 

The study was designed to investigate whether GI activities would significantly enhance academic 

performance and attitudes to practical activities. It was found that the GI laboratory practical activities 

had only a very small effect on performance in the combined practical examination and the theory 

examination. We argue that the GI physics laboratory activities in this study did not result in a 

measureable enhanced performance, because theory examination in the current study did not focus on 

testing conceptual understanding and scientific process. Similar to the current study there are 

numerous studies that found that inquiry based activities do not improve academic performance. 

Research studies conducted by El-Nemr [26] and Lott [27] have shown that inquiry-based approaches 

had a small positive effect on students’ academic achievement in examinations. 

The E group students developed a positive attitude towards the GI practical activities, while the C 

group students appreciated the procedural approach followed in their recipe-based practical activities. 

This is in agreement with the findings in other studies that have demonstrated that Problem Based 

Learning provided a thought-provoking, encouraging and enjoyable approach to learning and 

promoted better attitudes and thinking skills in students [28].  

The results of this study should not be generalized to first–year physics students’ across South 

Africa or other countries. It is possible that some physics concepts may have been better addressed 

than others by the selection of the GI activities, though not by intention. It is therefore recommended 

that further research be undertaken to shed more light on how students’ understanding of certain 

physics concepts are enhanced by GI activities. In conclusion, we believe that the insight gained in this 

study may guide transforming undergraduate science courses and may contribute to understanding of  

Table 2 Average scores in percentage point (pp) of the C and E groups in individual questions 

of the combined practical examination and theory examination  

 

Average score (%) 

Short summary of question C E E-C (pp) 

Combined practical examination (Written and hands-on) 64 62 -2 

Written section of practical examination 60 56 -4 
Hands-on section of practical examination 74 74 0 

Theory examination mark 56 59 3 
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the perceptions of science held by undergraduates, assisting university lecturers to improve scientific 

literacy in future scientists and diverse university graduates. 
 

 

  Table 1: Examples of students’ views expressed during the focus group interviews. 
Interview 

questions Group Response 

1. How did 
you 

experience the 

practical 
activities in 

general? 

 

C 

Student A: “The important thing we have done as you start the practicals you get your information sheet. 

And then it will describe how you will set up the equipment and that was very important part. Because 

you give that much preparation about terminology, about the practical you are going to do beforehand. 
But unless all those instructions for setting up the equipment were clear, all the preparation will mean 

nothing.” 

 
Student B: “They were fine for me because we got instructions and we knew basically the outline of 

practicals. So we knew what to do sort of most of them but then as she said if you don't know the work 

behind the practicals then you became bit sketchy. There was also a chance to realise how much you 
know of your work at the time that u can study further for upcoming examinations.” 

E 

Student C: “Okay, basically the practical activities were fine not difficult but they actually exposed us to 
variety of physics things that we did not know about before. Like, the apparatus we were using during the 

practicals and some other physics concepts that we actually learnt in class. But we didn't know how to 

apply; we were actually given chance to actually see the application of those physics concepts during the 
practicals. Like for example, connecting those circuits. We only knew how to draw the circuit but didn't 

actually know how to connect what materials until we do the physics practicals.” 

 
Student D: “I enjoyed the practical sessions this semester (second semester). They were much easier than 

last semester’s practicals (first semester’s practicals). Although the format wasn't very much different, the 

practicals were just easier. And also when we covered the work in the lectures, we had already done some 
of the practicals that were related to the classroom's theory content.” 

2. Would you 

prefer more 
guidance in 

the practical 

activity or 
more 

opportunity to 

investigate in 
your own 

way? 

C 

Student E:  “I think that, the thing is, it really made it easier to relate to the theory and the fact that 
practical did not take that much preparation. I think that was nice because the thing is like we do not have 

time to spend hours and hours to prepare for something. And then the fact that usually we were preparing 

for an hour may be for the practicals and it was not that hard. You can actually like see how everything is 
coming together. You can see the full picture when doing the practicals, because they made it easier to 

understand the topic and they made it easier to write test because like if you forgot something, you can 

think ohh what did we do in a practical and you could actually make a comeback from that.” 
 

Student F: “I agree with that because there is a thing like if you actually have to struggle to get something 

right you are going to remember like what you got wrong and what you got right on your own. Whereas if 

you get guidelines you are going to forget because it is just like a routine, just listen and repeat. You 

won't like make some conclusions on your own it will be somebody's work on your paper. I think that is 

repeating the same thing over and over again.” 

E 

Student G: “I would prefer to investigate on my own, so that I figure out things on my own. Because 

when you are guided you just follow the procedure but then at the end of the day you acquire less 

knowledge than when you do things on your own and see what is going on, like individually.” 
 

Student H: “It is also nice (the one where you are given more opportunity to investigate on your own) 

because it actually make you think of what you are doing and giving the thing of like challenging 
yourself, like okay maybe if I do this and then maybe it will work. If I do this let us just see what happens 

on my own. And if you felt like then you just can't, you can ask the demonstrator to come and help.” 

5. Do you 
think the 

practical 

activities 
influenced 

your views in 

this regard? 

C 

Student J: I do not think like my view changed about science but I think it really got enhanced. And I felt 

more certain about what I felt about science because the thing is like now being able to prove staff and 

being able to see the law in front you like you see it actually hands on. You actually experience like that 
is happening, that is the truth and that makes you comfortable with science. And interacting with it 

because I think some people might escape because it so much info that you do not know where to like 

take a  word or what to leave because you are so scared that there is so much laws such that you need to 
memorise. But now after like doing all the practicals, I think it really enhanced the fact that I now believe 

in laws when I see them on paper. So when something is now given I will actually believe more than I 

used to.    

E 

Student K: Yes, well I think the practicals did demonstrate what we were learning about in theory or what 

we know in theory. So that when we see things in the real world, we understand how it all fits together, 
what is actually going on behind the bigger main concept.” 
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Abstract. The concepts of force and acceleration are crucial when motion in both one and two 

dimensions is described. The relationship between the two concepts were explained in terms of 

Newton's first and second law of motion which is included in both high school and university 

first year physics curriculum. It is expected that both high school and university first year 

Physics students can be able to explain motion in real- life context in terms of terminologies 

used in Newton's first and second law. The paper present students’ explanation of motion after 

viewing PhET simulations. Preliminary results revealed some discrepancy in students 

understanding of both Newton's first and second law. 
 

1.  Introduction and background 

 

Before Galileo and Newton, many people thought objects slowed down or stop because they have the 

tendency to do so. They thought that, if you want the object to continue moving, the force must be 

applied on the object. But those people weren't considering the many forces (e.g., friction, gravity, and 

air resistance) here on Earth that cause objects to change their velocity.  A considerable number of 

studies have been conducted within basic mechanics, and according to [1], conceptions of force 

constitute the dominant theme in the misconceptions’ literature. Among the widely-used instruments for 

probing the students’ conceptions about force is The Force Concept Inventory (FCI), see [2]. This 

instrument, with carefully constructed multiple-choice questions, has been used in schools and 

universities worldwide for many years, often to assess the achievements of teaching methods in 

mechanics. Results show that the Newtonian understanding of force remains a challenge for students 

across international contexts and levels of study [3-4]. Students’ are often found to reason their 

conceptual understanding as if they were not taught Newtonian mechanics. They associate force with 

movement, understand force as something an object carries and will be used up during movement, and 

anticipate that large objects are acting with small force than small objects in an interaction see [5] for 

an overview of student conceptions. 

 

  Many studies of misconceptions in mechanics and other areas suggest that they form part of students’ 

alternative frameworks, which needs to be challenged and replaced by more scientific ways of thinking. 

However, studies have argued, misconceptions are not necessarily held by students prior to teaching, 

but might just as well be as a result of the teaching process [6].Therefore, PhET simulations presents the 

concepts of force and motion that are important to understand how simulation(s) may contribute to 

students’ inconsistent or flawed conceptions. The study was aimed at assessing how students explained 

real contexts in terms of Newton’s first and second law. 
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2.  Methodology 

2.1.1.  Design 

This was a once-off post-test design aimed at comparing the two groups of students taught using 

different methods. Their background in terms of the symbols or levels they obtained in grade 12 in 

selected subjects are shown in figure 1 below. 

 

 
 

Figure 1: Student's grade 12 results in selected subjects 

Based on figure 1, there were no significant difference in terms of the levels obtained by both students 

in physical sciences, however the majority of B.Ed students scored well in English. We expected B.Ed 

students to explain better that B.Sc. students based on their English grade 12 results.  

2.1.2.  The instrument used to collect data 

 

Four questions probing students’ understanding of Newton’s first and second law of motion were 

developed by authors with an aim to probe student’s understanding of how they apply these two laws 

in real life context as demonstrated by a simulated picture shown in some of the figures below. To 

specific questions focused on the assessment of “ constant force implies constant speed or velocity 

misconception”, the impact of the equilibrant force on accelerated motion, the impact of adding a mass 

on motion in two dimensions  and the impact of frictional surface on the motion of an object. 

2.1.3.  Procedure 

The two Newton’s laws were taught and explained in detail using different examples and exercises in 

the respective classes that the study is taken. Given that first-year students were taught the concepts of 

force and acceleration in their high school curriculum, care was taken in the use of the terminologies 

and formulae, and PhET simulation (which can freely be accessed or downloaded at the following 

link: https://phet.colorado.edu/en/simulation/forces-and-motion-basics)  to explain the concepts of the 

force and acceleration.  

The data was collected from two different first-year classes; first-year teacher’s class and four-year 

first-year students (physics first-year extended students). This data was collected using the google 

forms in the form of questionnaires. Questions were formulate to be answered as follows correct 
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choice, stating the law and then use the law to justify their answers. Both classes were given the 

questionnaires in class to answer in a period of 45 minutes. The first-year teachers class consisted of 

33 students and all responded to the questionnaires and the extended students constitute of 111 with 

104 students present in the day of the data collection.    

3.  Results and Discussion 

3.1.  Constant force implies constant speed or velocity misconception 

 

The second question was aimed at assessing students’ if they still hold the misconception that “constant 

force implies constant speed or velocity”. It was framed as follows: A person pulls a stationery cart on 

a frictionless surface with a constant force of magnitude 50 N to the left as shown on the diagram. What 

do you think will happen to the motion of the cart while being pulled with a constant force of 50 N? The 

percentage results of students’ options are shown in figure 3.  

 

 

Figure 2: Simulated diagram for question 1 

 
 

Figure 3: Question 1 results 

 

The results on figure 3 shows that the majority of students both in B.Ed and B.Sc extended chose 

correctly, but about 100 % was expected since the topic was covered in high school and then revised at 

tertiary institution, it was expected that students would answer correctly and justify their choices using 

the relevant physics law. For example we expected their answers to be as follows: correct choice, state 

the law and then use the law to justify their answers. The correct answer for the question was option B 

(acceleration is constant), looking at answers students gave as their explanations for their choices, their 

explanations revealed that they were unable to clearly justify their choices, to apply physics laws 

correctly while justifying their choices. For example, one of the students’ explanations about their 

choices in question 1 was as follows: “The object will move at a constant acceleration because the 

object will move at a constant velocity unless acted upon by an unbalanced force” The explanation 

revealed that some students do not see constant force as an unbalanced force which is a misconception. 

Further analysis of students’ incorrect explanations revealed that some still held that constant force 

implied a constant speed or velocity and others revealed that they think on frictionless surface the speed 

is constant. Other students were unable to state newton’s second law correctly because they stated that 

the net force is directly proportional to acceleration, which should be the opposite.  

 

3.2.  The impact of equilibrant force on moving object.  

The question probed student’s understanding of the impact of equilibrant force when an object is 

accelerating as shown in figure 4, which was about newton’s first law. The question was as follows: 

“The person exerts a force of 50 N and the cart was set in motion to the left, while in motion another 
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person exerts a force of 50 N to the right, what do you think will happen to the motion of the cart?” 

Students’ options in percentages are shown in figure 5. 

 

 

 
 

Figure 4: Simulated diagram for question 2 

 
 

Figure 5: Question 2 results 

 

The results in figure 5 show that the majority of B.Sc Extended (59.6 %) chose the correct answer when 

compared to 39.4 % of B.Ed students. We expected students to use Newton’s first law to justify their 

choices. However the results revealed that some students associated net-zero force with only objects at 

rest as indicated by the response written by one of the students: “We have the resultant force of zero so 

the cart won't move due to zero acceleration”. Students’ incorrect choice and incorrect explanations 

revealed that they still have misconceptions about the necessity of the net force to sustain motion [7-9]. 

Others explained that when forces are balanced, an object stops, which shows that they do not know 

how to apply Newton’s first law. 

 

3.3.  The impact of additional mass on horizontal motion.  

When the constant net force was maintained, an additional mass of 50 kg was added as shown in figure 

6, students were probed to choose and explain their answers. The question was tricky in such way 

students were expected to reason based on the overall impact of adding 50 kg on the resulting motion.  

 

 
 

Figure 6: An additional mass of 50 kg added to the 

trolley 

 
 

Figure 7: Question 3 results 

The most appropriate answer was that the resulting motion would have a constant acceleration because 

the net force was still constant after the addition of a 50 kg. Figure 7 revealed that few students 21.2 % 

B.Ed students and 19.4 % B.Sc Ext students answered correctly.  
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3.4 The impact of friction on the motion of an object.  

This was the follow up of the previous questions.  It was framed as follows: If the box of mass 50 kg is 

added to the chart in question 3. What do you think will happen to the motion of the chart if the surface 

where tires are moving is rough? We   expected students to explain that the net force would gradually 

decrease and hence causing the motion to slow down. According to figure 8, all B.Ed. students answered 

correctly while very few (8.1 %) B.Sc. students did not answered correctly. The results suggest that the 

impact of friction on a moving object was well understood by students. 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 8: Question 4 results 

 

4.  Conclusion 

 

Through the analysis of the students’ explanation about a real context simulated from PhET program, 

some of the challenges students experienced were revealed when many students were unable to justify 

their options using the correct physics law(s) or principles, it is suggested that in future,  instructors use 

scientific explanations models to develop students’ reasoning skills. Students’ inability to state 

Newton’s second law correctly can be avoided if instructors revise the importance of dependent and 

independent variables. The results revealed of this study revealed that even after an introductory physics 

at university has been covered, students still have the misconceptions they had after instruction. This is 

consistent with [7] who indicated that the the majority of misconceptions remained unchanged. It can 

be concluded that majority of both B.Ed and B.Sc Ext students were incompetent on applying both first 

and second laws of motion but were competent in understanding the impact of friction on the moving 

object. 
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Abstract. Competency in units and measurements is a key skill required for undertaking studies

in science. Ability to convert and manipulate both fundamental and derived units is a key 

requirement to achieve success in both theoretical and practical components of Physics courses. In 

light of this imperative, this investigation probed students’ conceptual competence in units and 

measurements as crucial aspects associated with both theory and practical work in Physics. The 

sample in this research comprised students enrolled for diploma programmes in the Faculties of 

Engineering and Health Sciences at the University of Johannesburg. Key findings in this research 

strongly suggest that students’ conceptual competence in units and measurements appears to be a 

function of the intrinsic requirements of the respective academic programmes. 

1. Introduction

Students’ conceptual competence in units and measurements is arguably of crucial significance for laying 

a solid foundation required to navigate other conceptual knowledge areas in Physics as an intellectually 

stimulating discipline. Hence, this investigation primarily focused on the assessment of students’ 

conceptual competence in units and measurements as crucial aspects associated with both theory and 

practical work in Physics. The sample used in this inquiry comprised students enrolled for diploma 

programmes in Chemical Engineering and Electrical Engineering in the Faculty of Engineering and 

Chiropractic and Homoeopathy in the Faculty of Health Sciences at the Doornfontein Campus of the 

University of Johannesburg. In terms of the intrinsic requirements of the respective academic programmes, 

students are granted admission based on their admission point system (APS) scores as indicated in Table 1 

below.  The Physics modules for these programmes are structured to provide applied physics flavor for 

meaningful provision of tailor-made tuition. The Physics theory and practical modules are offered as 

separate entities for which students have to obtain pass credits. The assessment for the theory module is 

based on semester tests and a summative semester examination while continuous assessment is adopted for 

the practical module.  

Table 1. Admission Point System (APS) scores for the two Faculties 

______________________________________________________________________________ 

Faculty   Qualification   Admission Point System Score 

______________________________________________________________________________ 

Health Sciences  Chiropractic Diploma 27 

Health Sciences  Homoeopathy Diploma  27 

Engineering Chemical Engineering Diploma 24 
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2. Conceptual understanding and practical work

Meaningful practical work is a critical component of studies in science. It has been argued that it is 

necessary to introduce students to the relevant scientific concepts prior to their undertaking of any practical 

work if the task is to be effective as a means of enhancing the development of conceptual understanding 

[1]. At another pragmatic level, concerns have been expressed about whether the observation of specific 

phenomena within the context of a practical task can lead to the development of conceptual understanding 

unaided [2]. This discourse presents a complex dichotomy that ought to be unraveled in order to provide 

insightful elucidation on the relationship between meaningful practical work and the development of 

appropriate level of conceptual understanding. In this regard, it has further been maintained that the function 

of practical work might be better understood in terms of a link or bridge between previously taught scientific 

concepts and subsequent observations [3]. However, it is recommended that much more must be done to 

assist instructors in engaging students in science laboratory experiences in ways that optimize the potential 

of laboratory activities as a unique and crucial medium that promotes the learning of science concepts and 

procedures, the nature of science, and other important goals in science education [4]. 

3. Research design and methodology

A diagnostic conceptual assessment instrument was administered as part of a survey to assess students’ 

conceptual competence in units and measurements. Specific conceptual areas covered by the diagnostic 

conceptual assessment instrument are depicted in Table 2 below.  

Table 2. Conceptual areas covered by the diagnostic conceptual assessment instrument 

________________________________________________________________ 

Section A Scientific notation 

Section B Elementary Conversions 

Section C Multiple conversions 

Section D Multiple conversions in dimensional formulae 

Section E Multiple conversions in graphical interpretations 

__________________________________________________________________ 

4. Findings

The comparative performance of the three groups is provided in Figure 1 below. Chiropractic and 

Homoeopathy students demonstrated a better performance as compared to the Electrical and Chemical 

Engineering students. The performance disparity seems to suggest that competence in the conceptual areas 

investigated appears to be a function of the intrinsic requirements of the respective academic programmes. 

In terms of the required APS score, the admission criterion for the Faculty of Health Sciences is stringent 

as compared to the Faculty of Engineering and hence better quality students enroll for Chiropractic and 

Homoeopathy programmes. The nature of the students’ performance may be attributed to the demands of 

the admission point system as a reflection of the quality of students admitted into each programme as well 

as their competence in units and measurements. 
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Figure 1. Comparative performance of the three groups 

The overall academic performance in terms of the theory module appears to be consistent with the 

performance in units and measurements as indicated in Figure 2 below.  

Figure 2. Comparison of academic performance in the theory module 

Comparative analysis in terms of the pass rates and throughput rates [Figure 3] appears to reaffirm the fact 

that students enrolled for Chiropractic and Homoeopathy programmes demonstrated satisfactory 

performance. 
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Figure 3. Comparison of pass rates and throughput rates 

The pass rate is determined on the basis of the number of students undertaking the assessment while the 

throughput rate is based on the number of students initially enrolled for the specific module. The pass rate 

and the throughput rate for the practical module were evidently higher as compared to the theory module. 

5. Discussion

Students in the three groups largely experienced difficulties when plotting graphs related to the experiments 

performed during their laboratory sessions. This inadequacy became evident when their experimental 

reports were evaluated. Yet, graphs play a highly significant role in providing visual means of presenting 

information that may be held in a functional relationship or a data set [5]. In addition, being too rigid with 

the prescription of graphical conventions for statistical data across the school years might stifle students’ 

creativity in thinking of ways to tell the stories in their data sets [5]. The use of software applications to 

generate graphs is also accompanied by inherent difficulties for students although software applications are 

designed to enable students to visualize data to promote sense-making from the arrangement of information 

in space [5].  

As an additional consideration, students have a tendency to use a spread of data and the measures of centre 

to compare data sets in later years of schooling but do not incorporate explicitly these notions with graph 

interpretation [6]. Within the context of this inquiry, other areas of difficulty for the students appeared to 

be multiple conversions and multiple conversions in dimensional formulae. These areas of difficulty require 

adequate attention for the sake of developing meaningful students’ conceptual understanding as a key 

ingredient necessary for grappling with conceptual areas in Physics as well as solving application-type 

problems. 

In a similar vein, practical work is largely viewed as essential part of teaching and learning Physics [3,7,8,9]. 

In addition, practical work is either considered as a central part of physics classes or its status is wished to 

be lifted to such a position in many countries [3,8] and South Africa is no exception. In fact, the importance 

of practical work and theoretical learning supporting each other has been accentuated [10]. However, it has 

been argued that experimental work is not effective as a tool for promoting understanding or learning the 

theoretical concepts of physics [3,11,12,13]. Suffice to indicate that although practical work is a somewhat 

effective tool in getting students to remember the practical aspects of an experiment, the ideas behind the 
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phenomena are rarely learned and even more so recollected later on [7]. Clearly, these contradictions 

present a complex scientific quagmire that ought to be fully unraveled. 

6. Conclusion

The students’ performance in semester tests as well as the final examination projects a reasonable 

correlation with competency levels in units and measurements. Key findings in this research strongly 

suggest that students’ conceptual competence in units and measurements appears to be a function of the 

intrinsic requirements of the academic programme. Proficiency in units and measurements is a crucial skill 

necessary to study Physics and its ramifications as a fundamental science. This skill also forms an integral 

part of the technical expertise required for the performance of key tasks such as the calibration of 

instruments and equipments used in various scientific fields. In essence, this study has endeavored to 

provide valuable insights into some of the essential students’ competency levels which are critical to 

becoming rounded professionals in a scientific sense. 
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Abstract. Maximization of students’ academic experience through meaningful pedagogic 

tasks is central to the improvement of instruction in various instructional settings. The 

effectiveness of various teaching methods through which instruction is provided remains a 

key imperative for the realization of meaningful student academic performance. As part of 

this inquiry, Physics students’ perceptions of various teaching methods were established 

through the administration of a survey questionnaire after which interviews were conducted 

to corroborate the views expressed.   Responses to the questionnaire appeared to gravitate 

towards the lecture method and group discussion as preferred instructional methods. 

Implications for the improvement of instruction are discussed. 

1. Introduction

The improvement of instruction through the incorporation of meaningful pedagogic tasks remains a

key goal underpinning the provision of quality education. The utilisation of various teaching methods

as vital instructional tools ought to add pedagogic value to the enhancement of scientific literacy in

particular. Various teaching methods elicit a wide variety of students’ perceptions in terms of their

effectiveness. It is imperative for instructors to present content and skills in ways that serve to enhance

the opportunities for students to learn. It has been established that students are qualified sources to

report on the extent to which the learning experience is productive, informative, satisfying, or

worthwhile [1]. This inquiry explored university physics students’ perceptions of various teaching

methods within a formal instructional setting.

2. Student learning

Students’ perceptions of the learning process play an increasingly significant role in the assessment of

the learning experience. However, these perceptions cannot necessarily serve as direct measures of

instructor or course effectiveness but can serve as legitimate indicators of students’ satisfaction [1].

More specifically, student ratings of instructional methods tend to be reliable, valid, relatively

unbiased and useful [2]. The need to assess the effectiveness of various teaching methods used within

the higher education sector in particular is paramount. Instructors often grapple with student academic

performance from various perspectives in an attempt to comprehend the social and cognitive dynamics

associated with the learning process. The prevailing conundrum is that students have little experience

to determine whether teaching methods adopted by individual instructors are appropriate or not [3].

    The situation in this regard is exacerbated by the raging discourse about the definition of teaching or 

teaching effectiveness. Effective teaching is defined as teaching that produces beneficial and 

purposeful student learning through the use of appropriate procedures [4]. On the other hand, effective 

teaching is defined from another alternative intellectual perspective as the creation of situations in 

which appropriate learning occurs [5]. Adequate intellectual consensus on the definition of effective 

teaching is certainly required to provide appropriate critical basis for engaging with the dynamics 

associated with instructional setting in a constructive and meaningful manner.  
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3. Methodology

Physics students’ perceptions of various teaching methods were established through the administration

of a survey questionnaire after which interviews were conducted to corroborate the views expressed.

The questionnaire was administered with first year university physics students enrolled for academic

programmes in Chiropractic and Homoeopathy, Chemical Engineering and Analytic Chemistry. The

students were drawn from the Faculties of Health Sciences, Engineering and Science. The study was

conducted during the second semester after the students were adequately exposed to university

instruction.

4. Findings

Chiropractic and Homoeopathy cohort demonstrated a general preference for lecture method, group

discussion and assignments as instructional methods as depicted in Table 1 below. Conference and

role-play were the least preferred instructional methods.
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Table 1. Preference for various teaching methods 
(Chiropractic and Homoeopathy cohort)  

The Chemical Engineering cohort preferred lecture method, group discussion, workshop, and 

brainstorming as depicted in Table 2 below while the conference and role-play were the least preferred 

instructional methods. 
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Table 2. Preference for various teaching methods 
(Chemical Engineering cohort)

The Analytic Chemistry cohort (Table 3) mostly preferred lecture method, Group discussion and 

brainstorming. Individual presentation and conference were the least preferred instructional strategies 

in this case. 
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Students provided reasons which essentially captured their perceptions about their preference for 

particular instructional methods. Tables 4 and 5 below depict students’ perceptions in relation to 

specific instructional methods. 

Table 4. Students’ perceptions of various teaching methods 

Lecture method Group discussion Individual 

presentation 

Assignments Seminars 

Provides 

opportunities for 

gaining knowledge 

Provides 

opportunities for 

knowledge 

expansion 

Interactions with 

the instructor 

Provision of 

resource material 

Development of  

appropriate 

conceptual 

understanding 

through illustration 

Reflection on key 

components of the 

course 

Provision of 

detailed 

explanations 

Lack of individual 

attention 

Clarification of 

complex concepts 

Opportunities for 

note taking 

Little time to 

critically  reflect on 

information 

Provides 

opportunities to 

exchanging new 

ideas 

Interactions 

Knowledge sharing 

Alternative 

explanations 

Development of 

conceptual clarity 

Critical 

engagement with 

various 

perspectives 

Better 

understanding 

fostered 

Development of 

problem-solving 

and analytical skills 

Active participation 

Stimulation of 

curiosity 

Development of 

thinking skills 

Focused attention 

Isolation 

Focus on individual 

weaknesses and 

strengths 

Lack of confidence 

a major 

impediment 

Stressful 

Intimidating 

Opportunities for 

self-study 

Research 

opportunities 

Fear 

Tedious 

Repetitive 

Marks versus 

learning 

Reinforcement of 

knowledge 

Research 

opportunities 

Performance of 

intellectually 

challenging tasks 

Sense of ownership 

Difficult to 

complete 

demanding tasks 

properly  

Requires 

determination 

Requires work 

ethic 

Improves subject 

matter knowledge 

Lack of resources 

stifles task 

completion 

Prolonged 

engagement 

duration 

Provides 

presentations which 

are sources of 

critical information  

Interactions 

Tedious 

Gain deeper insight 

Require high levels 

of concentration 

Provides 

orientation to 

learning 

Research 

opportunities 

Critical 

engagement with 

various 

perspectives 

Knowledge sharing 

Clarification of 

complex concepts 

Knowledge sharing 
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Table 5. Students’ perceptions of various teaching methods 

Workshop Conference Brainstorming Role play Case study 

Practical 

application of 

theoretical 

knowledge 

Gain deeper insight 

Information sharing 

Revision 

opportunities 

Review 

opportunities 

Good exam 

preparation 

Knowledge 

enhancement 

Detailed 

explanations 

Time consuming 

Tedious 

Strenuous 

Require high levels 

of concentration 

Source of key 

information 

Interactions 

Development of 

concrete 

understanding 

Knowledge sharing 

Hard to get things 

done 

Opportunities to 

critically engage 

with various 

perspectives 

Sharing of ideas 

Deeper reflection 

Facilitate learning 

Facilitate critical 

thinking 

Thought provoking 

Knowledge sharing 

Active participation 

Hard work 

Requires 

determination 

Requires work 

ethic 

Development of 

critical 

understanding 

Active engagement 

with real-life 

situations 

Intimidating 

Challenge to 

introverts 

Active engagement 

with real-life 

situations 

Active participation 

Practical 

application of 

theoretical 

knowledge 

Source of 

information 

Gain deeper insight 

Interactions 

Thought provoking 

Knowledge sharing 

5. Discussion

The most prominent instructional methods preferred by the students were lecture method, group

discussion, workshop, as well as brainstorming. In particular, students demonstrated profound

inclination to the lecture method. The lecture method is essentially a traditional instructional method

widely utilised in various instructional settings. The characteristic features of each instructional

method were explained to the students before the survey was conducted to ensure that the students

were familiar with the nature of the various instructional methods under consideration. The survey was

conducted at the end of the academic year. The differences between the three cohorts can partly be

attributed to the teaching philosophies of the qualification offering faculties. It has been established

that the lecture method leads to the development of the ability to recall facts while group discussion

produces higher level of comprehension [6]. In addition, research conducted on the efficacy of group

discussion revealed that group-oriented discussion methods produce favourable student performance

outcomes and foster greater participation, self- confidence and leadership ability [7,8]. These notions

are consistent with the views expressed by the students to justify their preference for prominent

instructional methods. In terms of pedagogic innovation, a combination of instructional methods could

facilitate the creation of sustainable opportunities for students to derive rich benefits to aid significant

improvement of performance outcomes. Research conducted on the efficacy of the combination of the

lecture method and group discussion revealed that the combination itself results in superior retention

of material among students [9]. The need for active learning within the South African context is

crucially important as a critical basis for fostering meaningful curriculum reform underpinned by

constructivism as a contemporary educational perspective. By its very nature, constructivism provides

opportunities for active engagement with the learning process through participation in discussions and

collaborative activities [10]. The key findings of the study resonate with the notion that systemic

exploration of the reform process offers the greatest promise for effective large‐scale research‐based

reform [11].
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6. Conclusion

Students expressed a wide variety of views about their preference for various instructional methods.

For the benefit of coherent curriculum reform and the enhancement of pedagogic innovation, a

conflation of instructional methods promoting active engagement with the learning process based on

constructivist principles are advocated. The development of problem-solving and critical thinking

skills in particular can be fostered through interventions of this nature. Students’ perceptions about

various teaching methods ought to be harnessed for meaningful improvement of instruction and

sustained promotion of best professional practices.
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Abstract. A flagship community engagement initiative is coordinated within the Faculty of 

Science at the University of Johannesburg. This initiative takes the form of a strategic and 

innovative instructional intervention which makes provision for tutoring of learners in the 

Further Education and Training (FET) band by providing tuition through contact sessions on 

Fridays, Saturdays and during school recess at the Soweto Science Centre. Learners are drawn 

from schools located within Soweto Township and the surrounding areas. Prior to the 

commencement of the mentoring intervention, learners’ pre-entry characteristics in terms of the 

conceptual competence in various Physical Science knowledge areas covered at school were 

established through carefully structured knowledge, synthesis and application-type questions 

which formed an integral part of a diagnostic conceptual assessment instrument. In particular, 

the findings of this research revealed inadequacies in relation to the Physics content covered at 

schools as well as the competency of the FET teachers in the Physics conceptual knowledge 

areas investigated. Key findings that emerged from this investigation appear to be 

commensurate with documented research studies on Physical Science teachers’ content 

knowledge and pedagogical content knowledge within the broader South African educational 

context. Implications for the coherent infusion of strategic and innovative instructional 

interventions in various educational settings are discussed. 

1. Introduction

Skills development remains a key facet in terms of the realisation of sustainable growth in 

various sectors of the economy. This development hinges on the demonstration of competence 

in key knowledge areas such as science, mathematics, engineering and technology. However, 

South Africa’s global ranking in terms of the quality of mathematics and science education as 

well as the quality of the overall education system paints a gloomy picture as compared to other 

developing countries [1,2]. Concerted efforts are required to bring about a fundamental 

transformative change that would serve to generate the desired appropriate quality leading to 

the restoration of public confidence in the South African education system.  

      In response to these crucial imperatives, the Soweto Science Centre (SSC) was established 

in 2010 as a flagship community engagement initiative located within the Faculty of Science 

at the University of Johannesburg. In terms of its key strategic mandate, the Soweto Science 

Centre provides tuition to Grade 10, 11 and 12 learners from schools located within Soweto 

Township and the surrounding areas. The key activities of the Soweto Science Centre include 

teaching theory lessons in Mathematics, Physical Science, Life Sciences and Environmental 

Sciences, conducting supervised laboratory and tutorial sessions, teaching English for scientific 

communication, provision of computer training, presentation of public lectures, participation 

in Science Expos, participation in the annual national science week, as well as the provision of 

career guidance and other science related activities [3]. Table 1 below provides learner 

enrolment information at SSC during the period 2013-2016.  
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Table 1. Learner enrolment at SSC during the period 2013-2016 

___________________________________________________________________________ 

Year  Subject   Grade 10 Grade 11 Grade 12 Total 

______________________________________________________________________________________ 

2013  Mathematics 211 190 231 632 

English 211 190 231 632 

Life Sciences 143 140 135 418 

Physical Sciences  157 150 144 451 

2014  Mathematics 169 201 198 568 

English 169 201 198 568 

Life Sciences 169 198 170 537 

Physical Sciences  186 192 191 569 

2015  Mathematics 312 277 232 821 

English 312 277 232 821 

Life Sciences 62 57 40 159 

Physical Sciences  250 220 192 662 

2016  Mathematics 255 319 196 770 

English 255 319 196 770 

Life Sciences 242 287 175 704 

Physical Sciences  251 317 194 762 

______________________________________________________________________________________ 

2. Instructional approach

Evaluating the efficacy of instructional interventions is an inevitable and indispensable task 

requiring meticulous execution in order to ensure coherent achievement of envisaged 

outcomes. The instructional approach adopted and utilized by the Soweto Science Centre is 

underpinned by Peer-Mediated Instruction and Intervention (PMII) [4] as an instructional 

philosophy. In terms of theoretical clarity, PMII is an alternative classroom arrangement in 

which students take an instructional role with classmates. This approach makes provision for 

students to work in pairs or small cooperative learning groups. In addition, PMII provides 

alternatives to traditional arrangements of lecture, demonstrations and independent study. In 

essence, students are taught roles by the teacher for purposes of systematically instructing other 

students coupled with the provision of monitoring and facilitation of students’ progress [4].  
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3. Research design and methodology

A survey was conducted through the administration of a conceptual assessment instrument 

probing students’ conceptual knowledge in various knowledge areas in Physical Science. The 

conceptual assessment instrument was essentially administered as a pre-test in 2014 when the 

learners were in Grade 10 and as a post-test in 2016 when the same sample of learners were in 

Grade 12. The instrument consisted of 20 multiple choice items.  

4. Findings

Figure 1 below illustrates Physical Science knowledge areas perceived to be difficult to 

comprehend by the learners. Mechanics as a vast conceptual area characterised by a myriad of 

alternative conceptions appeared to be the most difficult conceptual knowledge area for the 

learners as indicated by a higher percentage of students. This observation is commensurate 

with the notion that students come to the study of Physics with pre-conceived conceptions 

about how the world works [5]. In addition, Chemical Bonding as well as Waves were 

perceived to be abstract conceptual knowledge areas to grapple with by virtue of their 

complexity. 

Figure 1. Perceived difficult content knowledge areas 

Table 2 below depicts learners’ pre-test and post-test performance. 
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Table 2. Grade 10 learners’ pre-test and post-test performance 

Percentages   Pre-test     Post-test 

(Number of learners)   (Number of learners) 

__________________________________________________________________________________________ 

0 – 10% 67 0 

11 – 20% 2 0 

21 – 30% 0 1 

31 – 40% 0 12 

41 – 50% 0 15 

51 – 60% 0 25 

61 – 70% 0 14 

71 – 80% 0 4 

81 – 90% 0 0 

______________________________________________________________________________________ 

The pre-test performance revealed that a substantial number of learners fell within the 0-10% 

performance range. However, the post-test scenario reflected a marked improvement in the 

overall learner performance which appears to be a positive shift in terms of the comparative 

performance. Pre-test and post-test numbers were slightly lower than the enrolment due to 

learner absenteeism. In addition, it is important to note that the same students were tracked 

over the period under review. As indicated in Figure 2 below, the learners largely expressed 

positive sentiments in relation to the mentorship opportunities provided by the Soweto Science 

Centre as compared to mentorship opportunities provided at school. 

Figure 2. Overall differentiation between the mentorship opportunities provided by the SSC and 

mentorship opportunities provided at school 
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The mentorship opportunities provided by the Soweto Science Centre appear to provide the 

capacity to consolidate the maximisation of the learners’ academic experience leading to an 

enriched learning environment. More specifically, a substantial number of learners who wrote 

National Senior Certificate (NSC) Examination during 2016 obtained bachelor (B) and 

diploma (D) passes as indicated in Table 3 below. 

Table 3. SSC NSC examination results (2016) 

___________________________________ 

Achievement level Number of students 

___________________________________ 

Level 6 102 

Level 4 42 

Level 2 14 

____________________________________ 

Cognitive and affective factors associated with learning are central to meaningful learner 

performance in any instructional setting. Figure 3 below provides an array of content domains 

perceived to be intellectually stimulating as indicated by the learners. 

Figure 3. Perceived intellectually stimulating content knowledge areas 
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5. Discussion

Research on students’ conceptual understanding remains a key strategic focus area of immense 

significance. Research into students’ construction of scientific concepts concludes that most 

students exhibit creativity and intransigence in their quest to circumvent the construction of 

scientific concepts [6]. In addition, conceptual difficulties encountered by students in 

Newtonian Mechanics in particular have their origins in their understanding of kinematical 

concepts [5,7,8]. At another pragmatic level, deeply rooted alternative conceptions are 

associated with intuitive ideas or preconceptions acquired prior to learning at school [9]. It has 

also been established that these intuitive ideas are not just learned from experience but are built 

into the hardware of the brain [10]. The potential efficacy of the mentoring opportunities 

provided as part of the instructional intervention by the Soweto Science Centre resulted in a 

positive shift in terms of learner performance post instruction. Such interventions ought to be 

fully explored particularly within a broader South African context for purposes of adequately 

addressing conceptual knowledge gaps and conceptual inadequacies associated with various 

content domains. 

6. Conclusion

Meaningful human capital development within the South African context requires effective 

and innovative instructional interventions geared towards the provision of appropriate 

mentorship opportunities. Mentorship opportunities provided as part of the instructional 

intervention by the Soweto Science Centre appear to have huge potential which ought to be 

harnessed for the benefit of learners in the medium to long term. 
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Abstract. Institutions of higher learning, particularly at the undergraduate level are driven by 
strategies used in teaching and learning. Students tends to attribute their performance on the teaching 
methods used in their academic terms. It is this measuring tool they use to determine their learning 
as exposed by their results. In the academic environment where the focus is to get an increased 
number of students who’ll enrol for postgraduate degrees, methods of attracting students to stay 
longer in the system are sought out timely. In the field of Science, especially in Physics departments, 
where student numbers at postgraduate level are normally low, new and innovative methods are 
necessary to attract and retain students in the system. A study has been performed where students at 
the undergraduate level, were introduced to an early research environment, where the work they 
were exposed to is highly experimental and they had to be introduced to the fundamentals of 
research. At the end of the period, students were required to report back on their experiences. The 
second part of the study involved the analysis of scientific data obtained from our research 
laboratory where students had to do literature search, which also forced them to consult respective 
postgraduate students. In this report the responses and observations obtained from the students are 
reported. 

 
 
1. Introduction 

 
Most universities suffer from the reality of less postgraduate students which is as a result of a number 

of reasons. This scourge is normally prominent in the science faculty and also more so in some selected 
disciplines which amongst them Physics is included. Physics as a subject and a career is not famous due to 
the perceptions around it which includes scarcity of job opportunities’ after studying as well as difficulty of 
the course itself. Students’ experience in the field make them to quickly make up their minds about the 
course very early in their career. Lack of role models is one other factor that causes the reduced number of 
learners who gear up to postgraduate level. 

 
As a result some interventions are a necessity if we aim to successfully deal with this national challenge. In 
her dissertation, Van Raden [1] states that of this list of interventions in trying to increase student numbers 
and to spark interest in postgraduate studies especially in Science, Technology, Engineering and 
Mathematics (STEM) careers, the one that was of interest was the influence of women role models. The 
presence of a professional woman scientists in a classroom can inform students about careers that they 
didn’t know existed before. In some cases students can also see that anyone can be involved in research and 
be successful too. 

 
Undergraduate research (UGR) is slowly becoming a vehicle for deeper, enhanced and engaged learning. In 
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his correspondence, Mathur [2] states that undergraduate research is something a student embarks upon of 
his/her own desires. The motivation for such an undertaking has a wide range from a genuine desire for 
research, to securing an early admission to a prestigious graduate programme, or perhaps to simply affect 
an improvement to the biodata. It has to be noted that most of our institutions in South Africa have 
scarcity or no such programs. With this observation, if these programs are established and well 
managed it is perceived that students will receive various opportunities for research and even internship 
during their undergraduate studies at institutions of higher learning. While we still explore undergraduate 
program, we’ll continue ask questions like, what constitutes undergraduate research. 

 
 
2. Experimental method 

 
Within the perimeters of my daily program at the University of Johannesburg (UJ), a group of students were 
gathered with the aim of mentoring them with the aim of channelling them into their desired career paths. 
The selection of students was based on the interest of the students, as it was an open call done to students 
who were in their second year of their four year degree. Interested students availed themselves and were 
introduced to the program. Students had to learn fundamentals involved in research. These included 
literature search, as well as learning basic hands-on activities of experimental research. They had to take 
part in sample fabrication, starting from calculating masses of elements to use, weighing of respective 
elements (where they had to learn accuracy), cleaning (of elements, especially some rare-earths elements, 
where they had to learn to handle chemicals, and cleaning of apparatus). This was followed by 
characterization of samples (using powder X-ray diffraction), and subsequently report writing. This group 
of 10 students have been actively involved for 9 months prior to the survey that was done using 
questionnaires. Students had to spent at least 6 hours a week in the laboratory which was achieved over two 
allocated days in a week. The responses from some of the questions will be presented and discussed, and 
subsequently provide some conclusions and recommendations. 

 
 
3. Results and discussion 

 
The questions given in the questionnaires will be presented prior to giving students’ responses which will be 
followed by discussions for respective questions. 

 
Question 1: Briefly state the level of involvement in the research so far. Responses: [To 
Note:- Each bulleted response is a selected response of an individual student] 

 
• My involvement in the research includes:- 

 Being hands on in basic stoichiometric calculations, weighing of various elements in 
relation to the formation of the desired compounds and undergoing various scientific 
analysis - where through these analysis we shadow our mentor as she uses numerous 
equipment in the low temperature laboratory. 

 The research aids in being familiar with the general techniques of arc-melting and the 
usage of X-Ray Powder Diffraction instrument, electrical resistivity and magnetic 
susceptibility measurements by the use of relevant equipment available in the laboratory. 

 
• The undergraduate research programme introduced me to another group of students involved in the 

research programme, where the actual research activities include:- 
 For now, we are still doing the basics of research. We learned about the X-ray powder 

diffraction and about the diffraction patterns of different compounds. 
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 We also searched for publications that relate to research in Condensed Matter 
Physics so that we can have a better understanding of the field. Recently we had 
a task to search for publications (literature search) about gallium rich compounds 
which is the current research focus of our mentor. 

 
It is noteworthy that the activities undertaken in the program are well-known by students. Their ability 
to state them gives an impression that they are aware of every step undertaken in the program. 
Students are gradually absorbing the necessary basics, most of which are crucial in their progress. 

 
Question 2: Do you think you are channelled to the right direction, with regards to your desires? 
Support your response? 

 
• Yes. I always had a desire to do research at a postgraduate level. However, I did not know 

which field to choose. Through this guidance I now know different research fields 
available at UJ and I find the field of Highly Correlated Matter to be the most interesting. 

• Yes, because I highly value being in the field of sciences - specifically studying Physics 
and Mathematics, as I enjoy working with numbers, laws and generally having to share my 
experience and applying my scientific knowledge to everyday problems. 

• I am in a process of finding myself, my strengths, my weaknesses, and my goals are near, 
hence I believe I have channelled my studies in the right direction. 

 
The experience of early involvement in undergraduate research seem to have given insight and 
encouragement to some students. Many times in scarce skills, which include STEM, and more so a 
career in Physics, see a huge negativity from students. These sources of negativity range from, the 
difficulty of the course, lack of exposure and role models and lack of facilities. While students 
struggle with the course, challenges related to lack of exposure dampen interest and they end up not 
considering postgraduate studies. It is evident that most of them get to universities not sure of what 
to do after their junior degrees, as one response alludes to the fact that he is still finding himself, in 
terms of strengths and weaknesses. Studies performed by other undergraduate student researchers, 
state that students’ research experience clarified their career interests and increased their 
understanding and confidence in their major courses. Close to 70 percent of those surveyed said their 
interest in a STEM career increased due to their prior undergraduate experience, and 29 percent of 
students who had never considered getting a Doctorate degree now expected to. There appeared to 
be a positive effect of the duration of the research experience on how students viewed the experience 
[2]. 

 
 
Question 3: How is this involvement affecting your overall studies? Responses: 

 

• This involvement in research motivates me to work hard on my academics. This is because 
our mentor monitors our progress and we are required to get good results to continue with 
the program. Furthermore, we are given time to work on our school work so our involvement 
in research doesn’t have any bad effects on our academics. 

• Actually it supports my studies, as it elevates my interests and supports my understanding 
of other courses. 

• The research is helping me improve on my scientific perspective of life itself, the 
methodology used in research helps me think critically and respond to situation with a 
proactive manner. 
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Responses from students informs that they get motivated to even perform better in other courses in 
their curriculum. Students develop a scientific unction and they begin to develop different problem 
solving skills to even apply in their everyday life. An involvement of a mentor was seen as a crucial 
part, especially in guidance and approval of what they do. In their work Shellito at al [4] state that 
the amount of time a mentor and mentee are together is an important determinant of satisfaction. The 
most satisfied students spent 2.5 hours a week with their mentors, while those that were somewhat 
satisfied reported only spending 1.1 hours a week in contact with their mentors. Of the three models 
of mentors (project, career, and individual), 54 percent of the students felt the ideal mentor would 
emphasize project guidance, while 34 percent felt the ideal mentor would provide individual 
guidance. At this stage of inception of UGR, while students are encouraged to be involved in 
research, they were mostly pushed to perform well in their courses. 
It is during the time spent with mentees that a mentor develops well defined projects, recognizing 
students’ constraints outside of the laboratory. He/She will also be in a position to see needs and gaps 
and can make sure that, students have ample supplies of apparatus and good working equipment and 
whether they understand all that is communicated to them. Over and above these, spending time with 
and becoming acquainted with students, gives positive constructive feedback, being approachable, 
respecting students, progress toward student independence, encouraging reporting back, offering 
career advice timely, and providing continued mentorship [4] are crucial for their growth. 

 
 
Question 4: Is the program of early research involvement recommended for undergraduate 
students? Responses: 

 

• Yes, it motivates students by stimulating interest and enjoyment. It enhances the learning 
of scientific knowledge. 

• Yes, it makes us work on our own. It makes us explore and find more information. 
• Yes, because undergraduate students get the opportunity to have hands-on experience 

of what their careers will entail and to relate other knowledge to what we meet on a daily 
basis - as well as to have an insight into the work involved in the Honours and Masters 
programs offered. 

• I do not know of any other research programs such as this one. In fact, I am convinced that 
it is the only undergrad research program in South Africa. It is a good program to be part 
of, we learn a lot and it helps us prepare for postgraduate studies. Therefore, I would 
recommend it to other undergrad students. 

 
Students report enthusiasm about the program, as it also allows them opportunities that other students 
don’t have, opportunities like, being in research lab, interacting with postgraduate students early in 
their curriculum, a certain level of freedom and independence, knowledge and various research 
options. Amongst other reported learning gains, were their confidence in their ability to do research 
and working like a scientist, as they spoke of hands-on experience. Gains were also reported in other 
skills (i.e., communication as they also wrote a scientific report as well as computer skills gained 
from writing and data manipulation), clarification of career goals, enhanced career preparation, and 
changes in attitudes [5]. 

 
Question 5: Is undergraduate research program a better tool for learning? Support your answer. 
Responses: 
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• Yes, because with that experience, you learn how other students, including postgraduate 
students in the group, work and thus you follow their footsteps. At the same time research 
helps us to learn individually. 

• Yes, it motivate students by stimulating interest and enjoyment. It enhance the learning of 
scientific knowledge. 

• Yes it is a better tool for learning as the mentor gives guidance now and then, we are never 
in the dark. 

 
Exposure to working with others in a group motivated students as they observe each other’s 
commitment levels. Idling students also realised that there’s no room for mediocre and they went on 
to do their part in making sure that they are at the same level of expectation. While students explore 
and learn new learning skills, it is important that the mentor monitors the whole process of learning 
and research. 

 
4. Conclusions and Recommendations 

 
The program UGR has been established with the aim of encouraging students to stay longer in the 
curriculum and subsequently get to PhD level. However, at this early stage, it is learnt that there are 
other goals that are being achieved over and above sparking interest and development of a deeper 
learning culture. Students get motivated as they also see their peers excelling in their work, that is, it 
creates positive competition amongst them. 

 
It is recommended that a curriculum UGR project be made part of at least the students’ laboratory 
activity, while more search continues on a broader scale and also on more students. This will help 
establish whether it can be taken or adopted as a requirement for the university syllabus of an UG 
(Bachelor) degree. It is believed that, we can solve most of our national challenges where we are 
faced with less numbers of students enrolment in STEM careers. 
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Abstract. Optimizing solar power development in Rwanda requires accurate knowledge of the
spectral distribution of solar irradiation reaching the Earth’s surface at different wavelengths.
To characterize the effect of aerosols on surface solar irradiance, the simulation of a cloudless
atmosphere is presented in this study. The irradiance spectrum is obtained by solving the
radiative transfer equation for this aerosol distribution using established radiative transfer codes.
The results show a spectral distribution simulated using LibRadtran, which is one such software
package. Its main program, UVSPEC is a radiative transfer tool mainly used to compute
radiances, irradiances, and actinic fluxes in the solar and thermal spectral regions. The aerosol
properties are furthermore investigated through comparison with archival sunphotometry data
from the region and their effect on the surface solar radiation. It is then shown how the outcome
of this calculation may be used to estimate local energy yield.

1. Introduction
Solar radiation at the Earth’s surface varies greatly due to the change in relative position of the
Sun, both during the day and over the year, but also due to the change of atmospheric conditions
[1, 2]. Cloud cover, air pollution, the latitude of a location, and time of the year all cause
variations in solar irradiance at the Earth’s surface [3]. The following types of solar radiation in
the Earth’s atmosphere are typically defined:(i) direct radiation, which comes direct from the
Sun without any interaction; (ii) diffuse radiation, which comes from all over the atmosphere as
a result of reflection and scattering by clouds and other atmosphere particles or molecules; and
(iii) global horizontal radiation, which is the sum of direct and diffuse radiation on a horizontal
surface [1, 4, 5]. In order to optimize locations for solar energy platforms, a ground level spectral
solar irradiance distribution is desirable.

Good solar radiation data at ground level is also essential for a wide range of applications
in engineering, meteorology, agricultural sciences, in health science, and other fields of natural
science to name just a few [6]. The lack of widespread solar ground measurement equipment
and meteorological stations leads to insufficient knowledge of solar energy potential in many
developing countries. Solar radiation data would help to find solutions to energy shortage and
environmental degradation in those areas [7]. This knoweldge helps decision and policy makers
in energy sectors, especially for green energy technology implementation.

Even though many methods have been used to estimate and model solar radiation at ground
level in the past [3, 4, 8], radiative transfer models have not been widely used, especially in a
country like Rwanda where solar modelling was based on empirical and meteorological models
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[7]. In this paper, the applicability of the LibRadtran computational code to model Rwanda’s
solar irradiance is being studied. The procedure could equally be extended to other countries.

This study determines the change of solar spectral irradiance and its relation with aerosols
over a typical tropical area (Rwanda). A case study is made of three particular days (see table
1) representing various seasons in the country, using a standard or well-established radiative
transfer code [10]. The results show a spectral distribution simulated using LibRadtran, which
is a software package for radiative transfer calculations [9, 10].

2. Modelling the Interaction of the Solar Spectrum With the Atmosphere
2.1. Radiative Transfer Equation
The interaction of electromagnetic radiation as it propagates through a medium, is described
by the radiative transfer equation (RTE). RTE is widely used to describe and understand the
atmospheric radiative transfer of solar radiation [1, 5, 11]. As solar radiation at location (x, y, z)
propagates through the atmosphere, it experiences absorption, emission, and scattering [9, 11].

To solve the RTE is non-trivial. It is usually not possible to obtain the solution in a simple
analytical function. A common approach is to apply numerical computational methods to solve
the RTE and compute the solar irradiance under specific circumstances [10]. The RTE gives the
radiance field when solved with appropriate boundary conditions [3]. The solution of the RTE
generally yields the diffuse irradiance and the direct irradiance, which in turn are added to give
total irradiances or flux quantities [9, 10].

2.2. The Downward Spectral Irradiance
The downward spectral irradiance (the electromagnetic power per unit area received from the
Sun radiation in a given wavelength range) Iλ↓ is given by the sum of two components: the
spectral direct Iλdir and spectral diffuse Iλdiff irradiance.

Iλ↓ = Iλdir + Iλdiff (1)

Equation (1) can be rewritten in terms of direct transmittance (light fraction passing trough
the atmosphere without being attenuated) Tλdir↓ and diffuse transmittance (transmitted light
fraction after being scattered/attenuated) Tλdiff↓ and becomes:

Iλ↓ = IEλµ0 (Tλdir↓+ Tλdiff↓) , (2)

where IEλ represents the extraterrestrial normal irradiance at an average wavelength λ and µ0

is the cosine of solar incident angle (θz) (an angle that light ray makes with the normal to the
surface at the point where the ray meets the surface). We use the approximation of a plane
parallel atmosphere divided into two non-mixing layers. One consists of molecules modelled with
Rayleigh scattering [12, 13], whose Rayleigh optical depth (the measure of molecules distributed
within a column of air from the Earth’s surface to the top of the atmosphere) τrλ and phase
function Re(γ) are given by the following equations, respectively:

τrλ = 0.008735λ−4.08Ps
P0
, (3)

Re(γ) =
3

4

(
1 + cos2(γ)

)
. (4)

where Ps and P0 are site pressure and standard atmospheric pressure respectively and γ is the
scattering angle.
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The other layer is composed of aerosols. In order to model aerosols, the aerosol optical depth
(AOD) τaλ and scattering phase function (Henyey-Greenstein) [13] are defined as follows:

τaλ = βλ−α ' βλ−1.3 (5)

HG(γ) =
1− g2

(1 + g2 − 2g cos(γ))3/2
, (6)

where β is the Angstrom turbidity coefficient, α is the Angstrom wavelength exponent, and λ is
the wavelength in µm. β is related to the amount of aerosols present in the atmosphere, while
α is proportional to the size distribution of aerosols [14]. g is the asymmetry parameter which
describes the scattering angle distribution, and γ is the scattering angle. The combination of
those two components gives us the total optical depth, τλ for the modelled atmosphere.

τλ = τrλ + τaλ. (7)

From equation (7), the total transmittance can be expressed in term of optical depth for each
layer of this modelled atmosphere and is given by Ttot = TrTa. Where Ta and Tr refer to the
total transmittance through the aerosol layer and molecule layer respectively.

Considering all those parameters, the downward solar irradiance expressed in equation (2)
becomes

Iλ↓ = IEλµ0Ttot (8)

2.3. Model Description of Irradiance
Radiative transfer models (RTMs) use information about the optical properties of the Earth’s
atmosphere such as single scattering albedo (ω0), aerosol optical depth (τaλ), asymmetry
parameter (g), aerosol models and different atmospheric profiles as input to determine a
theoretical solar irradiance at the Earth’s surface [5, 11]. To determine the degree to which
incoming solar light is affected by aerosols we used libRadtran to simulate spectral irradiance.
LibRatran is a library of radiative transfer routines and programs that includes a selection of
twelve different radiative equation solvers, of which DISORT is most widely used. Its main
function is the uvspec program which calculates the radiation field in the Earth’s atmosphere
[9, 15], which in turns determines irradiance, radiance, and actinic fluxes (the quantity of light
available to molecules at a particular point in the atmosphere and which, on absorption, drives
photochemical processes in the atmosphere)[1]. The inputs to the model are the constituents
of the atmosphere including various molecules, aerosols, and clouds [10]. A tropical atmosphere
profile and DISORT solver are used to evaluate the aerosol optical depth at a short wavelength
range which is in visible - near infrared (VIS-NIR) region.

DISORT is based on discrete ordinates and allows users to compute irradiance in a plane-
parallel geometry [10]. The AOD at several wavelengths of the solar spectrum (380, 440, 500,
675, 870 and 1020nm) and the Angstrom exponent at 440/870nm are retrieved from regional
sunphotometry data [14].

By solving the RTE, a number of radiative quantities are simulated: the downward direct
normal irradiance (DNI) and diffuse irradiance (DI) and the global horizontal irradiance (GHI).
The irradiance is obtained by integrating the radiances, which is the radiative solar power per
unit solid angle in a particular direction, weighted with the cosine of the viewing zenith angle
over all viewing directions in the hemisphere (2π steradians) [9].

3. Results and Discussion
In this study, we estimate aerosols optical characteristics representing three typical atmospheric
profiles in Rwanda. We did this by inspecting data from the nearest AERONET station
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to Rwanda, which is in Bujumbura, Burundi (Latitude: 3.0◦S and Longitude: 29.8◦E), for
which we assume the same atmospheric and weather profile as Rwanda (Latitude: 2.0◦S
and Longitude: 30.0◦E). Table 1 shows the typical aerosol optical depth characterizing three

Table 1. Assumed AOD at 6 different wavelengths for Rwanda based on actual data retrieved
from sunphotometry at Bujumbura.

Angstrom
parameters (α, β) τ1020nm τ870nm τ675nm τ500nm τ440nm τ380nm τ340nm

Low turbidity
α = 2.0, β = 0.03 0.03 0.04 0.07 0.12 0.15 0.20 0.25

Modarate turbidity
α = 1.5, β = 0.16 0.16 0.20 0.30 0.48 0.58 0.72 0.85

High turbidity
α = 1.2, β = 0.44 0.46 0.56 0.76 1.1 1.28 1.52 1.72

atmospheric scenarios in Rwanda. The data show the wavelengths dependence of AOD and
characterizes certain conditions under study, for a site of altitude 1490m above sea level
(corresponding to Kigali international airport). To test the sensitivity of solar irradiance
change in AOD, the wavelength (500nm) was used to investigate three scenarios; low turbidity
(τ500nm = 0.12, April/May 2014, rainy period in Rwanda), moderate turbidity (τ500nm = 0.48,
October/November is a shorter rainy season) and high turbidity (τ500nm = 1.1, July/August,
dry season in Rwanda). The simulation at two different solar positions (i.e., air mass (AM))
is also presented; AM=1.5 and AM=5 which represent roughly daytime and just before sunset
respectively. To calculate AOD, we adopt typical values of the wavelength exponent α retrieved
from AERONET data. τaλ was calculated using equations (5) and (9) [14]. In this study,
τa1λ1 = τ500 and λ1 = 500nm.

α = −
ln
τa2λ2
τa1λ1

lnλ2λ1
. (9)

Under cloudless conditions, aerosols are the main atmospheric constituents responsible for the
attanuation of solar radiation. The combination of aerosol scattering and atmospheric gas
absorption are key players in the visible-near infrared (VIS-NIR) region. β values of less than
0.1 are associated with a relatively clear atmosphere, and values greater than 0.2 are associated
with a relatively hazy atmosphere. The results show that AOD has a high impact on direct
normal irradiance and the high attenuation is in the visible region (Figure 1, right). This effect
has large uncertainties associated with aerosols characterization, aerosols properties (i.e. AOD,
ω0 and g) and their horizontal and vertical profiles.

3.1. Effect of AOD on Spectral Irradiance Components
We used a radiative transfer model to compute spectral irradiance for a cloudless sky. A
remarkable reduction in total irradiance and the increase in diffuse light depending on aerosol
particles distribution has been observed (Figure 1, left and middle).
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Figure 1. Spectral irradiance for a cloudless sky, AOD= 0.12, 0.48, 1.1. Top row represents
an air mass (AM) of 1.5 used for characteristics of day time. The bottom row, represents an
air mass (AM) of 5 (near sunset). Left, middle and right diagrams represent direct, diffuse and
global surface irradiance.

In fact, when particle size to scatter wavelength is small, i.e. air molecules scattering visible
wavelength (380-780nm), scattering is in Rayleigh regime in which short wavelengths (blues)
are scattered more efficiently than long wavelengths (reds), giving the sky its blue color [3, 14].
When particles are similar in size to the scattered wavelength, scattering is more uniform across
the visible spectrum. Thus, in the presence of an aerosol layer, diffuse irradiance at longer
wavelengths (reds) increases more than the increase in shorter wavelengths (blues) [3, 14]. As
scattering increases, the portion of diffuse light also increases, resulting in a brighter sky. Figure 1
gives more details for each solar irradiance component. The reduction of surface solar irradiance
in the dry season is due to different human activities such as biomass burning while farmers
are preparing for seeding season, charcoal preparation which is done by burning trees and the
people movements from one place to another increase in such time, which are done by means
of transport (i.e. vehicles). Those activities reproduce more atmospheric pollutants and dust
particles to name few. These particles size grow due to water vapor presence in the atmosphere.

3.2. Effect of aerosols on Daily Solar Irradiance
Figure 2 shows the variation of surface solar irradiance on different days represented by different
atmospheric conditions at 550 nm (visible light). The simulation was done from noon time
when the Sun is overhead (SZA' 0◦ till the sunset time (SZA' 85◦) in a dry/rainy seasons. For
example in figure 2, on a clear day when the Sun is overhead surface solar irradiance (global) is
around 1200 Wm−2nm−1 at and on a turbid day (figure 2 (bottom row)) it is slightly above 800
Wm−2nm−1, showing the effect on aerosol presence as expected. As the Sun changes position
there is a remarkable reduction due to losses related to the optical path [3]. The increase in
diffuse radiation and decrease in DNI are also observed and are represented in figure 2 (top
row). The simulation results agree well with the actual recorded results. For example on a
turbid day, when the Sun is overhead at Kigali international airport (3rd August 2014), surface
solar irradiance varies between 875-980 Wm−2 which is in the same range with this study.
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Figure 2. Diurnal effect of aerosol on surface irradiance at different days at λ = 550nm. The
top row represents the variation of direct irradiance and diffuse irradiance on a clear day (β =
0.03) and on turbid day (β = 0.44) respectively. The bottom row represents the global irradiance
variation on clear day and turbid day respectively and its comparison with recoded data

4. Conclusions
The present study reports the variation of solar spectral irradiance and its relation with aerosols
over a turbid tropical region (specifically Rwanda). Considerable reduction in the VIS-NIR
irradiances has been projected during the period of high aerosol loading. Our simulations show
that aerosols substantially decrease downward shortwave irradiances at the surface, which then
impacts solar energy availability on the Earth. High β and α values estimated on a turbid day
are representative of urban environments which are similar to some reported previous studies.

This approximation of solar spectral irradiance distribution enables solar systems planners
to develop more accurate technologies to estimate energy yield of photovoltaic panels and
concentrated solar power plants.
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Abstract. The LHC has planned upgrades culminating in the High Luminosity LHC which
will increase of order at least 5 times the LHC nominal instantaneous luminosity in order to
increase the potential for discoveries. This major increase in luminosity presents significant
challenges in the form of increased trigger rates and detector occupancy. The ATLAS trigger
and data acquisition systems will be upgraded in order to cope with the increased luminosity
foreseen with the LHC upgrades. The ATLAS Tile Calorimeter will be upgraded as well
following the ATLAS detector developments. The readout electronics for the Tile Calorimeter
will be redesigned, adopting a new readout architecture. A Demonstrator program has been
initiated to evaluate and qualify the readout architecture before full installation in phase-II.
In the Demonstrator, the on-detector electronics will transmit readout data for every bunch
crossing to the off-detector Tile PreProcessor. This Tile PreProcessor stores the data in pipeline
buffers and upon reception of an external trigger signal the event data is processed, packed and
readout through the legacy system, the new ATLAS proposed FELIX system and an ethernet
connection for monitoring all in parallel. A series of test with beam setup campaigns took place
between 2015 and 2017 to evaluate the phase-II upgrade electronic prototypes in the lab and
to help with estimate provisions for future commissioning efforts. The primary objective of this
campaigns is to assess the status of the Demonstrator based on the modified 3-in-1 front-end
board baseline option and to give some attention to QIE and the FATALIC. This contribution
describes the various aspects of the proposed phase-II readout architecture..

1. Introduction
The hadronic Tile Calorimeter (TileCal) is the central region of the ATLAS experiment at the
Large Hadron Collier (LHC) and is used for the energy and direction measurements of hadrons,
jets and leptons. It is a large sampling calorimeter which makes use of steel as the absorber
material and plastic scintillating plates readout by 9852 Photomultiplier Tubes (PMTs) through
wavelength shifting (WLS) fibers [1]. The signals and data from the detector are processed by
the Trigger and Data Acquisition (TDAQ) system. The trigger selects event fragments with
distinguishing characteristics in real time. The DAQ receives event fragments, reads them out
through the Readout System (ROS) and feeds them to the software based high level trigger.
The DAQ also provides control, configuration and monitoring functionalities [2]. The High
Luminosity LHC (HL-LHC) is a proposed upgrade project termed phase-II and is aimed at
cranking up the performance of the LHC by increasing the luminosity to an order at least 5
times beyond the nominal value in order to increase the potential for discoveries after 2025 [3].
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Figure 1: A rendering of a Tile Calorimeter mini-drawer and the components it comprises.

The large luminosity of course offers the opportunity for a wealth of physics measurements, but
presents significant challenges to the detector and the TDAQ systems in the form of increased
trigger rates and detector occupancy. This mandates an upgrade of the entire ATLAS TDAQ
system in order to cope with the HL-LHC. TileCal plans to undergo upgrades as well following
the ATLAS detector developments imposed by the HL-LHC. It is currently envisaged that the
detector components (iron absorbers, scintillating tiles and optical fibers) will not be changed
because they are still in good shape. The current readout architecture outputs digital data
at a maximum rate of 100 kHz with a maximum latency of up to 3 µs and stores it in 6
µs pipelines , it is basically not compatible with the baseline trigger architecture of the HL-
LHC. The detector readout electronics will be completely replaced to accommodate the new
two-step Level-0/1 architecture: the higher trigger accept rates and the extended latencies at
both Level-0 (L0) and Level-1 (L1). A new TDAQ architecture is to be adopted to provide
full digital calorimeter granularity at the first level of trigger. The digitized data from every
bunch crossing will be readout by the off-detector PreProcessors (PPr) [4]. In order to qualify
the new proposed readout architecture and the first prototypes of the different components,
TileCal has undertaken a series of tests with beam setup campaigns at the CERN accelerator
facilities. TileCal prototype drawer modules termed Demonstrators have been instrumented
with upgrade specific electronics together with other modules instrumented with current legacy
system electronics were exposed to different particles (hadrons, electrons and muons) at different
energies during 4 campaigns between 2015 and 2017.

2. TileCal Phase-II electronics Upgrade
For phase-II, the front-end (FE) electronics will be housed in independent mechanical structures
called mini-drawers (see Fig. 1). Four mini-drawers comprise a super-drawer in contrast to the
current configuration of 2 drawers. This particular stacking was done to improve reliability of
the interconnections and to avoid single-point failures due to power distribution in particular.
Each mini-drawer houses a total of 12 PMTs with FE amplifier cards for pulse conditioning and
calibration, a main board (MB) that receives PMT signals and routes them to the Daughter
Board (DB) which handles all communication with the back-end (BE) electronics, an adder base
board which is only needed for analog trigger signals aggregation in the 3-in-1 Demonstrator,
and lastly, a High Voltage (HV) regulation board to deliver the correct HV to the PMTs [5].

The proposed TileCal TDAQ architecture for phase-II is shown in Fig. 2. The readout is
based on a continuous digitization and data transfer to the off-detector Tile PPr for very bunch
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Figure 2: The TileCal phase-II upgrade readout architecture.

(a) 3-in-1 FEB. (b) FATALIC FEB. (c) QIE FEB.

Figure 3: The 3 Tile front-end cards under evaluation for phase-II.

crossing (40 MHz) of all readout channels. The design has fair emphasis on redundant optical
transmission of the data, this means that no gain selection logic will be implemented in the
FE electronics and the digitized signals of both gains will be transmitted. Pipelines and the
de-randomizer are implemented by the PPr units located in a low radiation environment of
USA-15. The PPr will further apply energy scale calibrations as in the current Readout Drivers
(ROD) and prepare the L0/1 trigger information [6].

3. Changes and options
3.1. Front-End
TileCal R&D program includes three different front-end board (FEB) options for processing
PMT signals as shown in Fig. 3. One of the options under consideration is an optimized
redesign of the current 3-in-1 FEB that uses state-of-the-art discrete commercially off-the-shelf
integrated circuits. The 3-in-1 signal processing approach uses a shaper circuit to transform a
PMT pulse into an easy to digitize waveform/pulse whose amplitude is proportional to the total
charge of the original PMT pulse. The shaped signal is then amplified in two separate ranges
and sent to 12-bit ADCs on the MB [4].

Another approach is the Front-End ATLAS Tile Integrated Circuit (FATALIC) which uses
shaping just like the 3-in-1 but with a different pulse. This ASIC chip is a new technology
for TileCal and aims at integrating much of the 3-in-1 functionality into the FATALIC chip,
this includes signal digitization. The ASIC design is based on a 130 nm CMOS process which
has been already qualified in ATLAS for applications in other subsystems with much higher
radiation doses [7].

The third option is the Charge Integrator and Encoder (QIE) ASIC developed by Argonne
National Lab. The QIE circuit does not shape the PMT pulse to digitize at 40 MHz. Instead,
it directly integrates the PMT anode current in 25 ns intervals. This chip has been designed
to satisfy the radiation requirements tailored for TileCal. QIE offers a unique opportunity to
reduce the impact of the out-of-time pileup measurements for TileCal [8].
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Figure 4: A sketch representation of the Tile PPr board (left), and the PPr AMC board (right).

3.2. Back-End, PPr
Figure 4 shows a sketch of the Tile PPr. The PPr is the core of the BE electronics system
and provides benchmarks for investigating the different parts of the upgrade system. It is a
high performance double advanced mezzanine board based on FPGA (Field Programmable Gate
Array) resources and QSFP (Quad Small Form-Factor Pluggable) modules. This board has been
designed in the framework of the ATLAS TileCal Demonstrator project for the phase-II upgrades
as the first stage for the BE electronics. The data is received through four optical connectors
and the internal hardware transceivers located in the main FPGA. This FPGA also contains the
pipeline and de-randomizer memories, the synchronization of data with TTC (Timing, Trigger
and Control) and the reconstruction of the events passing the L0/1 trigger. The L1 calorimeter
(L1Calo) preprocessor module implements the algorithms to provide digital information to the
L0/1 trigger of ATLAS. The new architecture of the read-out improves the precision and the
granularity of the trigger information for the cluster and jet energy L1Calo processors. The
increased granularity can be achieved in the radial direction, which would eventually allow the
implementation of shower profile algorithms at L0/L1. The use of digital signals at the PPr for
the L0/L1 trigger replaces the present analog L1 trigger preprocessors. The board transmits the
data accepted by the L0/L1 trigger to the ROS. In addition, the board is the BE interface with
the DCS (Detector Control System) and TTC of the FE electronics [9].

3.3. Demonstrator project
The Demonstrator project aims at testing the long term performance of the upgrade system
without compromising the present data taking. This is to be achieved by developing an early
version of the new digital calorimeter system that is compatible with the present analog trigger,
DAQ, DCS and TTC. Digital transformation will translate TTC signals into upgrade specific
commands and translate upgrade outputs to a format acceptable by the present RODs. The
TileCal Demonstrator is a prototype phase-II super-drawer composed of 4 independent mini-
drawers (see Fig. 1). If verified to perform according to requirements a Demonstrator drawer
is to be inserted into the real ATLAS detector. If this is successful, three more additional
Demonstrator modules will follow in one of the short end of year Christmas shutdowns [10].
This will allow thorough testing of the major functionality of a phase-II system before full
installation in phase-II. The data is readout readout through the PPr board which formats
and transmits to the legacy RODs for backward compatibility with current system and to the
Front-End Link eXchange (FELIX) [11] as presented by Fig. 5.
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Figure 5: Demonstrator data acquisition architecture with PPr.

4. Test Beam campaigns

Figure 6: Diagram of the beam elements (left), and a picture of the TileCal modules mounted
on a mobile table.

A series of test with beam setup campaigns took place between 2015 and 2017 to evaluate
the phase-II upgrade electronic prototypes and to help with estimate provisions for future
commissioning efforts. The primary objective is to assess the status of the Demonstrator based
on the modified 3-in-1 FEB baseline option and to give some attention to QIE and FATALIC. A
hybrid Demonstrator that uses the 3-in-1 option has been developed and is fully compatible with
the current system providing both the analog trigger signals for the current L1 trigger and full
digital information for the phase-II PPr prototypes. In parallel, one more TileCal module has
been instrumented with the two other options, and three other modules equipped with current
legacy system electronics were exposed to muons, electrons and hadrons at different energies
during this test beam campaigns to assess their performance. The results from these campaigns
provide the necessary performance analysis to aid the 2017 FEB option down-selection. Some
preliminary results from the 2016 test beam campaigns are accessible here [5,12]. Figure 6 shows
the module configuration for the tests with beam setup campaigns at the CERN beam facilities.

The prototype PPr was used during this campaigns since it can be operated in both legacy
and upgrade modes as shown by Fig. 5. In legacy mode, the PPr emulates the legacy FE
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electronics by receiving data samples at 40 MHz and stores it in pipeline memories and packs
with the legacy L1A signals to be transmitted to the RODs through optical links. The ROD
performs further processing and transmits to the ROS, and finally to the Event Builder which
saves the data on disk. Synchronization of the Demonstrator data with the legacy system data
is achieved using the clock and trigger information distributed by the legacy TTC modules. The
PPr implements a trigger identification algorithm to the data packets and synchronizes the two
systems. In upgrade mode, the PPr transfers the L1A data through dedicated high speed optical
links to the FELIX system which then saves the data on local disk for offline reconstruction and
analysis. There is a PPr specific package called the PPrInterface used for standalone system
verification tests. The 3-in-1 Demonstrator was readout using both upgrade and legacy readouts,
whilst the QIE and FATALIC are only readout using the upgrade specific FELIX readout [5,10].

5. Conclusions
The High Luminosity LHC project will increase the luminosity by an order at least 5 times
beyond the Run 2 nominal luminosity (L = 5 x 1034 cm−2s−1) in order to reach the design
center of mass energy (

√
s = 14 TeV). The ATLAS trigger and data acquisition architecture will

undergo upgrades to cope with the High Luminosity LHC, TileCal will also undergo upgrades
following ATLAS developments. TileCal Demonstrator modules have been instrumented with
initial phase-II upgrade electronic prototypes and assessed with beam setup at the CERN beam
facilities during 2015, 2016 and 2017. Preliminary results speak of a strong, efficient and mature
upgrade system. The operation of the Demonstrators and data analysis have been used to gain
experience and identify weak points in the system. The tests with beam will continue to test
the maturity of the Demonstrator for insertion into the real ATLAS detector and to improve
understanding of the physics performance of the current system. This will be followed by the
production and installation of the new system during the LHC Long Shutdown scheduled for
2025-2026.
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Abstract. The Department of Physics at the University of Cape Town has recently installed
a new fast neutron facility featuring a Sealed Tube Neutron Generator (STNG) to be used
for applied nuclear physics research and education. The MP-320 neutron generator utilises a
90 kV accelerated deuteron beam impinging upon a tritium target, producing approximately
14 MeV neutrons via the t(d, n)α reaction. The long term aim of this facility will be to
offer fully characterised neutron energy spectra, yield, and calibrated reference detectors. The
potential use for such a facility is wide ranging, from nuclear data measurements to elemental
analyses to detector development and calibration. This paper presents the design, building, and
commissioning of this facility and proposes future uses. Radiation dosimetry and shielding data
is presented for this facility, and initial beam characterisation using a calibrated scintillation
detector.

1. Introduction
The MP-320 sealed tube neutron generator (STNG) from Thermo Fisher Scientific [1] produces
neutrons of approximately 14 MeV via the deuterium-tritium fusion reaction. Deuterons are
accelerated towards a solid target of titanium embedded with tritium. The MP-320 operates in
pulsed or steady state mode, with variable beam current and accelerator voltage. The maximum
production rate is 108 neutrons per second into 4π steradians at 60µA and 80 kV [2]. Devices
such as this are typically used in industrial settings for mining and oil logging, but here the STNG
is used as part of the applied nuclear physics teaching and research program at the University of
Cape Town (UCT). The STNG was purchased in 2010 and was relocated from iThemba LABS
to the nuclear physics research laboratories within the UCT Physics department at the start of
2017.

This facility will complement the existing neutron facilities in South Africa increasing the
footprint the fields of neutron physics and nuclear data measurements. One example is iThemba
LABS, offering quasi-mono energetic neutrons from 30 MeV to 200 MeV in the D-line vault [3].
The use of this beamline is shared between many international research groups, and availability
is limited. The smaller scale fast neutron facility at UCT aims to offer flexibility, availability and
access to world-class expertise and equipment, offering neutron energies of 14 MeV and below.

2. Facility Overview
The STNG is installed in close proximity to accessible areas of the building, with the general
layout shown in figure 1. The generator is well shielded in the neutron vault, with a
beamline extending into the experimental area where neutron detectors and other experimental
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components are mounted upon an optics table. The STNG and detectors are all managed from
the control area, where experimental data is recorded, processed and analysed.

Figure 1. Layout of the fast neu-
tron facility at UCT. The genera-
tor is installed within the vault,
surrounded by HDPE shielding.
Neutrons enter the experimental
area via the variable collimator.
Detector and generator controls
are located in the control area.
All areas are access controlled un-
less explicitly labelled.

The t(d, n)α fusion reaction requires an incident deuteron energy between 100 keV and
400 keV [4], and as such no neutrons will be produced when the device is switched off, or
power is interrupted due to a fault. However, the fast neutrons produced during operation, and
secondary radiation, can be extremely damaging when interacting with matter. Computational
simulations were used as a design aid to ensure appropriate levels of radiation shielding for safe
operation.

3. Neutron Vault Design
The Monte-Carlo radiation transport code, MCNP5 [5], was used to estimate the average
behaviour of neutrons, and secondary photons, throughout the facility. From these simulations
the effective dose was determined at key points and used to estimate safe operating parameters
for the STNG and optimise the shielding design.

The simulations assume an isotropic point neutron source of 14 MeV at the centre of the
tritium target and simulated the worst-case scenario, i.e. maximum neutron production rate. In
reality the STNG will often be run at lower beam current and accelerator voltages, producing
fewer than 108 neutrons per second. The shielding design was adapted until safe radiation levels
were estimated in accessible areas for a run time of 100 hours per year. The device has a total
usable lifetime of 1200 hours [1] at maximum production rates before refurbishment is required.
A compromise was made between device longevity and useful research hours, allocating 100
hours of run time per year. Given the previous light use of the STNG, this gives an estimated
accelerator lifetime of 11 years.

The ICRP (International Commission on Radiological Protection) dose limit for dose to
members of the public is 1 mSv per above natural background levels per annum [6]. The ALARP
(As Low As Reasonably Practicable) principle of shielding design was used to reduce dose levels
below this level in controlled and accessible areas.

The estimated combined neutron and photon dose throughout the room, as calculated with
MCNP5, can be seen in Figure 2. Plots ai) to aiii) are associated with an unshielded generator.
The doses were calculated from the average particle behaviour, and multiplied by the ICRP-116
dose weighting factors [7].

The highest risk area for human accessibility was determined to be within the doorway to the
neutron generator room (as indicated by the dashed lines in Figure 2), within the controlled area.
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Figure 2. Combined neutron and photon dose maps for the (a) unshielded and (b) shielded
geometries, as centred on the generator, i.e. the highest dose regions. The x-y plane is parallel
to the floor and the z -axis is in the vertical direction. Solid lines indicate concrete walls, and
the dashed region in (ai), (aii) and (bi), (bii) relates to the highest risk accessible area. Any
regions with doses above 10−2 mSv per hour are considered unsafe for 100 operating hours per
year.

The energy dependent doses for this region can be seen in figure 3 for both neutrons and photons.
The neutron dose rate is peaked at 14 MeV, where uncollided neutrons pass through. The lower
energy contributions are scattered from the surrounding walls. The estimated dose rate for
the unshielded generator in this region is 17.7± 0.6 mSv per year, excluding any background
contributions. If a member of the public were to occupy the doorway, annual dose limits would
be exceeded within 5.5± 0.5 hours. This scenario is considered unsafe for the expected 100
operating hours per year. An additional 10% uncertainty has been included in the quoted
estimates to compensate for additional nuclear data, model and geometry uncertainties[9]. These
results confirm that even without shielding, it is safe to run the generator for long enough for a
dosimetry survey to take place.

The shielding was constrained by the availability of materials and the room dimensions. A
total volume of 5 m3 High Density Polyethylene (HDPE) blocks was used to build the central
component of the shielding. This was combined with close to 16 m3 of recycled HDPE beads,
which is 40% less dense than the blocks, to form the main body of the radiation shield. A central
void was left for the generator and neutron monitor detector. The estimated doses associated
with the final design can be seen in figures 2(bi) to (biii). The energy dependent dose rates in
this region are shown in figure 3(b). The neutron component has reduced over all energy ranges,
but most notably at 14 MeV. The high energy photon component has also diminished to zero,
and the capture and inelastic scattering peaks from the shielding materials have become more
apparent. The total dose rate in the doorway was reduced to 0.112± 0.008 mSv per year. In
this case, the safe operating time was estimated to be 810± 80 hours per year, far exceeding
the predicted runtime of 100 hours. By erring on the side of caution, model assumptions, errors
or real-world differences in dose rates can be safely accommodated. The construction of the
shielding was completed in April 2017, and a series of photos can be seen in figure 4.
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Figure 3. Energy dependent (a)
neutron and (b) photon dose rates
in the doorway as indicated by
the dashed lines in figure 2. Blue
lines relate to the unshielded sim-
ulation, and red lines relate to
the shielded simulation. Statis-
tical uncertainties are represented
by the shaded bars, and integrated
dose rates are given in the legend.
Peaks at 2.2 MeV and 4.4 MeV in
the photon spectrum are due to
the radiative capture of thermal
neutrons on hydrogen, and inelas-
tic scattering of fast neutrons off
carbon.

Figure 4. Photos of the neutron shielding (a) during and (c) after construction. The core
component of the shielding are white blocks of HDPE, surrounded by the black HDPE beads.
The neutron generator is situated in the central void as shown in photo (b). A neutron and
gamma-ray sensitive monitor detector is installed underneath the STNG. The electronics have
been separated from the generator and are installed outside the shielding as shown in photo
(c). All generator and detector cables are routed into the control area. Note that the porthole
visible in photo (c) serves no scientific function.

4. Experimental capabilities
Experiments can be run in two different modes, activation and narrow beam, by changing the
variable collimator. Samples up to 17 cm diameter can be activated within the central cave.
These samples can then be transported to the neighbouring low background HPGe detector
facility for high precision gamma-ray measurements. Alternatively, narrow beam of nearly mono-
energetic 14 MeV neutrons can be delivered to the experimental area using an 8 mm diameter
HDPE collimator (with external dimensions of 17 cm diameter and 100 cm length). At the time
of writing this paper, the RP survey process was ongoing, necessitating a conservative beam
diameter, with the view to broaden this in the future. Further optimisation is expected in terms
of beam divergence, and management of scattered neutrons entering the beam. Any un-collided
neutrons will be incident upon a beam dump at the far end of the experimental room, where

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 327



they will be thermalised and captured. This is composed of borated HDPE (5% by mass), with
a maximum thickness of 1.0 m.

Several neutron and gamma-ray sensitive detectors have been set-up within the experimental
area. Of note is the organic liquid scintillator EJ-301 from Scionix, which is used as the reference
detector for fast neutron detection. The excellent pulse shape discrimination properties of this
scintillator is used to isolate the neutron events for further analysis [10]. Analogue and digital
data acquisition systems are in place, both of which have pulse shape discrimination capabilities.
The digital DAQ uses an open source software package, QtDAQ [11], with a Vx1761 CAEN
digitiser [12].

Preliminary results are shown in figure 5 for neutron and gamma-ray pulse height spectra
as recorded with the EJ-301 reference detector and digital DAQ. The gamma-ray pulse height
spectra shows the two Compton edges associated with 2.2 MeV and 4.4 MeV gamma-rays from
the shielding. The neutron pulse height spectra behaves as expected for a nearly mono-energetic
beam of 14 MeV neutrons. The neutron energy spectra can be unfolded from the pulse height
spectra with the GRAVEL and MAXED unfolding codes as part of the UMG package [13]
provided the detector response is known. The facility includes a suite of additional detectors,
sensitive to fast or thermal neutrons and/or gamma-rays.

Figure 5. EJ-301 measured neutron and photon pulse height spectra with a narrow beam of
14 MeV neutrons. Figure (a) shows the pulse shape with respect to the detected light output,
where the colour scale indicates the number of events per second. The detected light output
is proportional to the energy and type of incident radiation. The different recoil particles are
indicated, and the cut between gamma-ray induced events and neutron induced events is shown
with the dashed line. The (b) gamma-ray and (c) neutron pulse height spectra are determined
by integrating the number of events above/below the cut within each light output channel. The
Compton edges related to the 2.2 MeV and 4.4 MeV gamma-rays are clearly visible.

5. Commissioning and Current Status
The STNG is operational, with RP measurements ongoing to confirm simulation results. The
gamma-ray dose rate was measured to be 0.70± 0.06µSv per hour in the vault doorway areas
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when running the generator at maximum neutron yield, using the Thermo-Fisher Scientific
RadEye B20 survey meter. The measured gamma-ray background dose has been subtracted.
Thermal and fast neutron measurements were made in the same location. The thermal neutron
rate was measured to be 0.39± 0.04 neutrons per second with a BF3 detector. After efficiency
corrections and worst-case dose weightings, the thermal neutron dose rate is estimated to be
0.9± 0.1 nSv per hour. The fast neutron rate was measured to be 0.85± 0.02 neutrons per
second with the reference EJ-301 detector, equivalent to 0.076± 0.002µSv per hour. The total
measured dose rate was dominated by gamma-rays, and thermal neutron doses are negligible
in comparison. The estimated dose from Monte-Carlo simulations was 0.112± 0.008µSv per
year, with measured values estimated at 0.121± 0.006 mSv per year. Initial measurements and
simulations thus agree within one sigma. Dose rate calculations for the measured neutrons were
deliberately conservative, so it is not unreasonable that the final dose rates exceed the simulated
values. The measured values are still well within the safe operating limits for 100 hours per year
when considering the ICRP guidelines [6]. Further measurements are expected to improve the
agreement between simulation and measurement. Several undergraduate student projects are
underway to characterise key aspects of the facility; including activation analyses to confirm the
neutron production rate, detector characterisation and detector development.

6. Conclusion
The Department of Physics at the University of Cape Town is developing a flexible, fast neutron
facility complementary to those currently available, with a focus on training the next generation
of nuclear scientists in South Africa. The flexibility afforded by a university-run, in-house
facility is key to offering a fast response to applied physics problems. The facility will offer well
characterised energy spectra, backgrounds, detector responses, and data handling procedures.
The areas of interest to which this facility may be applied includes, but is not limited to, detector
calibration, fast neutron activation analysis (both prompt and delayed) and bulk materials
analysis (both by activation and fast neutron scattering). Future measurement campaigns will
aim to include fusion-relevant cross-section measurements, the development of nuclear data
benchmarks and the provision of services to the nuclear engineering communities.
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Abstract. The scattering distribution of a photon in a homogeneous turbid medium is too 

complex to be represented by an analytical expression, and therefore requires a numerical 

solution. Photon propagation may be treated as a stochastic process. In this study, a Monte 

Carlo simulation is used to reproduce the behaviour of photons in turbid media. The fraction of 

photons transmitted and reflected depends on the optical properties of a turbid medium as well 

as the angle of the incoming photon. We determine the transmission coefficients through 

several model atmospheres for three representative solar zenith angles. The fraction of the 

transmitted photons is further reduced depending on the angle of the incoming photons. The 

results presented in this study shows that the optical depth of the medium and the incoming 

angle of photons have a significant impact on the scattering distribution of photons in a turbid 

medium and on the amount of photons reaching the ground. 

1.  Introduction 

Several studies done in the past show that photon propagation through scattering media can be solved 

by analytical expression only if there are few scattering events [1]. A photon experiences different 

kinds of scattering as it enters a homogeneous turbid medium. The propagation of light in such a 

medium may be analysed using either the wave model or photon model. This study uses the photon 

model. 

     The radiative transfer equation is often used to describe photon propagation through scattering 

media. However, the exact analytical solutions in turbid media are too complex and impractical [2]. 

Therefore, numerical methods based on the statistical Monte Carlo technique (which is one among 

other methods) are used to solve the radiative transfer equation in complex geometries [3]. The 

scattering distribution of a photon is influenced by the optical properties of a turbid medium, which is 

characterized by the absorption coefficient, scattering coefficient, as well as the scattering phase 

function. The absorption and scattering coefficients are determined by the probability of photon 

absorption and photon scattering per unit path length, respectively [4]. The scattering phase function 

describes the amount of scattered photons into a unit solid angle in a given direction. 

     Information about the optical properties of the turbid media such as the absorption coefficient, 

scattering coefficient as well as the asymmetry parameter of the medium are required in order to 

describe the scattering distribution of a photon through a homogeneous turbid medium. The new 

direction of a photon after each scattering event in a medium rich in aerosols can be randomly 

generated from a Henyey-Greenstein phase function [5, 6]. This function is appropriate for Mie 

scattering, where aerosols size is approximately equal to the incoming light wavelength. The Rayleigh 
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scattering phase function is used instead when particles have a small size compared to the wavelength 

of the incoming light. 

     This study uses a python code to model the scattering distribution of a photon in a turbid medium. 

The Monte Carlo program tracks scattered photons as they propagate through a turbid medium based 

on the scattering angles as well as the azimuthal angles in order to determine the scattering 

distribution. 

2.  Monte Carlo simulations  

The Monte Carlo code developed to model the scattering distribution of a photon in a turbid medium 

is as per several studies done in the past for photon propagation through scattering media [1-8], except 

that in this study the focus is more on modeling the scattering distribution of photon propagation in a 

scattering and non-absorbing medium in which photons are scattered multiple times before reaching 

the receiver.  

2.1.  Set photons in motion 

In this study, the first step was to launch photons (i.e. photon packet) through the turbid medium from 

the origin defined by the coordinates [x, y, z] and their path is followed until they are completely 

absorbed or exit the medium. The photon propagation direction was initially set along the z-direction 

pointing inside the medium defined by the coordinates system: [x, y, z] = [0, 0, 1] in units of airmass. 

2.2.  Photon step size 

The photon travels along a straight line before it encounters the scattering center and is scattered in a 

random direction. When the photon propagates in a turbid medium, the path length ∆S, also known as 

the step size, is equal to the inverse of the extinction coefficient. This is the distance that a photon 

travels between two consecutive scattering events in the medium. It is calculated using random 

numbers between 0 and 1 generated by a random number generator as follows [5, 7]: 

 

                                                       

t

S


ln
                                                                                  (1) 

where µt is the total extinction coefficient obtained from scattering and absorption coefficients of a 

turbid medium, and ξ is the random number generated by the program which is distributed between 

zero and one. 

     The aerosol optical depth which characterizes the size and the amount of particles in a turbid 

medium is defined as the integral of the total extinction coefficient, µt over the photon path, ds: 

 

                                                        
s

tdss
0
                                                                                 (2) 

2.3.  The new direction of a photon and scattering function 

A single scattering model which is based on the Beer-Lambert law works very well on clear 

atmospheres, but is inappropriate for highly attenuating turbid media [9]. For our turbid medium we 

made the simplified assumption that scattering is dominated by aerosols, [10], and hence the Rayleigh 

scattering is not considered in this study. The redistribution of a photon in different directions is 

determined through the stochastic treatment of the multiple scattering events and corresponding phase 

function.  

     The Henyey-Greenstein phase function is used to describe the scattering phase function of the 

photon moving in the turbid media and this is used to calculate the photon scattering angle in different 

directions. This means that the scattering angle is derived from that phase function and it depends on 

the asymmetry parameter, g which is normally used to take care of the asymmetry in the scattering 

process [11]: 
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where P(θ) is a probability density function, the parameter g is the asymmetry factor for a 

homogeneous turbid medium, and θ is the scattering angle of the photon which here is generated 

stochastically using the expression [11]: 

 

                                               




























2
2

2

1

1
1

2

1
cos




g

g
g

g
                                                            (4) 

 

     In addition to the scattering angle is a random azimuthal angle, Φ which is assumed to be uniformly 

distributed between 0 and 2π is also needed to describe statistically the direction of a photon: 

 

                                                       Φ = 2π ξ                                                                                           (5) 

3.  Results and discussion 

The propagation of a photon in a turbid medium is treated as a random walk using stochastic means. 

The histogram for the step size of photons in a turbid medium is illustrated in figure 1 with photons 

undergoing exponential attenuation. The total interaction coefficients values assumed to be of the 

medium under study were estimated from the aerosol optical depth provided by sun-photometer [12]. 

     The total interaction coefficient of the medium used in this study is varied from 0.2 to 1. Photons 

can be scattered or absorbed as they propagate through the turbid medium. As shown in figure 1, 

photon movement through a turbid medium depends largely on the total interaction coefficient, which 

is inversely related to the step size, see equation (1). It is rather straight forward to see that photon step 

size depends solely on the total extinction coefficient encountered in various turbid media. As 

expected, by increasing the size of the total extinction coefficient from 0.2 to 1.0, photons travel a 

shorter distance. 

   

 

        

 

Figure 1.  Histogram of the photon step size in a turbid medium 
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Figure 2. Scattering angles generated throughout the Monte Carlo simulation with 

the asymmetry parameter, g = 0.6 

                                      

     The above figure shows the histogram of the deflection angles, θ for g = 0.6. In this study, we used 

g = 0.6 as it appeared a suitable value to characterize aerosol scattering in the forward direction [13]. 

The focus was on modelling the aerosol scattering of photons. With anisotropy g equals to 0.6 

indicates the forward directed scattering. Obviously from the formula, one can clearly see that more 

photons are scattered in the forward direction as the asymmetry parameter tends towards the positive 

value. 

 

 
Figure 3. Schematic diagram of a photon movement through a plane 

parallel aerosol layer, h is the height above the ground level 

 

 

     Figure 3 shows examples of the photon propagation in a homogeneous turbid medium being 

scattered on its way to the ground level. Given the bias towards forward scatter, most photons reach 
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the ground after passing through a highly scattering medium. The scatter is determined by considering 

the optical properties of the atmospheric aerosol. Figures 4 and 5 illustrate the transmittance and 

reflectance of photons versus optical depth for three representative solar zenith angles. The aerosol 

optical depth as well as the incident angle of the photon have a significantly impact on the number of 

photons reaching the ground. Some photons are scattered back to the top of the atmosphere and their 

fraction to the total number of launched photons gives the reflection values of the turbid medium while 

the transmission values are given by the ratio of the transmitted ones to the total number of launched 

photons from the top of the atmosphere. 

 

 

 

 

Figure 4. Transmittance of a turbid medium as 

function of the optical depth for three different 

solar zenith angles. 

 Figure 5. Reflectance as function of optical depth 

for three different solar zenith angles. 

 

      

     The three solar zenith angles, 0
ο
, 30

ο
, and 60

ο 
used in this study were found to be representative of 

different sun’s position and daily variation, i.e, 0
ο
 is when the sun is overhead (airmass is one), 30

ο
 is 

toward the afternoon, and 60
ο
 is when the sun is approaching sunset. The aerosol optical depth of 1.5, 

2.0, and 3.0 were chosen in order to examine the turbid medium. 

 

     Table 1: Transmission and reflection of a plane parallel aerosol layer for three different solar zenith 

angles at different aerosol optical depth for a wavelength of 440 nm [12]. 

 
       (degrees) 
 

 

 
 

Transmission (T) Reflection (R) 

    0 1.5        0.795        0.204 

 
2.0        0.737        0.262 

 
3.0        0.635        0.364 

    30 1.5        0.752        0.247 

 
2.0        0.692        0.307 

 
3.0        0.589        0.410 

    60 1.5        0.594        0.406 

 
2.0        0.529        0.471 

 
3.0        0.454        0.546 
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     The results presented in the table above from stochastic simulations show the relation between the 

fraction of transmitted and reflected photons with an aerosol optical depth (AOD), for a wavelength of 

440 nm, corresponding to blue light. Scattering at other wavelengths will be explored in a later 

publication.  As seen in our results, the transmission and reflection depend on the optical properties of 

the aerosol layer as well as on the incident angle. The direct transmittance decreases exponentially 

with increasing AOD. 

4.  Conclusion 

The Monte Carlo algorithm for simulating photon transport in turbid medium has been implemented in 

a 2-D code, where a scattering distribution of photons within a medium rich in aerosols has been tested 

in this study by changing the total interaction coefficients of the medium. A Monte Carlo Model was 

used to calculate the upward and downward solar photon flux characteristics based on different 

aerosols extinction coefficients. The results indicate that aerosol loading has a significant impact on 

the solar photons. Photon tracing through Monte Carlo simulation showed the true complexity of the 

scattering distribution of photons in turbid media. However, the Monte Carlo method was found to be 

suitable for multiple scattering events as well as for non-isotropic scattering. The redistribution of a 

photon in different directions in a turbid medium was determined.  

5.  Further study 

The Monte Carlo method will be used to quantify the amount of solar radiation that is received by the 

Earth’s surface under turbid atmosphere for the South African conditions. Future work also involves 

developing a statistical model to simulate the effect of high vapor concentration in the atmosphere on 

solar radiance, and the effect of heavy smoke-induced aerosols during winter dry seasons. 
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Abstract Parabolic trough mirror plants are a popular design for conversion of solar energy to 
electricity via thermal processes. The absorber of concentrated solar radiation can reach high 
temperatures (> 500°C) and is responsible for efficiency losses mainly via thermal radiation. We 
build on our previous work on hot mirrors to study an absorber with a mirrored cavity. The cavity 
absorber for the parabolic trough receiver is designed to trap solar and thermal radiations by 
reflecting them back onto the absorber very efficiently, which would otherwise be lost. This 
paper shows simulation results indicating that the proposed design can exceed the heat transfer 
fluid temperature compared to existing alternatives. Using a theoretical model we developed, we 
can infer the temperature profile for the receiver unit, from which efficiency parameters can be 
derived.  

1.  Introduction 
 
A parabolic trough solar thermal power plant consists of a series of parabolic mirrors concentrating solar 
radiation onto a linear focal line along which the receiver unit is positioned. The receiver heats up and 
in turn imparts a large portion of its heat to a heat transfer fluid circulating within. This heat transfer 
fluid can then be utilized in a steam cycle to generate electricity. The receiver is one of the most complex 
parts and the efficiency of the whole system largely depends on it. It has to be carefully designed in such 
a way so as to minimize the energy losses. Every part of the receiver unit is a topic of ongoing research, 
such as the working fluid that can be used, and also the optical, chemical, and thermal properties of the 
concerned material [1]. 
 
Typically, the receiver unit consists of a blackened absorber pipe (AP) encapsulated by the glass cover 
(GC), (See Fig. (1b)). There is a vacuum in between to minimize convective losses [2]. For the 
conduction losses, the thermal contacts between the receiver pipe and the glass cover are kept to a 
minimum. The heat transfer fluid (HTF) inside the receiver pipe is heated by the concentrated solar 
radiation. The hot HTF can be used in generating electricity through a steam cycle or in thermochemical 
applications [3]. The dominant heat losses at high temperatures are due to the thermal emission (IR) 
from the receiver pipe. There is a conventional method to minimize the IR by painting the receiver pipe 
with a spectrally selective coating, a dielectric film that absorbs well in the visible region of the solar 
spectrum and emits poorly in the IR region. Much work has been published in regard to the selective 
coating and their properties [4]. The main weakness of selective coating is that it prevents the receiver 
pipe from being heated to high temperature, since it thermally decomposes at about 680 K  [5], [6].  
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Figure 1. a) Receiver unit with the cavity design.        b) Receiver unit with a selective coating. 
 
An alternative option to the selective coating, which this work aims to discuss, is to reduce the thermal 
emission from the glass cover tube of a trough collector by trapping IR via a reflective surface on the 
part of the glass not facing the trough. The solar radiation inlet may be coated with a hot mirror type 
coating. The new aspect of this paper is applying the reflective cavity around the absorber, which is 
shown in Fig. (1a). 
It consists of borosilicate glass over the opening, which is coated with a hot mirror film and the 
remaining circumference is a high reflective aluminium mirror.  
 
Hot mirror coating films have been an active area of research in many applications, seeking to improve 
efficiency and reduce heat radiation losses [6,7]. It is often utilized in applications related to energy 
conservation and protection purposes, i.e., light bulb envelop, furnace windows, welding and laser 
goggles, and astronaut helmets [7]. The hot mirror coating for a solar collector must meet some 
performance specifications. It needs to be highly transparent (> 90 %) in the visible region and have 
high reflectivity in the IR region of the solar spectrum. There are two general types of hot mirror films: 
a semiconducting oxide with a high doping level and a very thin metal film sandwiched between two 
dielectric layers (see [7,8] for more details). The coating with a thin metal film shows some unavoidable 
losses. On the other hand, the semiconducting oxide with a high doping level shows more advantages, 
i.e., Indium-Tin-Oxide (ITO). 

2.  Theory and simulation study 
 
We briefly review the total heat transfer of the system and the interaction between its components. The 
physical basis of the model that we are using starts with a complete description of the thermal interaction, 
which is shown in Fig. (2) and then applying energy conservation principles for the thermal interactions 
between the components of the receiver [9]. 
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Figure 2. Schematic representation of the possible heat transfer modes. 
 
The net heat flux due to solar radiation 𝑞𝑞𝑆𝑆𝑆𝑆𝑆𝑆′ , convection 𝑞𝑞𝐶𝐶𝑆𝑆𝐶𝐶𝐶𝐶′ , radiation  𝑞𝑞𝑅𝑅𝑅𝑅𝑅𝑅′  , and conduction 𝑞𝑞𝐶𝐶𝑆𝑆𝐶𝐶𝑅𝑅′  
are computed under steady state conditions using the energy balance relationship 
 
 �∑𝒒𝒒𝑺𝑺𝑺𝑺𝑺𝑺

′ + ∑𝒒𝒒𝑪𝑪𝑺𝑺𝑪𝑪𝑪𝑪
′ + ∑𝒒𝒒𝑪𝑪𝑺𝑺𝑪𝑪𝑪𝑪

′ + ∑𝒒𝒒𝑹𝑹𝑹𝑹𝑪𝑪
′ �

𝒊𝒊𝒊𝒊
= 𝟎𝟎. (1) 

 
The AP, the GC, and the HTF are discretized into control volumes (CV), using a finite volume method 
(FVM). The AP and GC are discretized along azimuthal Fig. (3b) and longitudinal directions Fig. (3a), 
but HTF is only discretized along the longitudinal direction Fig. (3a). Eq. (1) holds for every CV. 
 

 

 
The detailed theoretical calculations including the numerical solutions that have been implemented in a 
code are discussed in [9]. 
 

 
              Figure 3. The discretization of AP and GC into control volumes [9]. 
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3.  Results 
 
The theoretical model of the solar receiver, taking hot mirror interactions into account, has been derived 
in [9]. For the purposes of this research, the simulation code presented in [9] is edited in order to fulfil 
the cavity requirements. A simulation validation for the work done in this paper was undertaken using 
two approaches. We selected simulation parameters for physical scenarios where the outcomes could be 
derived by other means. We used the zero irradiation case, zero conductivity in the materials, zero HTF 
convective coefficient, and zero emissivity on the absorber surface. The results conformed to theoretical 
expectations. Secondly, upon comparing the simulation results with existing experimental data for a 
selective coating, we found that the comparison was encouragingly close (less than 0.7% discrepancy), 
see [9]. 
 
The operating conditions and design parameters that were used simulate the SEGS LS2, the LS-2 is one 
of three generations of parabolic troughs installed in the nine SEGS (Solar Electric Generating System) 
power plants in California, [10]. They are shown in table 1. 
 

Table 1. Design parameters of the SEGS LS2 used in our 
simulation [10]. * stands for the cavity design requirements. 
Parameter Value 
Collector aperture (W) 5 m 
Focal distance (f) 1.84 m 
Absorber internal diameter 0.066 m 
Absorber external diameter 0.07 m 
Absorber emissivity (IR) 0.15 
Glass internal diameter  0.109 m 
Glass external diameter 0.115 m 
Glass emissivity (IR) 0.86 
Receiver absorptance (visible) 0.96 
Glass transmittance (visible) 0.93 
Parabola specular reflectance 0.93 
Incident angle  0.0 
Solar irradiance  933.7 W/𝑚𝑚2 
HTF Molten salt 
Mass flow rate 0.68 Kg/s 
Temperature HTF (inlet) 375.35 K 
Temperature ambient 294.35 K 
Wind speed 2.6 m/s 
Reflectivity of the cavity mirro𝑟𝑟∗ 0.95 
ITO reflectivity (IR)∗ 0.85 
ITO transmittance (visible)∗ 0.875 

 

 
The minimum cavity opening size is related to an upper limit to the possible concentration ratio of a 
parabolic mirror on its own, which is related to focal line width [11]. On the basis of that, the arc length 
of the minimum cavity opening is 4.8 cm for the design parameter in table 1. 
In Figures (4, 5, 6), the results of the simulated temperature profiles for the AP, GC, and HTF are shown.  
In Fig. (4), the axial temperature variation for the HTF along the receiver is displayed, for HTF inlet 
temperatures of 375 K that enters the absorber at one end, and as a result of the flow rate of 0.68 kg/s 
along the length L (m) of the absorber tube under the concentrated solar irradiance, the HTF heats up. 
HTF temperature increases roughly linearly and then flattens out to approach the stagnation temperature 
(where solar energy input equals IR losses). The maximum HTF temperature for this design rises close 
to 1370 K.  
 

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 340



Figure (5) shows the temperature profile around the AP circumference. The angle 180o points directly 
away from the sun (and towards the centre of the parabolic mirror). The temperature varies by approx. 
200 K around the circumference. Three profiles are shown, each 50 m further along the AP. The 
temperature increase along the axial direction is relatively high. In order to make this simulation more 
realistic, finite sun-size effects will still be included. These will alter the solar radiation profile incident 
on the absorber pipe, and likely result in a more even temperature spread. 
 
 
 

  
Figure 4. HTF temperature distribution for 375 
K inlet temperature. 

Figure 5. Temperature around AP circumference 
taken at different distances. 

 
Figure (6) displays the temperature profile around the GC circumference. The temperature around the 
circumference varies by approx. 320 K and the temperature along the axial direction is very small. Hence 
most thermal losses will occur from the radiation entrance window. 
 

 
Figure 6. Temperature around GC circumference taken at 
different distances. 

 
 
We evaluate the performance of the cavity design by comparing it to alternatives with bare and selective 
coating.   
Figure (7) display the temperature profiles around the AP at 150 m. The temperature of the part of the 
AP surface that faces the parabolic mirror for the cavity design is higher than the selective coating. This 
is due to the more concentrated radiation incident on the AP. 
The GC in Fig. (8) at 150 m, the part of the GC surface facing the parabolic mirror for the different 
designs indicates a higher temperature for the cavity design compared to the selective coating and bare. 
At the remaining circumference, the cavity design has a much lower temperature than the other designs 
along the entire length. 

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 341



 

  
Figure 7. Temperature around AP circumference 
taken at 150 m receiver length for different designs. 

Figure 8. Temperature around GC circumference 
taken at 150 m receiver length for different designs. 
 

 

 
Figure 9. HTF outlet temp for 375 K inlet temperature of 
different designs. 

 
Figure 9 shows the HTF temperature along the length, which is close to the surface temperature of the 
AP. The selective coating material on the AP will be chemically decomposed around 680 K, as 
previously mentioned and its length will be limited to < 100 m.  
 
The HTF temperatures along the receiver unit in the cavity is capable of exceeding the selective coating 
temperature ceiling, as shown in Fig. (9). 
 

4.  Conclusion 
We introduced a cavity concept to reduce thermal radiation losses for receivers for parabolic trough 
solar plants, and compared it to existing systems. The cavity design performs very well at higher 
temperatures and it theoretically capable of exceeding 1300 K, thus outperforming current technologies 
due to its thermal stability. This in turn can increase the overall (Rankine) efficiency of the entire plant. 
There are further important parameters that affect the temperature profile and the efficiency, such as the 
cavity opening size and the reflectivity of the cavity mirror. These will be shown in further 
communication. 

 
 

 

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 342



References 
 
[1]  Cyulinyana M C and Ferrer P 2011 Heat efficiency of a solar trough receiver with a hot mirror 

compared to a selective coating South Afr. J. Sci. 107 01–7 
[2]  Sargent and Lundy LLC Consulting Group 2003 Assessment of Parabolic Trough and Power 

Tower Solar Technology Cost and Performance Forecasts (Chicago, Illinois: DIANE 
Publishing) 

[3]  Lampert C M 1979 Coatings for enhanced photothermal energy collection I. Selective absorbers 
Sol. Energy Mater. 1 319–41 

[4]  Burkholder F and Kutscher C 2008 Heat-loss testing of Solel’s UVAC3 parabolic trough 
receiver (United States: National Renewable Energy Laboratory (NREL), Golden, CO.) 

[5]  Kennedy C E and Price H 2005 Progress in Development of High-Temperature Solar-Selective 
Coating ASME Int. Sol. Energy Conf. Sol. Energy 749–55 

[6]  Twidell J and Weir T 2015 Renewable Energy Resources (New York: Routledge) 
[7]  Kreith F and Kreider J F 1978 Principles of solar engineering (United States: Hemisphere Pub. 

Corp.) 
[8]  You Y and Hu E J 2002 A medium-temperature solar thermal power system and its efficiency 

optimisation Appl. Therm. Eng. 22 357–364 
[9]  Kaluba V S and Ferrer P 2016 A model for hot mirror coating on solar parabolic trough 

receivers J. Renew. Sustain. Energy 8 053703 
[10]  Hachicha A A, Rodríguez I, Capdevila R and Oliva A 2013 Heat transfer analysis and numerical 

simulation of a parabolic trough solar collector Appl. Energy 111 581–92 
[11]  Ferrer P 2008 Enhanced efficiency of a parabolic solar trough system through use of a 

secondary radiation concentrator South Afr. J. Sci. 104 383–388 
 
 

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 343



Numerical modelling of control rod calibrations and

fuel depletion at the OPAL research reactor

R. Mudau1, D. Botes1 and F.A. Van Heerden1

1 The South African Nuclear Energy Corporation SOC Ltd (Necsa), P1900, P. O. Box 852,
Pretoria, 0001, South Africa

E-mail: rotondwa.mudau@necsa.co.za

Abstract. The IAEA is currently administering an international Coordinated Research
Project (CRP), the main purpose of which is to develop a set of research reactor benchmarks for
the verification and validation of computational codes. The focus of the CRP in particular is
the modelling of multi-cycle depletion. Necsa is developing a new calculational framework
for performing nuclear reactor core calculations, which integrates both the stochastic and
deterministic modeling methods in a consistent manner. In this work, the system is applied to
the OPAL benchmark problem. The OPAL reactor is a modern research reactor with challenging
aspects in neutronic design. In particular, the use of burnable poisons and a heavy water
reflector pose modelling challenges. Analysis conducted on this benchmark includes control rod
calibration experiments as well as the simulation of four actual operating cycles.

1. Introduction
Numerical modelling is often employed to support the safe and economic operation of nuclear
reactors. Computer codes are used to calculate, amongst other things, the distribution of
neutrons in space and time by solving the Boltzmann transport equation, or some approximation
of it. Operational parameters such as power distribution, control rod position and fuel depletion
can then be calculated using this information.

The International Atomic Energy Agency (IAEA) is conducting a CRP titled “Benchmarks
of Computational Tools against Experimental Data on Fuel Burnup and Material Activation
for Utilization, Operation and Safety Analysis of Research Reactors”. Various institutions
have submitted specifications of the research reactors they operate, as well as descriptions of
experiments that were performed with the reactors and data gathered in the course of normal
operations, to provide benchmarks against which reactor computational codes may be verified
and validated [1].

Necsa developed a tool for creating detailed heterogeneous three dimensional models, which
can be deployed to generate input for various reactor calculation codes such as Serpent 2 [2, 3],
MCNP [4] and the OSCAR-4 [5] nodal diffusion solver, while maintaining the consistency of the
model across these codes. In this work, the tool was used to prepare detailed models for the
OPAL benchmark problem and generate input for Serpent, a criticality and burn-up code that
employs a Monte Carlo solution method [3]. In this way Serpent and the unified model were
validated against experimental data before they can be used to support operations.
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2. Problem Description
The Open Pool Australian Lightwater (OPAL) reactor is a 20 MW research reactor that is
operated by ANSTO (Australian Nuclear Science and Technology Organisation). It is heavy
water reflected and light water moderated. A schematic representation of the model of the
reactor, including the facilities around the core, is shown in Figure 1. There are a number of
irradiation facilities, located mainly to the east and south of the core, for the production of radio
isotopes, neutron activation analysis and silicon transmutation doping. A cold neutron source,
which uses liquid helium to moderate neutrons to very low energies, is located to the north.
There are five beam tubes that provide neutrons to various instruments, of which two are for
thermal neutrons, two for cold neutrons, and one for hot neutrons.

The reactor consists of a compact core with 16 fuel assemblies, four control rods and a central,
cruciform, regulating rod, which is used for fine-grained control of the critical state of the reactor
as shown in Figure 2. It is divided into four quadrants by the control rods, with the regulating
rod in the centre. The fuel is MTR (Material Testing Reactor) type assemblies, with 21 plates
each. Three types of assemblies are used for the first cycle and are designated as type 1 fuel, type
2 fuel and standard fuel with 212 g U-235, 383 g U-235 and 484 g U-235 respectively. Only the
standard fuel is used for reloading [6]. There are also burnable poisons in the form of cadmium
wires slotted into every second fuel plate of the type 2 and standard fuel. Burnable poisons
remove neutrons to limit the fission rate when fuel is fresh, and are removed by transmutation
over time.

Figure 1: Schematic representation
of the OPAL model and the reactor
components

Figure 2: The numbering of
control rods and fuel elements
within the reactor core. Type 1 fuel
is yellow, type 2 green and standard
fuel is blue

The reactor operator submitted results from control rod calibration experiments that were
performed at the start-up of the initial core, as well as data on the core state for the first 7
operating cycles [6].

Control rod calibrations start from a core that is critical, i.e. one in which the neutron
production rate is balanced by the rate at which neutrons are lost due to capture or leakage
from the system. They then proceed as follows: the core is made super-critical (neutron
population is increasing) by withdrawing the control rod to be calibrated by a certain distance,
and the resultant reactivity insertion is measured. One or more rods are then inserted to restore
criticality. This process is repeated until the calibrated rod is fully extracted from the core. The
reactivity change per unit movement of a rod is called the differential worth of the rod, and
is dependent on insertion depth. The experiments for which data was made available are for
control rod 1 compensated by rod 4, rod 2 compensated by rod 3, and rod 5 compensated by
rod 2 and rod 3. The location of the rods within the core is demonstrated Figure 2.
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The composition of fissionable materials within the core changes over time during operation,
a process that is referred to as burn-up or depletion. No direct measurements of burn-up were
provided, but data such as the reactor power and control rod positions at various points during
reactor operation was made available. In this benchmark, cycles were between 30 and 40 days
long and the core was reloaded with 3 fresh standard fuel assemblies after each cycle. Data was
provided for the first 7 cycles of the reactor’s operating life.

3. Calculational approach adopted and model description
The new pre and post processor tool was used to create heterogeneous model of the core and
surrounding structures using the OPAL benchmark specification document, with as much detail
as reasonably achievable. The specifications of certain structures were simplified or lacked
full engineering detail. This was especially true for the cold neutron source and many of the
irradiation facilities that surround the core.

The control rod calibration experiments were modelled using a modified version of Serpent
2.1.23 [3] and compared to the measured data. Additionally, core follow analysis was performed
with Serpent for the first 4 reactor cycles to track the evolution of burnable elements in the
core. It is known that a reactor is critical under normal operating conditions. Therefore, in the
absence of depletion measurements, the deviation from criticality predicted by the model during
operation may be used as a proxy for performance in tracking fuel depletion.

4. Results and Discussion
4.1. Control rod calibration
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Figure 3: A comparison between the calculated and measured differential rod worth for control
rod 1 compensated by rod 4

Figure 3 shows the calculated and measured differential rod worth curve for rod 1, which is
measured in reactivity ($) inserted per unit bank movement (% of total rod travel distance), with
rod 4 as the compensating rod. It is clear from Figure 3 that the model slightly overestimated
the rod worth, especially in the lower and central parts of the core.

Figure 4 show the differential rod worth curves for the calibration of rod 2, which was
compensated by rod 3. For these rods the model predicted the measured values very well.

Proceedings of SAIP2017

SA Institute of Physics ISBN 978-0-620-82077-6 346

http://www.ferris.edu/fctl/Teaching_and_Learning_Tips/.../Eva/TeachEffec.htm


0 20 40 60 80 100 120
Bank position

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40
Re

ac
tiv

ity
 ($

) p
er

 m
ov

em
en

t
Differential Rod Worth

Measured
Calculated

Figure 4: A comparison between the calculated and measured differential rod worth for control
rod 2 compensated by rod 3
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Figure 5: A comparison between the calculated and measured integral rod worth curves for
control rod 2 compensated by rod 3

One can observe just how well the model performs by looking at the integral rod worth curve
in Figure 5, which shows the cumulative worth of the rod over its total travel distance.

Figure 6 is the differential rod worth curve for rod 5, the regulating rod. It must be noted
that the reactivity that was inserted by rod 5 was compensated for by both rod 2 and rod 3.
The model again slightly overestimated the worth of this rod.

In general, good agreement between the measured control rod worth and the calculated
control rod worth is observed. Since Serpent uses a Monte Carlo algorithm, it estimates the
distribution of fissions in the system by continually re-sampling the distribution from an initial
guess until balance is achieved. This creates a correlation between the critical estimates at
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Figure 6: A comparison between the calculated and measured differential rod worth for control
rod 5 compensated by rod 2 and rod 3

different rod positions, which will increase the variance, and hence the uncertainties on the
estimates. That is, the displayed error bars should be larger. Currently, there is no built in
measure of this additional source of uncertainty in Serpent. The effect would be particularly
noticeable when a rod movement causes a large change in the fission distribution, either radially
or axially. This, at least partly explains why the Serpent results seem more sensitive to large
reactivity changes.

4.2. Core follow analysis

Figure 7: Calculated reactor keff for the first four cycles

Figure 7 shows the results of the core follow analysis for the first 4 of the 7 cycles for which
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data was provided. A reactor in steady state operation is critical, with an effective neutron
multiplication factor of keff = 1, which is the ratio between the number of neutrons produced
by fission and the number of neutrons lost through absorption and leakage. In the absence of
direct fuel depletion measurements, calculating keff with given operational data, such as control
rod positions and core power, over the course of reactor operations gives a reasonable indication
of the accuracy with which the depletion of fuel is modelled.

Overall the core follow calculation performed well, although there are some outliers in the
data, which may be attributed to several shut-downs that the reactor experienced in the first
few cycles for which data was not provided. Overall, however, the calculated keff is close to
1, although it increases gradually from cycle to cycle. There are a number of factors that
can contribute to the rise in reactivity: The first is in the modelling of the burnable absorbers
(cadmium wires) in the fuel assemblies. Since both the volume and surface of absorbing materials
are important, when depleting the wires, absorbing materials near the surface of the wires should
not be removed too quickly (the so called rim effect). Constraints on computing resources limit
the number of depletion zones (rings) that can be used in the wires, and for this study only one
inner and outer ring were employed. This can be refined in order to check if reactivity estimates
improve.

The second factor contributing to a systematic reactivity increase is uncertainty in the
provided core power levels. Reactor facilities have indirect measures of estimating core power,
which must be carefully calibrated, since inlet and outlet temperature measurements can not
directly account for loss of heat to the reflector pool and other structures. If the measured power
is too low, fuel will be under depleted, which will cause reactivity to steadily rise until a new
equilibrium mass distribution is reached. This estimated distribution will differ slightly from
the real mass distribution in the system. Such a power sensitivity study is planned in future
work.

5. Conclusion
The calculated control rod calibration results compared well with the measured results although
there were some slight discrepancies. The discrepancies could be attributed to the constraints
within the structure of Serpent especially in areas where the rod movement would cause a large
change in the fission distribution. In the corefollow calculation the criticality estimates increased
gradually from cycle to cycle. The gradual increase could be as a result of the uncertainties in
the provided core power levels or the over burning of the burnable poisons.
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Abstract. Hydrometers are instruments that are used for measuring the density or specific 

gravity of liquids. NMISA uses Cuckow’s method which is based on hydrostatic weighing to 

calibrate hydrometers. This involves weighing the dry hydrometer in air and then in liquid. The 

liquid level is aligned with the horizontal scale mark of the hydrometer point to be calibrated 

and the reference density is determined at that point to get the correction for the scale. The 

horizontal scale mark setting, vertical alignment and reference liquid density are some of the 

key factors that need to be set and measured accurately to ensure the quality of results. The 

horizontal scale mark (point to be calibrated) is set with the assistance of a computer software 

and a magnifying camera. This setting also depends on how well the vertical alignment is set as 

the hydrometer is suspended from underneath the balance. Distilled water (reference liquid) 

temperature is measured at three different depths and used to determine the liquid density at the 

time of measurement. This work discusses the setup of the hydrometer system at NMISA and 

also highlights the required improvements that need to be implemented to address all the 

uncertainty contributions associated with the system. We also report some results found for 

hydrometers calibrated at the minimum and maximum points of their respective scales using 

the current system. Three hydrometers with scale ranges of 0.600 – 0.700 g/ml, 0.700 – 0.800 

g/ml and 0.800 – 0.900 g/ml were calibrated at a temperature of 20 °C. The uncertainty of 

measurement was found to be better than ±0.001 g/ml. 

1.  Introduction 

The liquid’s sugar contents, alcohol concentration or density are some of the important characteristics 

which need to be known for the liquid’s specific use. For many applications, a simple measurement of 

dipping the hydrometer in the liquid and reading off the graduation mark is good enough. A 

hydrometer is a graduated glass hollow tube that is weighted at the bottom end to make it float upright 

inside a liquid. It is used to measure the specific gravity, concentration, percentage of salts or density 

of liquids between 0.5 g/ml and 20 g/ml [1]. Hydrometers are classified into constant-volume or 

constant-mass hydrometers. A constant-volume hydrometer is made to float in liquids of different 

densities by adding mass pieces such that the same scale mark is in line with the liquid level in each 

liquid which means the volume under each liquid remains constant. On the other hand, a constant-

mass hydrometer on which this work focuses, floats at various levels for a variety of liquids with a 

range of densities and its mass is kept constant [2]. Over time, various liquids may result in slight 

drifts in the scale reading of the hydrometer due to mechanical stress, abrasion and ageing process of 

glass [2]. These slight changes need to be quantified to ensure the quality of measurement by a 
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hydrometer. This is done through regular calibration of hydrometers traceable to a relevant national 

standard. 

Hydrometers have previously been calibrated in a range of reference liquids with different densities 

which is a bit expensive since a range of suitable liquids had to be made available and also time-

consuming since the measurements had to be carried out in each of these liquids. A much cheaper 

method was introduced by Cuckow. In Cuckow’s method, a single reference liquid is used for the 

calibration of the whole range of the hydrometer scale [3, 4]. This method is based on hydrostatic 

weighing where the hydrometer is first weighed in air and then in the reference liquid with a known 

density. The process involves immersing the hydrometer in the reference liquid and setting the scale 

mark to be calibrated to be aligned with the level of the reference liquid and then determining what 

would be the density of the reference liquid at that point. In the same way, other points can be 

calibrated by simply shifting the same liquid level vertically to align with the scale mark of the 

hydrometer without any additional mass pieces on the hydrometer. The correction to the calibrated 

hydrometer scale is then determined by subtracting the scale mark of the hydrometer from the 

measured reference liquid density at that point. 

Cuckow’s method for determining the reference liquid density is based on three scenarios which 

generate three equilibrium force equations [3]. In the first scenario, the hydrometer floats freely in a 

reference liquid. In the second scenario, the hydrometer is weighed in air. Thirdly, the hydrometer is 

weighed partially immersed to the same scale mark as in the first scenario [2]. After combining the 

equilibrium force equations that resulted from the three scenarios and some simplifications, the 

reference liquid density x  is then given by 
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  (1) 

where  aM , LM  : mass of the hydrometer in air and in reference liquid respectively,  

L  : liquid density at a measurement temperature 3T ,  

a  : air density when the hydrometer scale is read, 

s  : density of the reference weights, 

x  : surface tension of the liquid in for which the hydrometer is to be used,  

g  : local gravitational acceleration, 

D  : diameter of the hydrometer stem at the graduation mark to be calibrated,  

2a , 3a  : air density while weighing in air and in liquid respectively, 

L   : surface tension of the reference liquid, 

   : volumetric thermal expansion coefficient [3].     

The measuring equipment used to calibrate the hydrometer is the main contributor to the achieved 

measurement uncertainty and the quality of the measurement result [2]. In this work, we discuss the 

hydrometer calibration system setup at NMISA and some of the proposed improvements on the 

current system.  

2.  Experimental details 

2.1.  The hydrometer calibration system 

The hydrometer calibration system used at NMISA is shown in Figure 1. This system consists of an 

electronic balance with a resolution of 0.01 mg. The thermostatic liquid bath (outer) contains tap water 
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that is used to maintain the temperature of distilled water (reference liquid) in the inner vessel at 

around the reference temperature of 20 °C. The inner liquid vessel contains three temperature sensors 

positioned at different depths (in case of any temperature gradient inside the reference liquid) to 

measure the temperature of distilled water at the time of weighing the hydrometer in liquid. A desktop 

computer has the software that is used for finer adjustments of the scale mark to the liquid level and 

for the collection of measurement data from the sensors (air temperature, relative humidity, pressure 

and water temperature) as well as from the balance. The image from the CCD camera is magnified and 

viewed on a computer monitor. 

 
Figure 1: The hydrometer system at NMISA. 

Figure 2 is a schematic representation of the hydrometer system which shows the connections of 

each component to another. The figure also shows a thermostat which regulates the water temperature 

in the thermostatic bath.  

 
Figure 2: A schematic representation of the hydrometer system. 

2.2.  Weighing in the reference liquid 
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The clean and dry hydrometer is first weighed in air against the reference mass pieces. After 

completing a set of weighing measurements in air, the hydrometer is then weighed in the reference 

liquid by suspending it from the balance using a wire connected to two O-rings. This may somewhat 

make the hydrometer to be tilted slightly which also impacts on the graduation marks causing the scale 

to be at an angle to the horizontal position. Hydrometers with scale range of less than 1 g/ml require 

additional ring weights on the neck/stem so that they can be immersed to the desired scale mark for 

calibration since the density of water is close to 1 g/ml. This may further affect the vertical alignment 

of the hydrometer when the ring has a much bigger inner diameter than the hydrometer stem. 

Therefore, the suspension of the hydrometer from the balance should be performed carefully and the 

inner diameter of the additional ring weight should be such that the hydrometer stem just fits inside the 

ring to ensure proper vertical alignment of the hydrometer. 

When weighing the hydrometer in the reference liquid, the scale mark to be calibrated is set to 

align with the level of the reference liquid by moving the fluid bath up until the liquid level just close 

enough to the calibration point. Then, some finer adjustments are required to get the meniscus 

correctly on the scale mark. This is performed with the assistance of the CCD camera and the 

computer software. The image from the camera is magnified by the software for a better view of the 

horizontal alignment of the scale mark and the liquid level. The software is also used to driving a step 

motor for finer vertical adjustments. When the alignment is completed, the apparent mass of the 

hydrometer is recorded when the balance reading is stable. Air temperature, pressure, humidity and 

liquid temperature are recorded for determining the air and liquid densities. The liquid density is 

mainly dependent on the liquid temperature and so this temperature needs be measured accurately as it 

has a direct impact on the resulting reference density at the scale mark of the hydrometer [4]. 

One of the biggest challenges of this system is the alignment of the hydrometer scale mark to the 

reference liquid level. Some institute(s) address this challenge by using a laser sheet (a horizontal laser 

beam which is in a form of a horizontal sheet) which is aligned to the hydrometer scale to be 

calibrated. By bringing the reference liquid towards the scale, the measured laser power increases once 

the laser sheet passes through the liquid instead of air due to more light being refracted towards the 

power meter on the opposite end [5]. The alignment of the liquid level and the hydrometer scale is 

determined to be somewhere within this measured laser power transition. Other institutes have 

developed software which automatically process the image of the scale and liquid level interface then 

adjusts the hydrometer to the correct liquid level [2]. NMISA plans to improve the software to 

automate the alignment of the scale to be calibrated and reference liquid level and to also use this 

software to check and confirm the vertical alignment of the hydrometer.   

2.3.  Surface tension 

The reference liquid density determination is also affected by the surface tension γ which results in the 

liquid pulling the hydrometer downwards at its stem. γ, as per Equation (1), must be known at a 

measurement T3 and reference T0 temperatures. For this purpose, γ was measured using a tensiometer 

system in the temperature range 18.0 °C ≤ T ≤ 22.0 °C in which the hydrometer calibrations are 

performed. In this temperature region, the mean surface tension of the reference liquid was found to be 

71.11 mN/m ± 1.00 mN/m. Investigations of a more suitable reference liquid are also underway as 

distilled water (high density and high surface tension) is not ideally the best for this work. The 

meniscus of distilled water is also not reproducible in shape which results in a different surface tension 

force. Alkane liquids like nonane, tridecane, etc. are used by other institutes because of their better 

surface tension [2, 5]. 

3.  Results 

Three hydrometers with ranges of 0.600 – 0.700 g/ml, 0.700 – 0.800 g/ml and 0.800 – 0.900 g/ml were 

calibrated using Cuckow’s method. The measurement results at a reference temperature of 20 °C are 

shown in Table 1. This table shows the calibrated hydrometer points against the measured reference 
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density at that point. The calculated measurement uncertainties were found to be better than ± 0.001 

g/ml across the calibrated points. 

Table 1: The hydrometer calibration results with their measurement uncertainties. 

Number Hydrometer 

Reading at 20 °C 

(g/ml) 

Reference Density 

at 20 °C 

(g/ml) 

Uncertainty of 

Measurement  

(g/ml) 

1 
0.600 0.599 ± 0.001 

0.700 0.701 ± 0.001 

2 
0.700 0.701 ± 0.001 

0.800 0.799 ± 0.001 

3 
0.800 0.801 ± 0.001 

0.900 0.900 ± 0.001 

4.  Conclusions 

We have identified the improvements that are required on the current hydrometer system. The vertical 

and horizontal alignment of the hydrometer scale with the reference liquid level play a vital role in the 

quality of the measurement result and therefore will be incorporated accordingly in the analysis of 

results. The uncertainties may be improved by studying and quantifying each significant contributor in 

the uncertainty budget. 
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Abstract. MinPET is a technology for diamond discovery in rock, specifically, the online, high
throughput, quantitative, 3D imaging of local carbon concentration distributions in kimberlite.
In the MinPET process, a high-energy photon beam of some tens of MeV irradiates a kimberlite
rock stream, exciting the Giant Dipole Resonance. This transmutes especially some of the light
stable isotopes within the kimberlite to become transient positron emitters, or Positron Emission
Tomography (PET) isotopes. PET imaging of the rock is performed in an online run-of-mine
scenario after a hold hopper, which delays detection for 20 minutes. After this time, 11C, which
has the longest PET isotope lifetime, is the dominant PET isotope. All non-diamond sources
of carbon have a much lower carbon concentration than diamond, or they are diluted and
finely dispersed within the kimberlite. Diamond is therefore evidenced by reconstructing the
3D quantitative carbon density distribution map. This contribution reviews the current status
of the R&D towards a Mine Test Unit and concludes the technology is ready for deployment for
such a unit in a full scale run-of-mine context. The expectation is that the technology is ready
for deployment as a mine-test-unit operating in a full scale run-of-mine context

1. Introduction
The MinPET process has an activation and a detection stage, as depicted schematically in
Figure 1 below [1, 2, 3, 4]. The activation stage consists of irradiation with a high-energy
photon beam. This beam is produced by bremsstrahlung of a 40 MeV electron beam incident on
a tungsten converter and then subsequently on the kimberlite rock stream. A shower develops
as the mixed radiation field progresses through these materials. PET isotopes are produced
primarily by the (γ,n) transmutation reaction, although there are several others, such as (γ,p(n)),
(γ,α(n)) and (γ,xn) which also need to be considered. The (γ,n) reaction has a high cross section
(∼8 mb) in the region of the Giant Dipole Resonance (Eγ ≈ 20 − 30 MeV). This transmutes
various atomic species within the kimberlite to become transient positron emitters, or PET
isotopes. PET stands for Positron Emission Tomography, as in the medical diagnostic technique
for functional bio-imaging. It turns out that PET isotopes are the dominant sources of activity
after several minutes. After about 20 minutes, 11C is the dominant PET isotope. PET imaging
of the rock after this time delay corresponds to a 3D quantitative imaging of the internal carbon
distribution. All non-diamond sources of carbon have a much lower carbon concentration than
diamond, or they are diluted and finely dispersed within the kimberlite.

This is then a technique on which to base the intelligent sensor-based sorting of barren from
diamondiferous kimberlite. The contrast ratio is about 10:1 for diamond as compared to wood,
rubber, large carbonate particles and so on. Kimberlite contains carbonates, usually quantified
as an amount of CO2. The fractional composition of this by weight is variable but a reference
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Figure 1. Schematic diagram of the MinPET process. Coarse crushed (<100 mm) kimberlite
rock is irradiated with high energy photons. The hold hopper of ∼20 min allows non-carbon
PET activity to decay out (mostly the 15O), leaving 11C as the main surviving PET isotope
component. The planar PET detector array identifies diamond via hotspots in the 3D carbon
concentrations.

case could be 5%. The contrast ratio for diamond in kimberlite would then be about 45:1. The
concept is technologically demanding, as in a typical diamond mine, the rock throughput could
be about 500 tons per hour, on a belt moving at 1 m/s, the detectors would have about 2 s to
acquire the image, and the decision base on the quantitative visualisation of a diamond should
be available within about 20 s. The concentration of diamond in kimberlite by weight varies
from mine to mine, but typically it is just under a carat (0.2 g) per ton of kimberlite. Global
production, as measured by the Kimberley Process Certification Scheme (KPCS), was 134-
million carats in 2016 [5]. One therefore finds the crushing and processing of about 100 million
tons of kimberlite rock per year, an unnecessary multi-billion dollar (barren) rock processing
business. Normally the recovery of diamond is accomplished by a sequence of crushing and
concentration operations. The concentration could be achieved by dense media separation,
grease tables, dual energy X-ray transmission (XRT) and X-ray stimulated optical fluorescence
(XRF). The early crushing to small rocks in these methods leads to diamond breakage. In
addition they require substantial plant, they are not sufficiently efficient, they usually require
a lot of water and lead to slimes dams. MinPET is therefore a potential disruptive technology.
Diamond mining is expected to become more efficient, the recovered diamonds would suffer
much less breakage, mining would be greener, mine life would be extended and sub-marginal
mines could become competitive.

2. Full Dress Rehearsal, lab scale
A test of the performance of the MinPET technology requires the processes of activation, delay
and then detection to be implemented on test samples of kimberlite rock spiked with diamond.
Previous work has identified a benchmark dose for the case of a 40 MeV electron accelerator
providing a beam current of 5 mA over a footprint of 1 m2 to a belt of width 1 m moving at 1 m/s
irradiating kimberlite rock with a throughput of 500 tons per hour. A detailed Geant4 [6, 7, 8]
simulation is used to quantify the specific activity of various PET isotopes that is generated
in this case for a reference kimberlite rock. In the simulation, the mixed radiation field that
evolves is folded with the various nuclear cross sections for the processes mentioned above, in
the evaluation of the specific PET activity. The benchmark dose producing this activity in a
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reference sample of kimberlite leads to the definition of the MinPET dose and the MinPET
specific activity. The benchmark MinPET detector here would be a planar detector array
of 2 m × 1 m above and below the belt. The Geant4 simulation extends to detection and
reconstruction of an event-by-event file of the lines of response (LoR). This then leads to the
concept of the required MinPET detection capacity, which can successfully detect down to a
given small diamond size within a given kimberlite rock size. The reference sizes here at the
moment are a 4 mm diamond within a 100 mm particle of kimberlite containing 5% of carbon
expressed as a weight percent of CO2. It is necessary to specify these additional details as
the first represents the signal activity, the second represents the amount of the systematic
affects of scattering and attenuation for the annihilation 511 keV photons that affect the fidelity
and number of the resulting LoRs, and the third relates to non-diamond carbon irreducible
background.

When testing the performance of a lab-scaled MinPET system, it must be scaled in
performance to a full run-of-mine MinPET system, which delivers an effective MinPET Dose,
and generates the same specific activity in the kimberlite, and has a similar detection capacity,
as the benchmark case described above. The differences in accelerator power and detection
surface area are absorbed into adjustments to the throughput rate. In all, one seeks to have
ultimately the same total number of LoRs that contribute to the image formation process, in
the benchmark MinPET run-of-mine scenario as compared to the lab-scale Full Dress Rehearsal
performance test scenario.

2.1. Activation
There are very few accelerators world-wide with a capacity for 40 MeV electrons, which can be
re-purposed for general irradiations. Our full dress rehearsal experiments were recently carried
out at the electron injector microtron of the ASTRID storage ring of the ISA, Centre of Storage
Ring Facilities at the Department of Physics in Århus University, Denmark [9]. This injector
microtron has an electron beam energy of 100 MeV. A 2.5 mm stainless steel degrader and a
5 mm copper degrader were used to soften the beam energy. The average beam current was
17 nA. This is a much weaker beam (about 3×105 times) than that envisaged in the benchmark
MinPET specification. Irradiation times were increased from 1 s to 600 s to partially compensate
for this effect. This can be considered a maximum irradiation time to avoid strong saturation
effects considering the lifetimes of the relevant PET isotopes, specifically that of 11C which is
20 minutes. The Geant4 simulations then allowed a scaling factor to be determined relating the
specific activity produced in the lab-scale measurements at Århus to the benchmark MinPET
scenario.

2.2. Detection
The MinPET lab-scale detection system has a dual planar array of BGO crystals set out with
each plane comprising a matrix of 1024 pixels arranged in a 32 × 32 pixel square of dimension
20 cm × 20 cm. The light is collected into Hamamatsu H8500 photomultipliers (PMs). The read-
out system has been specially designed and commissioned by Net Instruments for the MinPET
application. This system will be described later elsewhere. The data acquisition system proceeds
from front end FPGAs on each PM control board, to an FPGA on the planar array which does
the event building for its side of the LoR. This system is controlled by an on-board PC. A
coincidence determination is made with essentially no latency via a separate communication
between the two planes. A trigger signal is generated to ensure that the two planar arrays
publish only coincidence events to a fast network, containing their own data for their side of
the LoR. The acquisition software can then build the LoRs after matching events from each
plane. From there the data can be visualised using ROOT [10] and further analysed and also
stored for additional off-line analysis. The rate of passage of the rock in a run-of-mine MinPET
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system is 1 m/s for a 2 m × 1 m area of dual planar detectors. These lab-scale detectors have a
fraction of this area. The rate of passage through the detector was determined to be 1 cm/s, as
explained in the next section. This longer detection time would compensate the smaller detector
size and part of the uncompensated component of the weaker accelerator beam, which was not
fully compensated for by the longer irradiation time mentioned above. These compensations
also included other systematic considerations which have been mentioned already.

2.3. Integration
The integration of the Activation-Detection system together, to represent a scaled version of the
benchmark MinPET activation and detection system, considers both the lower accelerator beam
current and the smaller capacity of the current lab-scale PET detection system, among other
differences. Essentially the lower beam current with a different mixed radiation field profile is
partially compensated for by a longer irradiation time. The smaller detector system and the
remaining uncompensated factor for the irradiation stage is compensated for by a longer count
time in the detectors. This corresponds to a slower passage of the rock through the MinPET
detector array. More precisely, the considerations mentioned are modelled in Geant4, and the
lab-scale test is compared to the benchmark MinPET scenario in the context of the net number
of LoRs produced and detected in each of the cases. An approximate analytic calculation of
the effects of the considerations mentioned leads to a similar conclusion to the detailed Geant4
modelling. The Geant4 modelling has also been bench-marked to careful experiments of 11C
activation by the same set-up as the Århus microtron, but where the activation was measured
in absolute terms using efficiency-calibrated HPGe detectors. The Geant4 modelling of PET
activity production by the Århus beam and the benchmark MinPET beam is therefore considered
robust. In the results that follow, we therefore expect that the lab-scale experiments at Århus,
with a weaker accelerator and small detector, but longer irradiation and count times, nonetheless
correspond in terms of specific activation and detection efficiency to the benchmark scenario of
a full run-of-mine MinPET scenario. That is to say, the results represent a test of MinPET
corresponding to the throughput of a scaled up system capable of handling 500 tons per hour,
and then discovering diamonds of a given size within a 100 mm particle of kimberlite where the
carbon background as specified by CO2 concentration by weight is 5%.

3. Reconstruction
The reconstructions that are shown later represent processing of the event-by-event LoR data
to form 3D images using the CUDA-enabled ASTRA package [11, 12, 13]. The implemented
algorithm is the iterative maximum likelihood method [14, 15] to find the most likely 3D source
distribution for PET activity that best corresponds to a set of recorded 2D projections. The
2D projections used are obtained by binning the LoR event-by-event data based on a carefully
chosen set of polar and azimuthal angles. This is effectively a higher dimensional sinogram. The
reconstructed 3D image is treated to consider the systematic effects of the spatial non-uniformity
of the Århus microtron beam compared to the spatial extent of the rock profile, and also for
the “Compton Wind” effect of the depth dependence of softening of the mixed radiation fields
energy distribution. In this data, there is not yet a correction for scattering and attenuation
of the 511 keV annihilation photons. Such corrections would increase the detail seen in the
reconstructions.

4. Results
The results are presented as reconstructed PET images, where only a sectional slice of the full
3D data-set is shown. The images should be interpreted as maps of the PET activity, where
the dominant emitter is carbon. Hotspots in the image identify a buried diamond. The slice is
chosen at the position that intersects the enclosed diamond. The slice form of presentation is
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chosen as the full 3D image may only be visualised via a digital medium. Figures 2 and 3 show
the MinPET discovery images for a 2.9 carat diamond in the middle of a 100 mm cube, and a
5.0 carat diamond buried in the middle of a 74 mm diameter cylinder respectively.

Figure 2. MinPET discovery image for a 2.9 carat diamond buried in the middle of cube of
kimberlite of side 100 mm (2.3 kg).

Figure 3. MinPET discovery image for a 5.0 carat diamond buried in the middle of cylinder
of kimberlite of diameter 74 mm and length 40 mm (413 g).

Figure 4 shows the MinPET discovery image for a 10.3 carat diamond buried in the middle
of calcite rock of length 150 mm. Calcite is a worst case scenario for MinPET as it has a high
PET irreducible background. Its chemical formula is CaCO3. The activation stage produces the
PET isotopes 12C(γ,n)11C, 16O(γ,n)15O, 16O(γ,nα)11C and 40Ca(γ,np)38K. The PET activity
of a possible diamond has to be visualised against a background of the PET activity of all the
calcite constituent elements that could be activated too.

Figure 4. MinPET discovery image for a 10.3 carat diamond buried in the middle of calcite
rock of length 150 mm (1.413 kg).

5. Conclusions
A Full Dress Rehearsal for the MinPET lab-scale technology demonstrator has been described.
This means that the activation and detection stages are coupled and scaled to represent a
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benchmark MinPET system capable of run-of-mine thoughputs (500 tph). The data shown
represent PET reconstructions of essentially carbon 3D spatial concentrations. The sizes of
diamonds buried within rocks of specified types and sizes is given for each image, and these are
similar scenarios to those found in a mining context. The clarity with which a diamond may
be recognised within the images therefore is an indication of the performance of the MinPET
process in the specified conditions. Currently MinPET can discover at least a 4 mm diamond in
a 100 mm kimberlite or a 2 mm diamond in a 40 mm kimberlite, under the conditions described
above. The expectation is that the technology is ready for deployment as a mine-test-unit
operating in a full scale run-of-mine context.
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Abstract. Most solar radiation measuring devices only determine the total irradiance on a
horizontal surface, but for various applications diffuse and direct components are also needed.
Because of this, several models have been developed to establish the correlations between the
diffuse fraction and various predictors. This paper analyses the measured global irridiance
at a Gauteng location as a function of the relative solar position. An equation is presented
to estimate both components from the measured daily global solar irradiance only. In this
equation, the diffuse component is related to the product of the cosine of the zenith angle
and the Linke turbidity factor. The analysis attempts to reproduce the measured irradiance
through basic modelling of the spectral opacity of the atmosphere in terms of the Linke Turbidity.
This includes estimating direct beam attenuation and the diffuse component, which are then
combined with the module spectral response in an attempt to match the measured and modelled
energy yield. The performance of the model has been graphically and statistically analyzed
by two established methods, namely; Mean Bias Error (MBE) and Root Mean Square Error
(RMSE).

1. Introduction
Solar irradiance is abundant in South Africa. Therefore, reliable models predicting solar
irradiance and the corresponding solar energy generated is of great importance. Modules utilize
total irradiance, which consists of two components, direct and diffuse. Models are required for
estimating both these components. In the past, many correlations between these quantities
have been developed and the majority of these project the diffuse fraction using the clearness
index (KT = Gh/I0), which is expressed by the ratio of global to extraterrestrial solar irradiance
[1, 2, 3]. Some models also consider the effect of variables like solar zenith angle (θZ) (the angle
the Sun makes with the zenith), air mass, Rayleigh optical thickness and the Linke turbidity
factor. This study uses the Slob algorithm, which estimates the global irradiance component on
a horizontal surface under cloud free conditions from the solar zenith angle in conjunction with
the Linke turbidity factor [4]. In this study, new coefficients for this model have been found and
then used to estimate solar irradiance over Gauteng.
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2. Theory
When solar radiation traverse the Earth’s atmosphere, some of its incident energy get absorbed
and scattered, both this affects the solar spectrum reaching the ground level [5]. The radiation
that reaches the surface consists of a direct normal component (BN ) from the Sun, i.e. the solar
beam, and a diffuse component (Dh) from all other directions. The sum of these as measured
by a horizontal surface is defined as the global horizontal irradiance.

The Linke turbidity factor (TLK) quantifies the concentration of particles that reduce the
incoming irradiance in cloud-free conditions. It is defined as the number of clear dry atmospheres
necessary to produce the observed attenuation, and was introduced in 1922 [6] to quantify
atmospheric aerosol [7]. It is a common parameter used to model the atmospheric absorption
and scattering of solar irradiance under cloud free conditions. It may be expressed as follows:

TLK = −
(

1

δR ×ma

)
ln

(
BN

I0

)
(1)

where δR is the Rayleigh optical thickness of a water and aerosol free atmosphere (clear
and dry atmosphere), ma is the relative optical airmass, BN is the direct normal irradiance
(BN = Bh/ cos θZ), and I0 is the solar constant corrected for the Earth-Sun distance. The

latter is given by I0 = ISC × [1 + 0.033 × cos
(
360×n
365

)
], where ISC ≈ 1367 W/m2 and n is the

day number of the year, starting from 1 January [8]. Relative optical airmass is defined as the
pathlength in terms of atmospheres along which solar irradiance travels through the Earth’s
atmosphere. It is given by ma = sec θZ if the Earth curvature and refraction are ignored, but it
becomes more complex if those factors are considered [9]. Rayleigh optical thickness (δR) is a
parameter used in solar energy research to determine the fraction of solar light able to traverse
the atmosphere. In this study, the Linke turbidity factor will be determined using the classical
method based on the Kasten and Young formulas [10] for the optical airmass and the improved
Kasten formula for Rayleigh optical thickness as shown below:

δR1 =
1

[9.4 + 0.9 ×ma]
(2)

and

δR2 =
1

[a0 + a1 ×ma − a2 ×ma
2 + a3 ×ma

3 − a4 ×ma
4]

(3)

[9, 11], and where constants a0, a1, a2, a3 and a4 are 6.6296, 1.7513, 0.1202, 0.0065 and 0.00013,
respectively.

3. Method
The study proposes to analyze global irradiance in a typical Gauteng environment to determine
the local Linke turbidity factor (TLK) and then use this to estimate the solar irradiance. The
global irradiance data were provided for several days collected by Sinetech in Randburg (latitude
26◦5′11′′S and longitude 27◦58′28′′E). The site is an urban and light industrial area which might
experience moderate smog from traffic activities particularly during the morning and afternoon
rush hour. These measurements were collected at intervals of 15 minutes on an ongoing basis
from sunrise to sunset.

To improve the calculations of the Linke turbidibity values, irradiance data was linear
interpolated for every minute. Global solar data for the dates 18 and 27 September, and 22
November 2015 are used in this work.

We have considered a NOAA [12] solar model to determine the relative position of the Sun at
any particular time of the day using the latitude and longitude coordinates of the chosen site in
Gauteng Province. To calculate the amount of solar energy delivered on the horizontal surface,
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the solar zenith angle was calculated using θZ = cos−1[cos(φ)×cos(σ)×cos(ω)+sin(φ)×sin(σ)].
Here φ is the geographical latitude, σ is the solar declination angle and ω is the solar hour angle
from the meridian in degrees expressed by: ω = (Solar T ime (h) − 12) × 15◦, being negative in
the morning and positive in the afternoon. The solar declination angle is defined as the angle
between the equator and the direction of the Sun’s rays, and is sufficiently accurately estimated
by σ = 23.45◦ × sin [360(284 + n)/365].

In this adopted model, an extraterrestrial solar irradiance (I0) corrected for the Earth-Sun
distance and global solar irradiance (Gh) are used as an input to calculate the TLK values for
a site. The TLK values were calculated using equation (1) with the use of standard (δR1) and
adjusted (δR2) models of Rayleigh optical thickness defined by equations (2) and (3), respectively.
While the estimation of the beam irradiance component is more precise, the key difference from
various models presented in the writings distinguish themselves in the handling of the diffuse
component [13].

To calculate the diffuse irradiance, the first step procedure consists of estimating the minute
clearness index (KT ), followed by defining the diffuse fraction as predicted by one variable (KT )
not to be more than 1/3 [1] of the global irradiance. This is important because the turbidity
specifically quantifies cloudless atmospheric environments. In view of the limited information
available from our data, the following adopted linear equation proved to be reasonably good for
prediction of the minute average daily diffuse solar irradiance over the chosen Gauteng location:

Dh

Gh
= 0.331 − 0.2333KT (4)

[14, 15]. More importantly, the present model proposed by equation (4) does not require the
clearness index to be classified into sub-intervals, which then allowed for greater flexibility when
altering the relationship to accommodate for location differences, since it was tested in different
locations with different altitudes. The calculations for the clearness index assumes that the
terrain surrounding the site is a perfect horizontal surface meaning the incoming solar irradiance
is unhindered by topographical structures. In the South African interior winter months usually
exhibit clearer skies for most locations [16].

Through the ratio of Dh/Gh, it is possible to compute diffuse (Dh) and direct irradiance
components on a minute-by-minute basis using Gh = Bh + Dh. The direct normal irradiance
(BN ) component is evaluated from the difference between the Gh and Dh using the expression
BN = Bh/ cos θZ = (Gh − Dh)/ cos θZ . TLK values can be calculated through equation (1) in
every locality where Gh is measured [17]. Once the TLK values of the atmosphere were known,
they were then used to calculate the global solar irradiance components. Equation (1) was
rearranged to become Bh = I0 cos θZ exp (−TLK δR ma) so that the direct irradiance model
associated with the TLK could be approximated.

The diffuse component was estimated by the Slob Algorithm model expressed by Dh1 =
X + Y cos θZTLK [4], which describes the diffuse irradiance component for cloudless conditions,
where X and Y are coefficients found from linear regression fits for diffuse solar irradiance
components applied to the above mentioned datasets obtained using equation (4). This was
valid for the Linke turbidity factors less than 12.5. The formula was derived by making an
assumption that the diffuse component is directly proportional to the product of cos θZTLK
(=z). However, the Slob Algorithm model results were improved with the use of quadratic
function of the form Dh2 = az2 + bz + c. The figures below illustrate linear and quadratic
fittings of the data:
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Figure 1. Represents the diffuse components Dh1 (linear fit) and Dh2 (quadratic fit) for (a) 18
September 2015 data and (b) 22 November 2015 data.

After the calculations of the direct and diffuse components, they were then added to
give the global solar irradiance which was then compared with the measured global solar
data. The performance of the model have been graphically and statistically analyzed by
two established methods, namely; Mean Bias Error (MBE) and Root Mean Square Error
(RMSE) [18]. The time varying errors were all analyzed for each minute of each hour,
and then averaged within the same hour, over all days. The MBE describes the overall
bias of a model and its value should be small. A percentage error between ±10% is
considered acceptable [19]. In general, if this value is negative, the model underestimates
compared to the observed values and percentage error. The RMSE is a good indicator of
how accurate the model estimates the measured values [20]. The model performs best for
the smallest possible values of RMSE. The latter are defined by the following expressions;

MBE =

∑N

i=1
(G(model)i−G(meas)i)∑N

i=1
G(meas)i

and RMSE =

√
(1/N)

∑N

i=1
(G(model)i−G(meas)i)

2

(1/N)
∑N

i=1
G(meas)i

, where G(model)i

is the estimated value from a model, G(meas)i is the corresponding measured value and N is the
number of values used in the series [18]. A greater positive RMSE means a huge deviation in
the estimated value from the measured value and zero represents the ideal case.

4. Results and Discussion
The results of the measured and modelled global solar irradiance using Slob Algorithm
(standard) model equation are shown in figures below

Figure 2. Represents results of Slob Algorithm standard model-measurements intercomparison.
(a) global (Gmeas (measured), Gm1(LF) (linear fit) and Gm2(QF) (Quadratic fit)) and direct
(Bh), and (b) diffuse (Dh (model), Dh1(LF) (linear fit) and Dh2(QF) (Quadratic fit) irradiances
with 18 September 2015 data.
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Figure 3. Represents results of Slob Algorithm standard model-measurements intercomparison
of global (Gmeas (measured), Gm1(LF) (linear fit) and Gm2(QF) (Quadratic fit)) and direct (Bh)
irradiances with (a) 27 September and (b) 22 November 2015 data.

Figures 2 and 3 indicate that the total irradiance and modeled diffuse component are in
agreement with the measurements performed at Randburg for clear sky conditions. While the
measured and modeled daily global irradiance values have been equated through Gh = Bh +Dh,
the corresponding values of global irradiance are not necessarily the same for each hour as
illustrated in the figures. The quadratic fitting has improved the diffuse component as shown
by Dh2 and Gm2 in figures 2 and 3. Hence, the quadratic relationship has caused the modeled
global (Gm2) to be superimposed with the measured data. It is also found that diffuse fraction
of the total irradiance is strongly correlated with the clearness index. This is consistent with the
expectation that when the atmosphere is clearer, a smaller fraction of the radiation is scattered
[21]. Using the standard model of Rayleigh optical thickness equation (2) resulted in higher
values of TLK compared to the values obtained using the adjusted model equation (3).

Table 1. The averaged performance evaluation by certain error parameters of the proposed
Slob Algorithm standard model for each day considered.

n Gmeas(W/m2) Gmodel(W/m2) MBE(%) RMSE(%)

261 531.1 532.6 0.007 2.35
270 500.1 500.1 -0.001 2.17
326 703.5 703.5 -0.0004 2.72

Table 2 shows the statistical performance of the model and the percentage values of MBE
and RMSE are very low indicating a reasonably agreement between the modeled and measured
data. The negative values of MBE indicate that the proposed model slightly underestimates
the global irradiance. It was noted that there appear to be systematic discrepancies between
the measured and computed values around sunrise and sunset. This may have resulted due
to the model’s intrinsic limitations, or of decreased measurement accuracy, which is expected
when global solar irradiance is low. This analysis was done for the chosen days of the year to
investigate seasonal variations in model error.

5. Conclusions
The diffuse irradiance versus the product of cos θZTLK curves indicate that the quadratic
relationship is the best fit for both diffuse and global solar irradiance results. The results
of the model used here for the clear sky conditions over Randburg in Gauteng Province were
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found to be in par with the measurements. The proposed model can be considered as consistent
and efficient tool to estimate solar irradiance spatially and temporally. Future studies will try to
test some irradiance models for the clear sky conditions and some models for diffuse irradiance
in order to calculate the solar irradiance components. TLK calculation and verification, and δR
parameterization are key issue for further improvements in modelling performance.
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Abstract. The importance of cryptography has become more prevalent in contemporary 

communication and the commercial use of Quantum Key Distribution (QKD) is now a realistic 

option for fibre networks. Long-range, free-space QKD and miniaturised, personal QKD devices 

are emerging fields of research aiming towards future commercial use. Previously, a handheld 

QKD device was developed using the Coherent One-Way (COW) protocol to exchange the 

encryption key between the transmitter and receiver. An optical synchronisation system was 

developed for the handheld device establishing real time synchronisation between the transmitter 

and receiver. This paper will investigate the viability of other synchronisation techniques 

appropriate for a handheld QKD device. The first technique will use asynchronous 

communication to establish communication between the transmitter and receiver. The second 

technique will use a radio channel to establish synchronisation, based on Binary Phase-Shift 

Keying. The radio channel also serves as the public channel for the QKD system. 

1.  Introduction 

Quantum Key Distribution (QKD) provides an unconditionally secure method to share an encryption 

key between two authenticated parties [1]. QKD does not rely on the complexity of mathematical 

algorithms in order to protect sensitive data. Instead, quantum 2-level systems are used to distribute 

binary data from the transmitter to the receiver [2]. The use of QKD facilitates the long-term security of 

sensitive data, since QKD is not vulnerable to increasing computing power in decryption technology. 

Quantum particles necessarily follow the laws of quantum physics which govern their behavior. The No 

Cloning theorem [3] and Heisenberg’s Uncertainty principle [4] ensure that any eavesdropping attempts 

on the transmission are detected. The most commonly used quantum 2-level system is a single photon 

of light, encoded using its polarisation state or phase. This method of encoding is used in most prepare-

and-measure schemes, such as the BB84 protocol [5] and the SARG04 protocol [6]. 

Commercial applications of QKD have been well developed for metropolitan fibre networks [7]. 

Free-space QKD is a technology that is still undergoing research but is rapidly gaining commercial 

relevance [8]. Another emerging QKD technology are handheld, portable QKD devices which are 

designed to be used by individual users over a short range [9]. Handheld devices can be implemented 

with either a free-space or a fibre link and allow a user to share and store a set of secret keys with a 

central node for personal use at a later time. An application of this technology is the sharing of a secret 

One-Time Pin between a bank and a customer. The keys can also be used as authentication tools for 

workplace security or other applications. The handheld device must be integrated into a network using 

shared nodes to connect users with a central mainframe. The user can top up on One-Time Pins at  
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Figure 1. A schematic of the COW protocol detailing the transmitter and receiver modules. The 

transmitter includes a faint, coherent laser source, SPS, coupled with an external optical modulator, 

OM, used to create the bit encoding. The transmitter also includes a synchronisation modulator and 

additional electronics and on-board memory required for post-processing. The receiver module 

requires a beam splitter, BS, to create two separate optical paths from the incoming bit stream. The 

first path serves as the detection line and requires a single photon detector, DB, which measures 

incoming photons to create the raw key. The second path of the beam splitter serves as the monitoring 

line. This path consists of a Mach-Zehnder interferometer, MZ, and single photon detectors at each 

output of the interferometer, DM1 and DM2. The purpose of the interferometer is to confirm the 

coherence between two consecutive decoy pulses. A break in coherence infers the presence of an 

eavesdropper. The demodulator receives the synchronisation signal and commands the gates of the 

single photon detectors DB, DM1 and DM2. 

 

a node, such as an ATM machine. The ATM, in turn, distributes this key with a central mainframe using 

a long-range fibre or free-space QKD channel. The user can then use the stored pins for secure 

communication with the central mainframe. This paper will discuss the application of the COW protocol 

in handheld devices in Section 2. Section 3 will detail the existing optical synchronisation system that 

was built for the device. Section 4 and 5 will discuss other potential methods of synchronisation, 

including asynchronous transmission and radio synchronisation. 

2.  Coherent One-Way Protocol 

Current implementations of handheld devices use the BB84 protocol with polarisation encoding but a 

four-state protocol such as BB84 requires more components and post-processing algorithms after the 

key distribution. The Coherent One-Way (COW) protocol [10] provides a simpler alternative for smaller 

QKD devices. The COW protocol is suitable for use in fibre networks since coherence between laser 

pulses will deteriorate in a turbulent, free-space channel. Since a handheld device transmits over a short 

range, free-space channel, the pulses will not be affected by turbulence, allowing for a COW protocol 

implementation. The bit encoding implemented in the COW protocol is distributed over two consecutive 

pulses. One pulse contains a photon and the other is empty. The order of these two pulses creates the 2-

level system used for the encoding as follows, 

kk
k 212

00


    and      
kkk

212
01 


  ,  (1,2) 

where μ is the mean photon number and k  is the time bin index. A portion of the pulses are also encoded 

as decoy pulses. In this case, both the pulses contain a photon. Figure 1 shows a schematic of the COW 

protocol and discusses its implementation. 

3.  Optical synchronisation system 

As with all QKD systems, the transmitter and receiver must be initially synchronized before the key 

distribution begins. The synchronisation of the devices is necessary to ensure that the single photon 

detectors open at precisely the time of arrival of the photon pulses. If the detectors make a measurement  
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Figure 2. Asynchronous transmission begins with a Start bit which serves as the synchronisation 

indicator. The pulse width of each bit is agreed upon before the transmission begins and the receiver 

is able to measure the 8 data bits following the Start bit. The Stop bit indicates that the data has 

stopped, pending the transmission of another Start bit. 

 

at the wrong time, the system will register a high loss rate. The COW protocol particularly requires 

precise synchronisation since the transmitter and receiver must compare their bits at specific time bins.  

The previous synchronisation system designed for the handheld COW protocol device used an 

additional light source to synchronise the transmitter and the detectors of the receiver [11]. A 532 nm 

LED was installed in the transmitter as the synchronisation source. The LED was aligned to pass through 

the pulse modulator without being influenced by the bit encoding. The LED signal was measured by the 

receiver using a photodiode. The signal from the photodiode was squared using a Smith trigger and 

transmitted to a microcontroller. The microcontroller triggered the single photon detectors, commanding 

the detector gates to open only when a pulse was incident on the detector. It is important to note that, 

due to the varying bit encoding or the losses in the channel, some of the pulses did not contain a photon, 

but the detector must still measure these pulses in order to register an empty pulse. 

4.  Asynchronous Transmission 

Asynchronous transmission intersperses the data signal with a synchronisation sequence using the same 

light source [12]. The advantage of aligning just one light source makes this method simpler to 

implement than a synchronous method such as the optical synchronisation mentioned above. The bit 

rate of the signal is established before the transmission begins and it is, therefore, only necessary for the 

transmitter to indicate when the receiver should start to take measurements. The bit sequence for 

asynchronous transmission must begin with an indicative “Start” bit followed by 8 bits of data. A “Stop” 

bit indicates the end of the data and the beginning of another synchronisation iteration, as seen in Figure 

2. The key generation rate of the system will decrease when using asynchronous transmission since the 

start and stop indicators do not contribute to the key. However, the COW protocol produces a higher bit 

rate compared to other QKD protocols, therefore compensating for the large overhead. 

In order to implement asynchronous transmission for a handheld QKD device, the pseudo-single 

photon source in the transmitter must be controlled by a variable attenuator so that the mean photon 

number of each pulse can be adjusted. It is necessary for each start and stop pulse to be measured by the 

single photon detectors. Since single photons can be lost during transmission, the mean photon number 

of the start and stop pulses should be increased to increase the probability of detection. Should the start 

and stop pulses not be measured, the receiver will not open the detector gates to receive a new set of 

bits, thus resulting in high losses in the channel. The mean photon number can be decreased to one 

during the transmission of the data bits. 

5.  Radio Synchronisation using BPSK 

A radio signal can serve as a simple method to synchronise QKD modules. A similar system using a 

radio signal and BPSK encoding was proposed in [13]. A radio transmitter and receiver are easier to 

align in comparison to an optical signal. The radio signal can also be used for initial authentication 

between the modules, as well as the public channel used for post processing of the quantum signal, 

making a radio signal versatile and robust. Generally, free-space QKD modules use a GPS signal for  
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Figure 3. Diagram a) shows the modulating 

signal which represents the information to be 

transmitted over the public channel. The carrier 

signal, shown in b), is a sinusoidal radio signal 

which will be used for synchronisation. The 

modulated signal VBPSK, shown in c), carries 

general binary data through the public channel. 

 

tracking and synchronisation [8]. A radio signal is a reliable alternative which will work in the absence 

of a GPS signal. Since QKD is an unconditionally secure means to share encryption keys, it can be 

useful for both the banking and defense sectors. A reliable synchronisation system is therefore necessary 

to facilitate the key exchange. A radio signal can be encoded with a binary string using Binary Phase-

Shift Keying (BPSK) [14]. Phase-Shift Keying refers to the phase modulation of a sine or cosine wave, 

where BPSK specifically modulates the wave by 180°, creating a binary code, as seen in Figure 3. BPSK 

is more resistant to errors compared to other types of Phase-Shift Keying since the binary values are 

180° apart. An erroneous phase-shift will have to be greater than 90° to change the binary bit value.  

 

5.1. The Costas Loop 

The coherent demodulation and the carrier recovery can be performed by using a Costas loop [15]. The 

Costas loop is based on a phase-locked loop and can be used to recover the carrier frequency of a phase-

modulated signal, such as BPSK. A circuit diagram of the Costas loop is shown in Figure 4. In the Costas 

loop, the Voltage Controlled Oscillator (VCO) is a free oscillator centered on the error frequency ω0, 

that can change the frequency in function of an applied voltage, named VCON. The output signal can be 

synthesized by the equation 

𝑉VCO(𝑡) = 𝑐𝑜𝑠 [𝜔0𝑡 + ∫ 𝑘𝑣 𝑉CON(𝜏)𝑑𝜏
𝑡

0
] ,    (4) 

 

where kv is the sensitivity expressed in rad/V. A BPSK signal can be represented according to the 

following function: 

𝑉BPSK(𝑡) = 𝐴𝑆p(𝑡)cos (𝜔0𝑡) ,     (5) 

 

where ω0 is the angular frequency of the carrier, Sp(t) contains the bit to transmit and A is the amplitude 

of the received carrier. The angular frequency ω0 is the frequency of the local oscillator of the VCO. 

The timing frequency for the QKD device is extracted from the carrier frequency.  

 

Suppose that the signal from the VCO is 

 

𝑉VCO(𝑡) = cos (𝜔0𝑡 + 𝜑𝑒) ,     (6) 

 

where φe represents the difference in phase between VBPSK and VVCO. The VCO signal in Equation (6) is 

sent to analog multiplier 1 and a -90° phase shifter. The signal at the output of the analog multiplier is  

 

𝑉1(𝑡) = 𝑉BPSK ∙ 𝑉VCO =
𝐴𝑆𝑝

2
[𝑐𝑜𝑠𝜑𝑒 + cos (2𝜔0𝑡 + 𝜑𝑒] . 
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Figure 4. A diagram of the Costas loop, used to demodulate the BPSK signal. VCO is a voltage 

controlled oscillator which oscillates with the same frequency as the received VBPSK signal. Any phase 

difference between the signals must be resolved. VBPSK is multiplied by VCO at multiplier M1. VCO 

undergoes a -90° phase shift and is multiplied to VBPSK at M2. Both signals are passed through 

respective low pass filters F1 and F2 and are multiplied at M3. The resultant signal is passed through 

low pass filter F3 in order to remove any noise and is then applied to VCO to correct the phase 

difference. The signal from VCO can then be used to synchronise the receiver module. 

 

It is possible to attenuate the components cos (ωp t + φe) of the signal V1(t) through the low pass filter 

F1. The signal at the output of F1 is: 

𝑉q =
𝐴𝑆𝑝

2
 𝑐𝑜𝑠𝜑𝑒 .      (7) 

 

Vq is not dependent on the frequency ω0. When VVCO, crosses the phase shifter, the signal VSH(t) is 

 

𝑉SH(𝑡) = cos(𝜔0𝑡 + 𝜑𝑒 − 90°) = sin (𝜔0𝑡 + 𝜑𝑒) . 

 

VSH multiplied by VBPSK is 

 

𝑉2(𝑡) =
𝐴𝑆𝑝

2
[cos(90° − 𝜑𝑒) + cos (2𝜔0𝑡 + 𝜑𝑒 + 90°)]  . 

 

Since the signal has double frequency components, the signal can be filtered to obtain a signal Vi(t),  

 

𝑉i(𝑡) =
𝐴𝑆𝑝

2
cos(90° − 𝜑𝑒) =

𝐴𝑆𝑝

2
sin (𝜑𝑒) .    (8) 

 

The signals Vq and Vi are multiplied to obtain the voltage control of the VCO, VCON, 

 

𝑉CON = 𝑉q ∙ 𝑉i =
𝐴2𝑆𝑝

2

32
sin (2𝜑𝑒) .        (9) 

 

From Equation (4), it is possible to observe that VCON changes the frequency VVCO proportionally to the 

phase φe. If φe increases, VCON and VVCO increase in order to follow the signal VBPSK received. When 

φe=0, VVCO is 0 and the signal VVCO is in phase with VBPSK. The synchronisation signal for the handheld 

QKD device is now obtained from the VVCO signal. 
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6.  Conclusion 

Handheld QKD devices are an emerging field of research with future commercial applications. An 

optical synchronisation system was previously developed for a handheld device implemented with the 

COW protocol. An investigation of other synchronisation methods was done. Asynchronous 

transmission using the single photon source provided the advantage of aligning only one laser source to 

use for both synchronisation and bit encoding. A radio channel between the transmitter and receiver can 

also provide a reliable synchronisation link, as well as a public channel used for the QKD authentication 

and post processing. The radio signal can be encoded using BPSK and demodulated by the receiver 

using a Costas loop. 
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Abstract. This paper realizes a wireless network development for application deployment to
reduce theft of portable computer devices utilized in educational institutions. The study aims to
develop a low-cost, low-power and reliable wireless network that can eradicate the accessibility
of a device human interface. A portable computer device which is operated in a field perimeter
where device communication in the network is restricted, indicating a possible theft scenario,
will initiate a shutdown of its operating system that renders the device unusable. Design
outcomes thus far indicate that a robust wireless network, using low-power embedded hardware,
is feasible for anti-theft applications. Preliminary results indicate the reliable performance of
data communications between interconnecting nodes in a harsh indoor building environment
using the Thread networking protocol.

1. Introduction
In 2015 the South African government spent billions of rands in modernizing learning institutions
with the goal of fully digitizing schools by the year 2020. It was reported that a substantial
amount of tablets were lost due to theft that consequently jeopardized the project because of
the significant financial loss incurred by the government [1]. This led to more than 88000 tablets
being recalled and fitted with an anti-theft technology in order to protect the investment. The
upgrade of the devices enabled the government to involve investigative authorities in the tracking
of stolen tablets [2]. The tracking systems, however, appeared only operational with the device
powered-on to communicate with global positioning satellites in outdoor environments.

With deficits currently present in the protection of such devices, there is a need to improve
the security of these devices by taking advantage of the wireless technologies today. This paper
presents a preliminary performance analysis of a low-power wireless network for application
deployment to protect a Portable Computer Device (PCD) such as a tablet against theft in
indoor building environments. A PCD operated in a perimeter outside the wireless network
may initiate a shutdown of its operating system by using a polling algorithm to communicate
to the wireless network located at a educational institution.

2. Methodology
An embedded system with a multiprotocol radio and advance processor capabilities was fully
utilized during the inception phase of the development of the network. An ad-hoc wireless

1 Present address: School of Physics, University of the Witwatersrand, Johannesburg 2050, South Africa.
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Figure 1: RSSI versus log10(d) at Tx = 0 dBm.

network consisting of ten nodes was developed in an indoor building environment. Field
measurements of each node’s quality of service from a remote indoor location were recorded.

3. Experimental Study
The Physics building at the University of the Witwatersrand was used as an indoor testing
environment where radios were distributed at specific areas located on the ground floor. The
building consists of many obstacles or what is termed as shadow regions that may inadvertently
affect radio transmissions between nodes in the network. In this section, an experiment is set up
which determined the Radio Frequency (RF) path loss at a specific area of the building. Finally,
the network performance and reliability is analyzed and results concluded.

3.1. Received Signal Strength (RSS) versus Distance Estimation
Path losses are signal attenuations of electromagnetic wave propagations due to reflection,
diffraction and scattering in indoor environments which may be modelled to determine the RF
range [3]. In the Physics building ground floor hall area, signal strength measurements between
two nRF52840 transceivers were taken at various distances to determine the RF coverage area.
The nRF52840 from Nordic Semiconductor integrates a miniature radio and Micro-Controller
Unit (MCU) for use in ultra-low power applications. Multiple 2.4 GHz protocol stacks can be
run on the System-on-Chip (SoC) concurrently. The nRF52840 (hereafter referred to the SoC)
is a 7 mm x 7 mm chip that houses a 32-bit 64 MHz ARM Cortex-M4F MCU with 1 MB flash
and 256 kB of RAM. Utilizing two tranceivers, the RF path loss is determined from the Log
Distance Path Loss Model [3]:

RSSI = 10n log10(d) + E (1)

where RSSI is the received signal strength indicator in dBm, n is the path loss exponent, E is
an environmental constant and d is the distance of the RSSI measurement from transceivers in
meters. Parameter n is determined using polynomial least-squares regression of the logarithmic
distances and averaged RSS measurements. With reference to Eq.1 and depicted in Fig.1, the
path loss exponent n is estimated at 2.137 (m = 10n) and the environmental constant E at
55.05. In free space, n = 2 and where obstacles are present, n > 2. [3].

The fit demonstrated a 87.58 % of the total variation in the data about the average. By
running similar experiments, nodes may be optimally distributed to cover a wide range of areas in
the building. RF attenuation due to obstacles may be determined experimentally through similar
field measurements. To aid in indoor propagation modelling, researchers have accumulated huge
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Figure 2: Experimental development of Thread network.

amounts of signal loss measurement data of building material in indoor environments [3]. With
reference to Fig.1, further analysis indicates reliable data transmissions should be expected
between transceivers not exceeding log10(20) line-of-sight distances or RSS ≥ −80 dBm in both
directions for the SoC radio transmitter outputting power at Tx = 0 dBm. With the radio
transmitting at Tx = +8 dBm, more than double the RF distances may be covered for reliable
data transmissions but with an increase in SoC power consumption.

3.2. Development of the network
OpenThread, which is a relatively new wireless technology developed by Nest, is an open-source
implementation of the Thread networking protocol. Nordic Semiconductor and several hardware
platforms from other manufacturers are contributing members to the development of Thread.
OpenThread (hereafter referred as Thread) is a Thread certified component which adheres to
all the features defined in the Thread 1.1.1 specification [4].

The Thread network contains border-routers, routers and end-devices. Border-routers are
routers that connect the IEEE 802.15.4 Thread network to WiFi or Ethernet networks for remote
monitoring and control. Routers are nodes in the network that provide communications services
between nodes. The Thread networking protocol provides autonomous mesh connectivity
between all routers in the network by continuously checking the reliability of links between nodes
in both directions using the Distance Vector Routing (DVR) protocol and Trickle algorithm [9].
An end-device, also known as a sleepy child, is a low-power device which operates under small
duty cycles. The child device may only communicate directly with its router parent to other
routers in the network. The Thread networking layer also ensures automatic reallocation of an
end-device to a parent router. When the end-device is moved to a different area and coverage
to the existing parent route is lost or a parent router fails, a new parent router will be allocated
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Figure 3: Mesh Link Establishment (MLE) by RSS at Tx = +8 dBm .

to the end-device based on the quality of alternative links in the network. One of the routers
is always selected as a leader and is responsible for joining other routers in the network. All
routers in the network share persistent data of the leader. If the leader fails, another router
node will be selected as leader, therefore ensuring no single point of failure [5].

Nordic Semiconductor’s Thread Application Programming Interface (API) consists of
programming functions to interface with the Thread stack. The Thread stack is flashed as
binary files to the MCU using the GCC compiler and SEGGER-link programmer tools. The
API was used to configure a Thread network by programmatically setting node roles and testing
the performance of the network.

As depicted in Fig.2, the development of the Thread network consisted of nine routers (R1

to R9) distributed on the ground floor. Routers R8 and R9 were mounted at a mezzanine area
where walls obstructed the propagation of RF waves but sufficient links were established with
neighboring routers. An end-device was used to send Internet Control Message Protocol (ICMP)
packets to individual routers from a remote location to test the performance of the network.
In Fig.2, R10 to R22 illustrate potential router installations in the building ground area which
may add additional redundancy in links connectivity between nodes in the mesh network. Thread
allows up to a maximum of 32 routers and 511 end-devices per parent router to be connected to
a single network provided ample MCU processing and memory are allocated to run the Thread
stack. MLE periodically sends multicast messages defined by the DVR protocol to estimate the
quality of the links from neighboring routers in the network [4]. Advertisements or messages are
sent periodically by the Trickle algorithm to determine the rate of change of network traffic in
order to update routers [9]. The quality of the router links of the network is presented in Fig.3
where the link information was used to determine the mesh topology in Fig.2. The diagonal
elements from left to right represent the end-device link quality placed within one meter to a
router followed by the link quality of the router with neighboring routers displayed in the rows.
As an example, depicted in Fig.2 and displayed in Fig.3, R1 established five potential links with
neighboring routers R2, R3, R4, R5 and R7 at Tx = +8 dBm. The DVR protocol will ensure
that a link is established with a neighboring router in both directions with the best link quality,
in this example R2 at -53 dBm (R1, R2) and -54 dBm (R2, R1). If for some reason R2 fails,
the next best available link is R4 for data transmissions at -64 dBm (R1, R4) and -62 dBm (R4,
R1). As expected, results indicate more links with neighboring routers are established at Tx =
+8 dBm which may provide better reliability of data transmissions over longer multi-hopping
distances. For more information on Thread and MLE, a comprehensive specification is available
on the Thread Group website at [4]. The OpenThread software stack can be found at [8].
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Data measurements at 80 bps for N = 1000 packets (Tx = 0 dBm)
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Figure 4a: Performance at Tx = 0 dBm.

Data measurements at 80 bps for N = 1000 packets (Tx = +8 dBm)
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Figure 4b: Performance at Tx = +8 dBm.

3.3. Data Collection and Analysis
In this section, the reliability and performance of the network are evaluated. A loop containing
1000 samples of data packets was sent at a throughput of 80 bps from the end-device to a router
and echoed back to the end-device where the latency measurements were recorded. A statistical
approach was followed whereby the distributions and probabilities of the latency measurements
were computed. The following figures are analyzed:

• In Fig.4a and Fig.4b, the test results concerning the network reliability and performance
are presented from end-device to each router in the network for each node programmed at
Tx = 0 dBm and Tx = +8 respectively.

• In Fig.5, latency measurements concerning the network performance from the end-device
to R1 through to R9 are combined in a single data vector. The latency distribution and
probability plot are shown at Tx = 0 dBm and Tx = +8 dBm respectively.

Assuming a constant packet loss, the reliability of the network is computed by the packet
delivery ratio PDR = packets recieved × (total number of packets send)−1 which indicate
reliable packet transmissions for both Tx = 0 dBm and Tx = +8 dBm field measurements.
However, there does exist a variation of latency delay known as jitter which may be caused by
obstacles in the RF propagation region, especially routers R7 and R8 because of their location
in a mezzanine area. At a throughput of 80 bps, the latency data in Fig.5 lies approximately on
the straight lines and therefore the data is approximately lognormal distributed. The lognormal
distributions provides a reasonable model for analyzing the the performance of the network:

• Fig.5a reveal a 99 % confidence interval of µ = 26.80 ± 0.31 and σ = 11.49 ± 0.22. There
exist a 1 % probability that latency delay are ≥ 60 ms.

• Fig.5b reveal a 99 % confidence interval of µ = 21.72 ± 0.2357 and σ = 8.66 ± 0.17. There
exist a 1 % probability that latency delays are ≥ 50 ms.

The measurements in the above figures indicate that the latency data are multimodal and
positively skewed. The skewness indicates greater latency delays in some of the multi-hopping
routes and therefore causes some performance degradation in the network. The degradation may
be caused by CCMA-CA operations and/or retransmissions of packets due to acknowledgements
not received caused by obstructions in the environment. Outliers may be caused by CSMA-CA
retransmissions, substandard link quality or packet relays/transmissions over greater multi-
hopping distances.

3.4. Conclusion
In this paper, a low-power network based on the Thread networking protocol was developed.
By installing an end-device securely onto the PCD, hundreds of end-devices representing tablets
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Figure 5a: Distribution at Tx = 0 dBm.
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Figure 5b: Distribution at Tx = +8 dBm.

my be connected to a single router. However, by omitting the end-device in the network design,
the PCD may communicate directly with the nearest router by using Bluetooth-Low Energy
(BLE) to communicate to a router where a router runs BLE and Thread concurrently. Nordic
Semiconductor provides both wireless technology solutions on their SoCs.

A simple path loss propagation model was implemented to determine the RF ranges of the
SoC at Tx = 0 dBm. The estimated RF line-of-sight distance or averaged RSS value aided in the
distribution of router nodes (R1-R9) in the building ground floor area. Additional MLE were
discovered with greater RF ranges with the radio set at a higher transmitting output power.
For this particular building environment, an end-device will mostly have at least one stable
link (RSSI > −80 dBm) to a parent router when placed at any location inside the building
perimeter. However, some areas in the building do cause a high decrease in signal propagation
due to obstacles and shadowing caused by concrete walls (RSSI < −80 dBm). To compensate
for this, the network coverage and additional MLE redundancy may be greatly improved by
incorporating additional routers in the network development as depicted by R10 to R22. Finally,
a statistical approach was followed to represent field measurements. Results indicate acceptable
latency delays and PDR between point to multipoint node communications.

3.5. Future Work
Similar latency confidence intervals are assumed if field measurements are taken for an end-
device located at a different location inside the building perimeter, provided the end-device
has a reliable link to its parent router. A comprehensive multipoint to multipoint node field
measurements and analysis will be conducted. The end-device may be omitted from ther design
by incorporating a multiprotocol wireless system using BLE of the PCD to communicate to
the Thread network. A proprietary PCD firmware solution is needed from a reputable tablet
manufacturer to render a device inoperable.
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Abstract. In the decades since it was first suggested as a mechanism for avian
magnetoreception, the radical pair model has generated both theoretical and experimental
interest. This proceedings aims to give some idea of what progress has been made and to
what extent the phenomenon of bird migration can be considered an integral part of the
research field of quantum biology. Evidence that birds use quantum mechanics to navigate
is still not absolutely established. The radical pair mechanism is, however, strongly supported
by behavioural elements of the avian compass such as the fact that it is a light dependent,
inclination compass and is disrupted by radiofrequency magnetic fields. Work has also been done
to show that it is structurally possible for a molecule in the eye of a bird to be influenced in a
measurable way by the weak geomagnetic field. Cryptochrome, the biological molecule proposed
as the site of magnetoreception, has also been investigated and found to be compatible with
much of the theory. That cryptochromes might mediate magnetic responses in animals has also
been documented for the case of fruit-flies. Recently, interest in the effects of radiofrequency
fields has been reignited by the experimental confirmation that birds are disoriented by low
intensity anthropogenic electromagnetic radiation across a broad range of radio frequencies.
Current theoretical research suggests that a possible explanation for this disorientation could
be a quantum needle effect which slots the avian compass more firmly into the category of
quantum biology.

1. Introduction
1.1. Bird migration
Throughout recorded history there have been attempts to explain the seasonal appearance and
disappearance of certain species of birds. More than 4000 years ago Egyptians exploited the
extraordinary navigational skills of birds, domesticating certain species to serve as messengers.
[1]. But for a long time migration was open to misinterpretation. It was only in the nineteenth
century that a more rigorously scientific approach to avian migration grew out of methods such as
bird-banding. Nowadays it is generally agreed that birds use a two-step process that entails first
mapping their geographical position to ascertain a theoretical direction then applying a compass
to locate this direction [1, 2]. Early experiments with displaced homing pigeons suggested the
use of a sun compass, however this is most effective over shorter distances rather than seasonal
migration [1, 3]. Experiments show that nocturnal migrants use cues related to sunset as well as
a star compass, while both mature birds as well as fledglings use a magnetic compass. Although
the navigational skills of mature birds differ somewhat from fledglings, with the former able
to compensate for a marked displacement during autumn migration while the latter only learn
to correct this displacement on their return spring migration [1, 4, 5, 6] this built-in ability to
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perceive the earth’s magnetic field forms the base of birds’ navigational system, providing a first
means for navigation and homing [1, 7].

1.2. The magnetic compass
The discovery of earth’s magnetic field and its use in navigation by humans, led to the belief that
this field might also play a role in avian navigation. This hypothesis was given experimental heft
by tests done on European robins, Erithacus rubecula, from the 1960s [8, 9]. There are two main
theories for how birds use the geomagnetic field to orientate themselves; although the possibility
of a third magnetoreceptor in the inner ear lagena of various animals is a recent development
[10, 11]. The magnetite model of avian magnetoreception, first proposed by Kirschvink and
Gould in 1981 [12] built on the fact that certain bacteria use magnetite to orientate themselves.
Magnetite particles, a specific form of iron oxide, located in the birds’ beaks align themselves
in the magnetic field [13]. An alternate theory of avian magnetoreception is the radical pair
model, which suggests that a light-activated molecule in the eye gives rise to a radical pair, the
dynamics of which allow the bird to ‘see’ the magnetic field. While there is limited evidence that
the magnetite model provides compass information in fields as weak as the geomagnetic field
it has been suggested that birds might use a combination of both magnetite and radical pair
models [14], the former to detect differences in magnetic intensity and the latter for directional
information [13]. This combination could also offer a way of explaining the phenomenon of fixed
responses. Fixed responses are migratory trajectories that do not follow the accepted north-south
migratory direction and appear to combine elements of both models, being dependent on specific
light regimes as well as being disrupted by anaesthetic applied to the beak [15]. While these
responses raise interesting questions, and while it is clear that different animals seem to employ
different orientation mechanisms [16, 17], it is solely with the radical pair mechanism that this
review will be preoccupied [7]. It is this radical pair theory that puts avian magnetoreception
into the category of quantum biology.

1.3. Quantum biology
Until fairly recently it was generally accepted that quantum effects would be unlikely to be
found in the warm, wet and messy environments that characterise biological systems. However,
the emerging field of quantum biology incorporates a number of mechanisms that might be
understood to be quantum phenomena in processes as diverse as photosynthesis, migration,
olfaction, anaesthesia and even cognition. One of these is the radical pair mechanism. The
radical pair mechanism is implicated in many biological processes. In photosynthetic reaction
centres it plays a role in polarisation and protection mechanisms [18, 19]. Radical pairs observed
in flavoproteins such as cryptochrome might offer an explanation for the mechanism controlling
the circadian clock in some organisms [20] - [22]. In addition to this, the role of radical pair
mediated magnetic field effects in enzyme reactions is still being investigated [23] - [25]. This
review will focus on the role that the radical pair mechanism is hypothesised to play in avian
magnetoreception, it will examine the evidence for this hypothesis and how firmly it can be said
that the extraordinary navigational prowess of birds can truly be called a quantum phenomenon.

2. The radical pair mechanism (RPM)
Investigation into the magnetic field modulation of chemical reactions and the formalisation of
the radical pair mechanism began as long ago as the 1960s [26, 27, 28]. Application of radical
pair theory to avian magnetoreception began not long after this, first proposed by Schulten et al
in the 1970s [26]. A simple radical-pair mechanism that may be utilised as a compass is depicted
in Figure 1 and can be described briefly in the following three steps. First a photon incident
on the molecule in question transfers sufficient energy to excite an electron. This extra energy
means that it is favourable for the electron to be transferred from donor molecule to acceptor
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Figure 1. Radical pair schematic. A photon of energy hv excites an electron in the
magnetoreceptor molecule causing the electron to move from donor D to the acceptor A part
of the molecule. The result is a spatially separated, spin correlated electron pair: the radical
pair. Hyperfine interactions between each electron and its surrounding nuclear environment
cause singlet–triplet oscillations, aided by the Zeeman effect of the earth’s magnetic field. On
recombination singlet and triplet states give rise to different chemical products with rates kS

and kT respectively [7].

molecule, forming a radical, or unpaired electron. The simultaneous production of two such
radicals results in the spin correlated pair. Step two involves interaction with the surrounding
nuclear environment and the external magnetic field, which drives interconversion of spin states
between singlet and triplet states. The third and final step involves recombination by reverse
electron transfer and the transformation of spin states to the specific, possibly chemical, signals
which allow the bird to perceive the magnetic field [7].

2.1. Behavioural evidence
The radical pair theory of avian magnetoreception is strongly supported by the behavioural
evidence of migrating birds. The avian compass is light dependent, as would be expected from
the photo-activation necessary for the first stage of the mechanism. It has been demonstrated
that not only are birds disoriented in darkness but their compass is also, more specifically,
wavelength dependent [13]. The compass is also an inclination compass, it is not disrupted by
switching poles [29]. Further evidence for the viability of the radical pair compass came in 2004
when Ritz et al. showed that the avian compass was disrupted by radiofrequency radiation,
specifically radiation at the Larmor frequency, which led to speculation that one of the radicals
in the pair had no hyperfine interaction [30]. More evidence for the radiofrequency disruption of
the avian compass came in 2014. However, rather than identifying a specific frequency at which
this disruption occurred the research suggested that birds were disoriented under the influence of
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low intensity electromagnetic radiation across a very broad range of frequencies [31]. According
to a very recent study, however, the strongest evidence that the radical pair theory of avian
migration is a truly quantum phenomenon is the incredible accuracy that birds achieve in their
navigation. It has been shown that birds can attain a directional precision to within 5◦ and
Hore et al. attribute this to the avoided crossings of the radical pair’s spin energy levels. They
go on to conclude that this effect, which has no classical correlation, places the avian compass
firmly in the category of quantum biology [32].

2.2. Structural evidence
Progress has also been made into clarifying the structure of the avian compass and whether
this might support the radical pair theory. The molecule that has been proposed as the most
likely to be the site of the compass is the flavoprotein cryptochrome [33]. Four different types
of cryptochrome have been confirmed in the eyes of migratory birds [34]. Plant cryptochromes
have also been shown to have enhanced responses to weak magnetic fields, while the magnetic
responses of fruit flies are also mediated by cryptochrome [35]. More specifically, flavin-
tryptophan radical pairs in an initial singlet state have been identified in cryptochrome [36]
and cryptochrome in the eye of the migratory garden warbler has been observed to form radical
pairs with the long (millisecond) lifetime necessary for the dynamics of the radical pair [37].

3. Conclusion
The radical pair theory of avian magnetoreception is not a new theory, having been acknowledged
as a viable one for more than a few decades. Despite this it has not yet established itself as
firmly a quantum phenomenon as, for example, certain elements of photosynthetic reactions.
However the recent hypothesis that the accuracy shown by birds during their migrations might
be explained by avoided crossings theory could afford the mechanism a more rigorously quantum
status. A good understanding of the radical pair mechanism and its possible application in the
case of avian magnetoreception is important, particularly since it has been shown that birds
are disoriented by weak electromagnetic radiation that is ‘well below the guidelines for human
exposure proposed by the International Commission on Non-Ionizing Radiation Protection
(ICNIRP) and adopted by the World Health Organization’ [31]. The magnetic sensitivities
of chemical reactions as described by radical pair theory is a phenomenon that is not specific to
birds, but implicated in a number of different processes in living systems. Indeed it has been
shown that cryptochromes found in humans display light-dependent magnetosensitivity [38] and
it would serve us well to know how the human body interacts with the technology that plays
such an integral part in our lives.
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Abstract. Entanglement in quantum mechanics leads to a non-local correlation between
two particles. This is the conclusion that one comes to from Bell’s theorem in light of the
experimental verification of the prediction that the Bell inequality is actually violated in
quantum mechanics. Previous authors have found that the Bell correlations are modified in
relativistic frames such that at first sight it appears as though the Bell inequality may no longer
be violated. However, maximal violation of the Bell inequality is still preserved in a different set
of directions, one has to rotate one of the detectors in a potential experiment through an angle,
called the Wigner angle in order to detect the maximal violations. We argue that if such an
effect can be observed between two inertial frames moving with constant velocity with respect
to each other then a precessional effect, called the Thomas precession, should be observed in
the Bell observables when the particles are accelerating. We specifically discuss accelerations
which relate directly to motion as a result of a force, namely gravity.

1. Introduction
Quantum entanglement is a phenomenon in quantum mechanics whereby two particles are
correlated in such a way that when the state of one is measured, then the state of the other
is always known (in the case of a maximally entangled system). The concept goes back to the
famous EPR paradox, initially put forth by Einstein, and it set off a flurry of debates over it’s
nature. The ideas as to it’s nature, and that of the EPR paradox, only became empirically
testable, however, in 1964 when John Bell published a paper on an argument now known as
Bell’s theorem. In the paper, Bell derived an inequality, Bell’s inequality, which would hold if
the correlations could be described by classical local realism. In essence, Bell’s theorem says that
no physical theory that incorporates local realism can reproduce all the predictions of quantum
mechanics as quantum mechanics itself predicts a violation of Bell’s inequality. Bell calculated
this for the case of non-relativistic quantum mechanics though and it’s only recently that people
have started investigating how Bell’s inequality changes when relativistic effects are considered.

The first to investigate a relativistic Bell inequality was Czacor in 1997 [1], who found that
the relativistic effects of entangled massive particles affect the correlations between them in the
special case where both are moving in the same direction. The origin of this deviation from the
non-relativistic Bell’s inequality is the length contraction when measuring the spin correlations
in the laboratory frame, though Bell’s theorem is still valid as the maximal violation of Bell’s
inequality is still obtained when the spins are measured with respect to a basis which has a
compensating rotated direction.

Later, in 2003, Terashima and Ueda [2] investigated a similar situation to Czacor but from
the perspective of an observer moving perpendicular to the motion of the entangled particles,
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moving in opposite directions, with opposite spins. Like, Czacor, they found that there would
be a degradation of the entanglement correlations as opposed to an observer that is in the frame
of the source. They similarly also concluded that maximal violation of Bell’s inequality could
still be obtained when the spins are measured in in a basis with compensating directions. In
2004, Lee and Chang-Young [3] combined Czacor’s result with Terashima and Ueda’s to derive
a more general case for the special relativistic Bell theorem.

Later, some authors investigated quantum communication in accelerated frames [4] [5], and
others investigated quantum entanglement in curved space-times [6] [7].

In our own previous work [8], we have explored the effect of accelerated motion on
entanglement in a relativistic kinematical context. This current work takes the matter further,
exploring this effect for accelerations as a result of central potentials such as gravity.

2. The Bell inequality and Thomas precession
Consider a source of entangled particles of opposite spins with detectors on either side that
measures their spins in the longitudinal direction of their spin orientations. If local realism is
assumed then the Bell inequality is given by∣∣∣P (~a,~b)− P (~a,~c)

∣∣∣ 6 1 + P
(
~b,~c
)
, (1)

where ~a and ~b are unit vectors of the detector settings (defining the basis) for measuring the

spin projections, ~c is any other arbitrary unit vector and P
(
~a,~b
)

etc are the average products

of the results of the spin projections as measured by the detectors. It can easily be shown that
the quantum mechanics violates this inequality. For example, given that quantum mechanics

predicts that P
(
~a,~b
)

= −~a ·~b, then if we take ~a and ~b to perpendicular to each other and ~c to

be at a 45 degree angle to each, then P
(
~a,~b
)

= 0 and P (~a,~c) = P
(
~b,~c
)

= −0.707, giving the

left hand side of (1) as 0.707. As the right hand side evlaluates to 1− 0.707 = 0.293, we have a
violation of the Bell inequality.

The original formulation of the Bell inequality is not practical for experiment, however, as
it is restricted to the special case in which outcomes of the spin measurements are always anti-
correlated whenever the detectors are parallel. A more general inequality that was more suitable
to experiment was given in 1969 by Clauser, Horn, Shimony and Holt. It is now called the CHSH
inequality [9] and is given by

C(a, a′, b, b′) ≡
〈
â⊗ b̂

〉
+
〈
â⊗ b̂′

〉
+
〈
â′ ⊗ b̂

〉
−
〈
â′ ⊗ b̂′

〉
6 2, (2)

Here, ~a and ~a′ are two detector settings on side A and ~b and ~b′ are two detector settings
on side B. This is violated in non-relativistic quantum mechanics since quantum mechanics
predicts a maximal violation as

C(a, a′, b, b′) = 2
√

2. (3)

Now let’s look at the relativistic case where two particles are moving apart from each other in
their combined rest frame, while an observer is moving perpendicular to the two particles. This
could correspond, for example, to an observer noting the decay of a moving parent particle into
two daughters. As said before, this situation was investigated by Terashima and Ueda [2]. The
adding of two velocities (the motion of the particle and the motion of the observer) together in
special relativity is not commutative. In fact, when you combine two boosts together that are
not parallel, you do not simply get a new boost in a new direction but a boost plus a rotation.
This rotation as observed in the lab frame with respect to the rest frame of the decaying particle,
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or the centre of mass frame (CoM) is called the Wigner angle. This Wigner angle showed up in
Terashima and Ueda’s calculation of the maximal violation of Bell’s inequality as

C(a, a′, b, b′) = 2
√

2 cos2 δ, (4)

where the Wigner angle, δ, in the case of a perpendicular boost is given by

tan δ =
sinh ξ sinhχ

cosh ξ + coshχ
(5)

where ξ and χ are the rapidities of the particles in the CoM frame and the observer frame
with respect to the CoM frame respectively given by v1

c = tanh ξ and v2
c = tanhχ.

We have previously shown [8] that if the two particles are accelerating away from each other,
then the Wigner angle δ as seen in the moving frame can be said to be changing with respect
to time, so that it looks like a precession. This precession is called the Thomas precession. By
considering an acceleration as a sequencing of infinitesimal changes in velocity, we have shown
that the Thomas precession can be written as

tan(δ0 + ∆δ(t)) =
sinh(ξ + ∆ξ(t)) sinhχ

cosh(ξ + ∆ξ(t)) + coshχ
with ∆ξ(t) =

∫ τ

0
aP (τ)dτ. (6)

This links the acceleration a explicitly to the change in the rapidity ∆ξ(t) and hence to the
Thomas precession. Here aP and τ are the proper acceleration and proper time.

The acceleration induced Thomas precession would have the effect of gradually weakening
the violation of the Bell or CHSH inequality. One can imagine however that the unit vectors
describing the orientation of the detectors can be adjusted to compensate the effect of the
Thomas precession, so that the maximal violation can be restored. The acceleration is the
result of a force. In this way an entanglement witness (the CHSH, or some other incarnation)
is sensitive to the force environment for the decaying system. Put alternatively, entanglement
can be used to measure the force (for example local gravity) of the entangled system.

We now turn to how one could apply this to, in principle, the use entanglement to detect
small forces between particles.

3. Thomas precession for the Newtonian gravitational force between two
entangled particles
In order to consider the two body problem, let’s consider the that the decay products are
of different masses m1 and m2 and velocities, vp1 and vp2 with respect to the lab frame. In
this case, the CoM frame is the one where the sum of the momenta of the two particles is
zero, or ~p1 = m1~vp1 = −m2~vp2 = −~p2 = µ~v1, where µ = m1m2

m1+m2
is called the reduced mass and

~v1 = ~vp1−~vp2 is the relative velocity between the particles. This reduces the number of variables
so that we can treat it as a one-particle system. Let’s also assume that there is a gravitational
attraction between the two particles. Then if we assume conservation of mechanical energy, we
have

E = K + V =
1

2
µv1

2 − Gm1m2

r
, (7)

for the kinetic energy and the gravitational potential energy and where r is the distance
between the two particles and G is Newton’s gravitational constant. Therefore, the relative
speed v1 is given by

v1 =

√
2 (Gm1m2 + Er)

µr
. (8)
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Referring back to equations 5 and 6, we find that the Thomas precession is given by

tan (δ0 +4δ) =
v1v2

c
(√
c2 − v12 +

√
c2 − v22

) , (9)

by applying the hyperbolic identities sinh (artanh x) = x√
1−x2 and cosh (artanh x) = 1√

1−x2
and where v2 is the speed of the lab frame with respect to the CoM frame. Substituting (8) into
(9) gives

tanh (δ0 +4δ) =
v2
√

2 (Gm1m2 + Er)

c
(√

c2µr − 2 (Gm1m2 + Er) +
√
µr (c2 − v22)

) . (10)

So substituting (10) into (4) provides a possible application of quantum entanglement and
the relativistic Bell inequality to detect a small gravitational force between two particles. If
this were possible, it would be useful because normally gravity as a force is too weak to detect
on the scale of individual particles. One of the reasons one would want to do this is that some
theories of quantum gravity predict a deviation from the standard inverse square law of Newton’s
law of gravity. For example, in string theory, if large extra dimensions are present, then the
gravitational potential would be modified as (see [10] and [11])

Vg = −
Γ
(
d−2
2

)
ld−3Gµ

π
d−2
2 rd−2

, (11)

where d is the total number of spacial dimensions and l is the compactification size of the
extra dimensions. There is a problem with the above equations though, in that this potential
for Newtonian gravity is non-relativistic. One would have to apply general relativity, or some
approximation of general relativity. We tackle this in the next section.

4. Calculation for the relativistic gravitational force between two entangled
particles
Whenever one has to go beyond the Newtonian gravitational force to make it compatible with
special relativity, one has to use Einsteins theory of general relativity instead (the most accurate
theory known concerning non-quantum gravity). General relativity claims that the gravitational
force is not a ”force” as such but a curvature in the space-time background generated by matter
and energy. The relationship between mass-energy and the amount of curvature is given by
a tensor equation called Einstein’s field equation which related a measure of the space-time
curvature to the stress-energy tensor (the tensor which encodes the matter content of the
equation). For our purposes we do not need to use the full Einstein field equation though.
Just note that Newton’s force law can be recovered from it if we assume that the gravitational
field strength is very weak and when the speed of the source is much slower than that of light.
Interestingly, if we make the same approximation that the gravitational field is very weak but
we allow for relativistic speeds then we obtain an equation very similar to the Lorentz force law
for electromagnetism instead. At this level there are some similarities between the gravitational
force and the electromagnetic force, [12]

~a = − ~Eg − 4~v × ~Bg, (12)

where Eg and Bg have the same definitions as the electric and magnetic fields in

electromagetism, ~Eg = −~∇φ and Bg = ∇ × ~A. From the general solution of the linearised
approximation of Einstein’s field equation, the scalar and vector potentials are given by
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φ =
G

c2

∫
ρ0

|~x− ~x′|
1

(1− vs2

c2
)
1
2

dx′3 (13)

and

~A =
G

c4

∫
ρ0~vs
|~x− ~x′|

1

(1− vs2

c2
)
1
2

dx′3, (14)

where ~vs is the velocity of the source and ρ0 is the mass density of the source. For a point
mass, we can take ρ0 = mδ(~x′), where δ(~x′) is the Dirac delta function. Substituting this into
(13) and (14), we get

φ =
1

c2
(

1− vs2

c2

) 1
2

and ~A =
1

c4
(

1− vs2

c2

) 1
2

Gm~vs
r

. (15)

Substituting these back into equation (12) and utilising the definitions of Eg and Bg, we get

~a = − 1(
1− vs2

c2

) 1
2

Gm

r2
r̂ or ~a = −G

r2

 m1(
1− v12

c2

) 1
2

+
m2(

1− v22

c2

) 1
2

 r̂. (16)

for the case of our two particle system.
This expression for the acceleration can then be deployed in equation (6) to determine

the Thomas precession as a result of the treatment of gravity at this mostly classical level
of approximation.

5. Quantum mechanical description of the gravitational force
We can also model the decay into two particles in a gravitational field in quantum mechanics
by modelling it as a scattering solution similar to Coulomb scattering, given the similarities of
Newton’s law of gravitation to Coulomb’s force law in electrostatics. In the quantum mechanical
description of the two particle system, the Hamiltonian in the CoM frame is given by

Ĥ =
1

2µ
p̂2 + V (~r) with V (~r) = −Gm1m2

µr
= −G(m1 +m2)

r
(17)

for the gravitational potential so that

Ĥψ = − 1

2µ
~2∇2ψ − G(m1 +m2)

r
ψ. (18)

The solution to Schrödinger’s equation in (18) is given by

ψ = exp(ikr cos θ) 1F1

(
in′, 1, ikr (1− cos θ)

)
, (19)

where 1F1(a, b, c) is the hyper-confluent geometric function and n′ = Gm1m2
~2k . It would

be useful to compare our result to the Rutherford scattering cross section far away from the
”scattering centre” in order to validate our numerical results. We plotted our scattering solution
on the same axes as that of Rutherford scattering on a logarithmic scale in figure (1). Since for
our purposes we are interested in small radii, we want to see if it approaches the Rutherford
scattering at large radii. We see that it does according to the right part of figure (1). The
procedure is then to extract the expectation value for the acceleration a from this solution (19)
in the standard way, and then deploy this as well in the calculation of the Thomas precession.
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Figure 1. Left : Scattering cross section compared with Rutherford scattering. Right :
Comparison of the cross sections at different distances between the particles.

6. Conclusion
We have reviewed some literature on relativistic entanglement and the Bell-type inequalities.
In the second section on Bell’s theorem, we used the work on relativistic entanglement by
Terashima and Ueda [2] to show how one could use entanglement to detect small accelerations
between particles by measuring the Thomas precession. In the following section we developed the
idea further and suggested how one could use the result to detect weak forces between entangled
particles and explained how it could be extended to also detect large extra dimensions. The
calculation of the Thomas precession required the calculation of the change in rapidity of the
particles in the CoM frame. Given that Newton’s law of gravitation is not compatible with
special relativity, the next section was devoted to a relativistic description of the gravitational
force between the two particles, utilising the weak field approximation of general relativity. This
section showed explicitly at a mostly classical level of approximation how the desired rapidity
could be calculated. A subsequent section introduced a non-relativistic quantum approach
to calculating the same rapidity. Future work would extend the calculations to more accurate
treatments. In particular, a more accurate treatment should be given to the relativistic scenario.
It would also evaluate the size of the effects in a range of plausible scenarios. Given that previous
lower limits for extra dimensions are measured down to nanometre scale, an experiment as we
have described, if successful, could could constrain it even further to the femtometre scale.
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Abstract. We compute for the first time the near-side photon bremsstrahlung spectrum
associated with open heavy flavor propagating through a strongly-coupled quark-gluon plasma.
We expect that this observable will show measurably distinguishable differences between the
soupy slowdown in AdS/CFT compared to the sporadic stiff smacks from a weakly-coupled
pQCD plasma gas. Assuming the heavy quark loses energy from the usual AdS/CFT drag
setup we find that small angle photon radiation is suppressed in medium compared to vacuum
while wide angle radiation is enhanced.

1. Introduction
Experimental indications give a mixed picture of the relevant dynamics of the quark-gluon
plasma (QGP) created at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron
Collider (LHC). In particular, measurements of the distribution of low transverse momentum
(pT . 2 GeV/c) particles can be understood through near perfect viscous hydrodynamics with
a rapid hydrodynamization time [1–7] or from parton cascades [8–13]. Similarly, observables
related to single partons at high transverse momentum (pT & 15 GeV/c) can also be qualitatively
described using energy loss models based on either strong-coupling AdS/CFT [14–22] or weak-
coupling pQCD [23–39].

We therefore seek novel experimental handles to provide insight into the relevant dynamics
of the quark-gluon plasma (QGP) produced at the temperatures TQGP ∼ 400 MeV accessible at
RHIC and LHC. In particular with the massive increase in luminosity and detector sensitivity
that will come to the LHC after upgrades, the study of rare observables becomes possible.

A natural observable of potential interest is the measurement of the photon bremsstrahlung
associated with open heavy flavor propagation in QGP. Presumably the radiation pattern for
photons will differ depending on whether the heavy quark undergoes rare hard scattering events
as one expects from pQCD or if it rather is plowing through a strongly-coupled soup as described
by AdS/CFT. (Note that photon tagged heavy flavor production is different and refers to the
2→ 2 or 2→ 3 prompt hard photon production at heavy ion collision time t = 0 that is clearly
well described by standard perturbative field theory methods [40, 41].)

We provide here quantitative predictions for the photon bremsstrahlung produced by an open
heavy quark strongly-coupled to a strongly-coupled plasma. In this exploratory study we use
leading order heavy quark drag as derived from a steady state string setup in AdS/CFT [42, 43].
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The influence of fluctuations [44–46] in the momentum loss experienced by the heavy quark may
be an important contribution, but we leave it to future work.

2. Setup
We treat the heavy quark–anti-quark pair produced at the initial nuclear overlap at t = 0 and
moving in opposite directions as a classical current [47]

jµ(x) = Qe θ(t)
[
vµ(t)δ(3)(~x− ~x(t)

)
− ṽµ(t)δ(3)(~x+ ~x(t)

)]
(1)

coupled to the electromagnetic field

L = −1
4FµνF

µν + jµA
µ. (2)

In Eq. 1, Q is the fractional electric charge carried by the heavy quark, θ(t) is the usual
Heaviside step function, and

vµ(t) =
(
1, ~v(t)

)µ
ṽµ(t) =

(
1,−~v(t)

)µ (3)

~x(t) = ~x0 +
∫ t

0
dt′~v(t′).

For any generic current coupling to the electromagnetic field given by Eq. 2, one finds [16, 48]
that the momentum differential energy distribution of the emitted electromagnetic radiation is
given by

dE

d3k
= −1

2
1

(2π)3 j̃
µ(k)j̃µ(−k), (4)

where
j̃µ(k) ≡

∫
d4x e−ik·xjµ(x). (5)

2.1. Hard Production Electromagnetic Radiation
Since we will ultimately wish to compare to pQCD-based energy loss calculations for which
there are usually non-trivial UV and IR catastrophes associated with the factorization of the
hard production and subsequent dynamics, we wish to compute the difference in the radiated
energy in medium as compared to the vacuum. For the vacuum case, we have that, in the soft
radiation approximation, the heavy quark pair does not lose momentum after it is produced. In
this case we then take ~v(t) ≡ ~v0 and ~x(t) = ~v0t in Eq. 1. To perform the Fourier transform in
Eq. 5 one must insert a small convergence factor η. Evaluation of Eq. 5 then yields

j̃µvac(k) = lim
η→0

∫
d4x e−i[(ω−i η)t+~k·~x(t)] jµ(x)

= lim
η→0

Qe

[
vµ0

i ω − i~k · ~v0 + η
− ṽµ0

i ω + i~k · ~v0 + η

]

= −iQ e
[

vµ0

ω − ~k · ~v0
− ṽµ0

ω + ~k · ~v0

]
. (6)

After some manipulation and taking the motion of the quarks to be along the z direction, with
~k ·~v0 = ω v0 cos θ, ω ≡ k0, and v0 ≡ |~v0|, we find Eq. 4 yields for the differential energy radiated
in vacuum

dEvac
d3k

= 2
(2π)3 (Qe)2 1

ω2
v2

0 sin2 θ

(1− v2
0 cos2 θ)2 . (7)
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As is usual, we see that the total integrated energy radiated by the vacuum current grows
linearly with an artificially imposed UV cutoff ωmax. Interestingly, the inclusion of the pair of
quarks has tamed the usual IR divergence: the long wavelength physics knows that the total
charge remains 0 as the qq̄ pair separates.

2.2. AdS/CFT Induced Electromagnetic Radiation
The leading order energy loss of a heavy quark in a strongly-coupled N = 4 SYM plasma is
given by [42, 43]

d~p

dt
= −µ ~p, µ = π

√
λ

2
T 2

MQ
, (8)

where λ = g2Nc is the ’t Hooft coupling, T is the temperature of the plasma, and MQ is the
mass of the heavy quark.

From Eq. 8, and assuming motion is only in one dimension, we may solve for

p(t) ≡ |~p(t)| = p0e
−µ t

E(t) =
√
m2 + p2(t)

v(t) = p(t)/E(t) (9)

x(t) = 1
2µ ln

[
E0 + p0
E0 − p)

× E(t)− p(t)
E(t) + p(t)

]
.

We may plug in our results from Eq. 9 into our equation for the Fourier transform of the
current, Eq. 5, to find the Fourier transform of the current when the heavy quarks are subject
to the AdS/CFT heavy quark drag. Unfortunately, the result cannot be evaluated analytically.

3. Results
Once we have the Fourier transform of the current associated with a heavy quark pair separating
in a strongly-coupled AdS/CFT plasma, we may compute the difference in energy radiated by
the heavy quark in medium minus the energy radiated in vacuum. We show in Fig. 1 (left) the
result for mc = 1.5 GeV/c2 charm quarks and (right) mb = 4.75 GeV/c2 bottom quarks. Not
surprisingly, the biggest medium modification to ω2dE/d3k is centered at θmax ∼ mQ/pT ; one
can show numerically that the depth of the difference at θmax is a function of (mQ/pT )2.

One can understand the reduction in emitted photon radiation shown in the plot as follows.
In vacuum, the quarks are accelerated from rest to some non-zero velocity v0 associated with
the initial pT of the particles. The quarks in medium, on the other hand, immediately begin
decelerating due to the presence of the plasma. The produced photons will always have some
non-zero formation time. For the photons produced in-medium, the effective acceleration of
the quark is smaller than that for the quark in vacuum because of the immediate deceleration.
Therefore there is less radiation emitted from the in-medium quarks, and thus the suppression
observed in the subtracted spectrum.

4. Conclusions and Outlook
We presented the first prediction of photon bremsstrahlung for heavy quarks produced in a
strongly-coupled N = 4 SYM plasma. We derived the spectrum of emitted QED radiation
dE/d3k for a classical point current of given (potentially) time-dependent velocity in Eq. 4. We
then focused on the trajectory of a heavy quark strongly coupled to a strongly coupled plasma
as predicted by leading order AdS/CFT, in which case the momentum of the heavy quark is
modified according to the usual drag result dp/dt = −µp, where µ = π

√
λT 2/mQ. We plotted

the difference in the spectra of the photons produced in medium compared to those produced
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Figure 1: (Colour online) dE/d3k|med − dE/d3k|vac for T = 400 MeV strongly-coupled N = 4
SYM plasma for (left) mc = 1.5 GeV/c2 charm quarks and (right) mb = 4.75 GeV/c2 bottom
quarks. For both plots the quarks have pT = 200 GeV/c, the photon has energy 20 GeV, and
λ = 12. In both plots, the thicker red curve corresponds to both quarks traversing an infinite
length plasma, the thick blue curve to both quarks traversing up to 5 fm of plasma, and the
thick black curve to both quarks traversing up to 1 fm of plasma. For the dashed green curve,
the quark moving in the z direction traverses a distance of up to 5 fm while the away side quark
traverses a 1 fm thick plasma; for the dashed orange curve, the distances are reversed.

in vacuum, ω2dE/d3k|med − ω2dE/d3k|vac, in Fig. 1. The presence of the medium suppresses
the radiation emitted by heavy quark compared to that in the vacuum. Given the very small
angle at which the modification is significant, θmax = mQ/pT � 1, it is currently unclear
whether the current experiments at the LHC could distinguish between a modification to the
production bremsstrahlung as shown here or a potential modification to the photons generated
in the hadronization process in which the heavy quarks become heavy mesons.
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Abstract. Quantum wave equations with logarithmic nonlinearity are motivated by the
conventional (linear) quantum formalism and theory of quantum liquids. The matrix
generalization of the logarithmic equation is introduced, which is expected to complement
and extend the existing range of physical applications of the conventional (“single-channel”)
logarithmic wave equation; its properties and possible applications are studied.

1. Introduction
We consider the nonlinear logarithmic Schrödinger equation (LSE)

i∂tψ(x⃗, t) = (−∆+ VLSE)ψ(x⃗, t) , VLSE = −b ln |ψ(x⃗, t)|2, (1)

where ∆ is the d-dimensional Laplacian, b is a nonlinear coupling assumed to be a positive
constant here; the equation has the wavefunction solutions ψ ∈ L2(ℜd). This equation,
as well as its relativistic analogue (which is obtained by replacing the derivative part with
the d’Alembert operator), finds numerous applications in extensions of quantum mechanics
[1, 2], physics of quantum fields and particles [3, 4, 5, 6, 7], optics and transport or diffusion
phenomena, nuclear physics, theory of dissipative systems and quantum information [8, 9], theory
of superfluidity [10, 11, 12] and effective models of physical vacuum and classical and quantum
gravity [13, 14, 15, 16].

The physical meaning of the solutions ψ and proper interpretation of their dynamics are
determined by a phenomenological background of a given application. Still, the generic
mathematical features of Eq. (1) (and, first of all, the logarithmic form of its nonlinearity)
can be shared. For the purposes of illustration one can select, as a starting point, the context of
a linear quantum wave equation. In the Schrödinger picture, the evolution of quantum systems
is commonly described by the Schrödinger equation

i∂tψ(x⃗, t) = Ĥψ(x⃗, t) , Ĥ = −∆+ V (x⃗), (2)

which is linear by construction. In this equation, the choice of the potential V (x⃗) is usually
determined by a number of considerations. Let us consider as an example the exactly solvable
(ES) harmonic oscillator V(HO)(x⃗) ∼ |x⃗|2, which has the equidistant, purely vibrational spectrum
of the low-lying bound-state energies E(HO) and the localized wavefunctions of the form:

ψ(HO)(x⃗, t) ∼ exp(−iE(HO)t) exp
(
−|x⃗|2/2 +O(ln |x⃗|)

)
, (3)
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which can be regarded as a natural realization of the above-mentioned Madelung decomposition.
The other choices of a potential can be considered on grounds of either the formal relevance of
V (x⃗) ̸= V(HO)(x⃗) or its capability of describing the variability of the dynamics (by adding
perturbations to V(HO)(x⃗)).

Such an asymptotic behavior of wavefunctions may be perceived as related to a certain
equivalence-class property of potentials,

V(initial)(x⃗) = |x⃗|2 +O(ln |x⃗|) ∼ − ln[ψ∗(x⃗, t)ψ(x⃗, t)] = V(generalized)(x⃗). (4)

It is thus not too surprising that the logarithmically nonlinear Schrödinger equation (1) was
proposed as a “minimal” generalization of its linear predecessor in quantum theory [1].

2. Logarithmic wave equation in theory of quantum liquids
If one accepts that strongly correlated helium atoms can form a bound state characterized by
a single macroscopical wavefunction then the wave equation describing such object cannot be
of the Gross-Pitaevskii (GP) type, also known as the cubic Schrödinger (in the relativistic field
theory, its analogue would be the quartic scalar field theory ϕ4). There exist at least two reasons
for this. Firstly, the GP approach is a perturbative approach, which takes into account only
two-body interactions and neglects anomalous contributions to self-energy, which is a robust
approximation for dilute system like cold gases. However, it is unlikely to be sufficient for more
dense objects like liquids: according to aforesaid quantum liquid’s atoms are delocalized and
thus nothing prevents them from getting involved into multiple-body interactions. One example
of why multi-body (three and more) interactions are very important for forming bound states
of bosons at low temperatures is the Efimov state, which has been experimentally observed
in helium. The second issue is that the ground-state wavefunction of the GP BEC model in
absence of an external potential trap does not describe a localized object. Instead, the free GP
condensate tends to occupy all available volume - as such one needs to apply some kind of a
trap, in order to confine the condensate and stabilize the system. This feature is more pertinent
to gases than to liquids.

Luckily, there exists another candidate where the above-mentioned issues simply do not occur
in the first place. This is nonlinear Bose liquid defined by virtue of the logarithmic Schrödinger
equation of the type (1), except that the condensate wavefunction is normalized not to one but
to a total amount of condensate particles, see Refs. [14, 10, 11, 12]. The logarithmic Bose
liquid has a number of features suitable for our objectives: it implicates not only binary but
also multiple-body interactions (when three or more bodies can scatter simultaneously), and its
ground state is the so-called gausson – a spherically-symmetric object which is localized and
stable even in absence of a trapping potential, with the interior density obeying the Gaussian
law

ρ = |ψ(x⃗, t)2| ∼ exp (−|x⃗|2/a2), (5)

where a is a characteristic size. Notice that this object is different from the classical droplet
because it does not have border in a classical sense: its stability is supported by nonlinear
quantum effects in the bulk, rather than by surface tension.

In the work [11], an analytical theory of structure and excitations in superfluid helium was
proposed, which elaborates on above-mentioned microscopical aspects and goes beyond the GP
approximation. It consists of two nested models which act on different length scales, but are
connected via the parametric space: quantities and values of parameters in the long-wavelength
model are derived from the short-wavelength part. The short-length model justifies appearance
of collective degrees of freedom that can be used for describing the volume elements (fluid
parcels) of the quantum liquid. Thus, an intrinsic structure of a fluid parcel is described using
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the non-perturbative approach based on the logarithmic wave equation: one can show that the
interior density of the element obeys the Gaussian distribution.

The fact that the logarithmic model was so instrumental in describing one of the realistic
quantum Bose liquids we know of, gives us a hope that it can be also useful in a theory of
physical vacuum. According to the latter, the physical vacuum is described by an essentially
non-relativistic superfluid, while the Lorentz symmetry and relativistic gravity emerge in
the linearized (“phononic”) regime. This can be shown, independently, by means of the
modular group approach [13], fluid/gravity correspondence [14], Bogoliubov method [10], and
Arnowitt-Deser-Misner formalism [16]. Furthermore, there already exist some experimental
data suggesting a connection between the phenomena of superfluidity and gravity [17, 18]. As a
matter of fact, the superfluid vacuum paradigm allows us to explore a border of the relativity’s
applicability range, which is crucial for truly understanding of the spacetime approach, as well
as to go beyond it [15].

3. Analytical solutions
In this section we pay our attention to the possible simulations of the interaction between a
system and its environment which would be based on the logarithmic type of the interaction’s
nonlinearity. Let us, therefore, start from the choice of the first nontrivial case and consider
solutions of the matrix LSE with A being a 2× 2 matrix. For the sake of simplicity let us also
limit our attention to the case of the single spatial dimension replacing vector x⃗ by scalar x.
Then we can write

i∂tA+ ∂xxA+ b ln(A†A)A = 0, (6)

and we also impose that
x1∫

x0

tr(A†A)dx = N , (7)

assuming that the system is confined to the interval of x ∈ [x0, x1]. The latter formula comes
from the normalization condition

∫
dx⃗ tr(A†A) ≡ ⟨A|A⟩ = N , where integration is taken over

a spatial volume taken by the system, N being a constant usually interpreted as a number of
particles inside such a volume, while tr here is the standard matrix-trace operation.

Furthermore, below we consider the cases when we managed to obtain exact analytical
solutions of Eq. (6).

3.1. Diagonal case
We shall start our analysis from the simple yet nontrivial case of the two coupled LSEs, A being
a diagonal matrix

A =

(
ψ1(x, t) 0

0 ψ2(x, t)

)
, (8)

where ψa(x, t) are complex-valued functions. In this model the auxiliary cross-coupling terms
are neglected. Considering this case enables us to contemplate, more easily, a pair of uncoupled
logarithmic Schrödinger equations in a way which would emphasize also certain parallelism with
the concept of the coupled channels in the linear-theory setting. Moreover, in the language of
phenomenology, any pair of similar individual equations, linear or nonlinear, may be perceived
as mimicking a fully separated evolution of an isolated system S1 (of our immediate interest)
and of its remote and irrelevant, “switched-off” environment S2.

In the more realistic situations one can only rarely neglect the possible cross-interaction
between subsystems S1 and S2 completely. Still, the most immediate reward of the study of
such a mutual interaction usually comes when one assumes that the resulting “perturbation” of
the relevant subsystem S1 remains weak.
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The ground-state solution of Eq. (6) can be found exactly. In a rest frame, it has the form
of the gausson, i.e., by the Gaussian packet modulated by the de Broglie plane wave,

ψa(x, t) = Ca exp

(
−1

2
b x2 + νax− iEat

)
, (9)

where a = 1, 2 and where
Ea = b(1− lnC2

a)− ν2a (10)

is energy of a wave in the ath channel. Quantities Ca and νa are integration constants related,
together with b, to the mean and variance of the Gaussian packet.

If one imposes also the normalization condition (7) then one obtains an additional constraint
for the integration constants

F1(x0)− F1(x1) + F2(x0)− F2(x1) = 2

√
b

π
N , (11)

where we denoted Fa(x) = C2
a exp

(
ν2a
b

)
erf

(
νa−bx√

b

)
. For instance, when x1 and x0 are set to

plus and minus infinity then this constraint takes a simple form
2∑

a=1
C2
a exp

(
ν2a
b

)
=

√
b
πN .

Note that due to the Galilean symmetry of LSE, from solution (9) one can always obtain
gausson solutions whose center of mass propagates with velocity va, independently for each
channel. For instance, one can check that the following function

ψa(x, t) = Ca exp

[
−1

2
(x− vat) (b(x− vat)− 2νa − iva)

]
, (12)

is also a solution of Eqs. (6), (9), provided

(va/2)
2 + ν2a = b(1− lnC2

a), (13)

va being another real-valued integration constant.

3.2. Off-diagonal case
Contrary to the previous case, let us assume that it is the channel-coupling terms which are
dominating now. Therefore, one can assume A being an off-diagonal matrix

A =

(
0 ψ̄1(x, t)

ψ̄2(x, t) 0

)
, (14)

where ψ̄a(x, t) are complex-valued functions.
Still, the ground-state solution of Eq. (6) can be found exactly. In a rest frame, it also has

the form of the Gaussian packet modulated by the de Broglie plane wave,

ψ̄a(x, t) = Ca exp

(
−1

2
b x2 + νax− iĒat

)
, (15)

where a = 1, 2, and
Ēa = ν2a − b(1− lnC2

a) (16)

is energy of a wave, Ca and νa are integration constants related, together with b, to the mean
and variance of the Gaussian packet. If one imposes also the normalization condition (7) then
one obtains an additional constraint for the integration constants, which is identical to Eq. (11).
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Comparing the solution (15) with its diagonal analogue (9), one can see an interesting feature:
two solutions can be transformed from one another by a simple time inversion

ψa(x, t) = ψ̄a(x,−t), Ea = −Ēa, (17)

which can indicate that the diagonal and off-diagonal terms of the matrix A describe the
processes happening in opposite directions of time, or, alternatively, having opposite signs of
their energy eigenvalues.

4. Conclusion
The logarithmically nonlinear quantum wave equation, both in its original and matrix forms, is
introduced and discussed based on motivations coming from different areas of quantum physics.
We also considered some special cases and analytical solutions, for the case of 2×2 matrices. The
solutions seem to have a general feature of possessing a Gaussian wave packet shape modulated
by the de Broglie plane waves. Besides, the diagonal and off-diagonal components of the ma-
trix turn out to be describing the waves with opposite signs of energy or, alternatively, moving
in opposite directions of time. Other types of matrix solutions can be a subject of future studies.
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