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Message from the Conference Chairperson 

The 61st Annual Conference of the South African Institute of Physics was held at the Kramer 
Law School, Middle Campus, University of Cape Town, from 4 July to 8 July 2016, under the 
aegis of the Department of Physics and the Department of Astronomy of UCT.  

The conference was officially opened on 4 July by DST Chief Director Danny Adams after 
opening remarks by UCT DVC Research, Danie Visser, and SAIP President, Azwinndini 
Muronga.  The conference was attended by 492 delegates.  There were Invited Plenary talks 
by speakers from South Africa, Germany, Austria, the UK and the USA.  These included the 
Gold Medal address by the 2016 winner, Prof. Manfred Helberg.  In addition, there were 
invited addresses by the 2016 Silver Medal awardees Dr. Angela Dudley and Dr. Shazrene 
Mohamed.  The Conference itself started on 5 July and was preceded on 4 July by two Winter 
Schools, on the topics “From the Smallest to the Largest Scales: Our Evolving Universe” and 
“The Biophysics of Cells and Macromolecules”, as well as a Teachers Workshop to encourage 
school science teachers into the SAIP fold.  A feature of the conference was the introduction 
of the Physics Bowl, a challenge between teams of university students, held on 7 July.  A great 
time was had by all, with the winning team being from the University of Cape Town with 
second place going to the University of Limpopo.  The Conference Banquet was held in the 
Jameson Memorial Hall on 8 July. 

There were a total of 517 scientific contributions presented at the conference, of these 328 
being oral presentations and 189 being poster presentations.  Of course, the conference would 
not have been a success without the assistance and commitment of many people: those on the 
Organising Committee and in the Departments of Physics and Astronomy; the SAIP Division 
Heads and reviewers whose work has made these Proceedings possible; the SAIP Council and 
the SAIP Office under Brian Masara, with his team of Dr. Roelf Botha and Juan Grey who 
supplied vital IT support; and finally the invaluable assistance of the UCT Conference 
Management Centre under the guidance of Ange Bukasa. 

Roger Fearick 
Chairperson: SAIP2016 Conference 
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Message from the Host Editors 

As host editors of the 2016 SAIP Proceedings, our job was to supervise and manage the review 
process and publication of the conference proceedings.  The entire process (from submission 
to publication) was governed by the SAIP Proceedings Guidelines with an effort to emphasize 
the presence of new scientific material in each of the published proceeding papers.  The 
submission process was supplemented in 2016 by the addition of a Supervisor’s Agreement to 
assist students in producing high-quality submissions.   

All submissions were first checked for formatting.  Submissions that failed to meet these 
requirements were returned to authors for their layout to be corrected.  Once layout review was 
complete, it was followed by the peer-review process.  The peer-review process followed the 
SAIP Proceedings Guidelines, which requires that the content of each paper is reviewed by 
two experts with a PhD in the relevant area of research.  If there was differing opinions between 
reviewers, a third reviewer was called upon to review the paper. 

In theory, once a paper is submitted, its publication should be swift but, unfortunately, the 
reality has been very different.  Publication of a proceedings requires as much the goodwill of 
reviewers as it does the patience of authors.  Evaluating papers is onerous and many of our 
reviewers made commendable efforts to produce detailed and meaningful reports that we are 
incredibly grateful for.  We particularly wish to thank the reviewers who took the time to 
comment on more than one paper. 

We unreservedly apologize for the length of time required to publish these proceedings and 
are thankful to the many authors who tolerated the delay as we worked to complete the review 
process.  We received 180 papers from the 517 abstracts submitted to the 2016 SAIP 
Conference.  121 papers completed the required layout criteria and were passed on to reviewers 
for evaluation.  Of these 121 papers, 74% were accepted for publication, a total of 90 papers 
are included in these proceedings.   

In addition, the editors want to thank all authors for submitting their work to 2016 SAIP 
proceedings.  The high-quality scientific content of these proceedings is a reflection of your 
hard work and the excellent Physics research happening in South Africa. 

Special thanks go to the Local Organizing Committee for the 2016 SAIP Conference.  Thank 
you Roger Fearick for your willingness and sacrifice to chair the committee; thank you Andy 
Buffler and Patrick Woudt for your leadership.  And thank you to the rest of the committee 
members (Mark Blumenthal, Tom Dietel, Tom Jarrett, Gregor Leigh and Heribert Weigert) for 
the many things that you did.  Lastly, thank you to the Physics department staff and students 
making sure all of the details were handled professionally and quickly. 

We would also like to thank the Division Heads for their assistance in assigning appropriate 
experts for the papers in their fields and their willingness to deliver advice on content when 
asked. 
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The editors also thank the Review Panel for helping make the final push towards completion. 
Your help was invaluable in getting the last reviews and making those final decisions. 

Lastly, we would like to thank the SAIP Executive Officer (Brian Masara) and the SAIP IT 
Team (Roelf Botha, Juan Grey, Lizzy Sathekge and Tebogo Mokhine) for their tireless efforts 
to support us and teach us the ins and outs of publishing this conference proceedings.  Without 
your help, this would not have been possible. 

Steve Peterson and Sahal Yacoob 
Host Editors for the 2016 SAIP Proceedings 
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Abstract.  The synthesis of ZrC layers was performed in an in-house developed, 
vertical-wall chemical vapour deposition (CVD) system operating at atmospheric 
pressure. Zirconium tetrachloride and methane were used as zirconium and carbon 
sources respectively, with an excess of hydrogen as reducing agent. Argon was used to 
carry the vaporised ZrCl4 at 300 °C to the reaction chamber.  The deposition of ZrC
was carried out on graphite substrates at temperatures in the range of 1200 °C –1600
°C. The molar ratio of CH4/ZrCl4 was varied from 6.04 to 24.44.  Response surface
methodology was applied to optimise the process parameters for the deposition of 
ZrC.  A central composite design was used to investigate the effects of temperature 
and molar ratio of CH4/ZrCl4 on the average crystallite size.  Quadratic statistical 
models for crystallite size was established. Scanning electron microscopy (SEM) 
images show that the coatings became more uniform with increased particle 
agglomeration as temperature increased. 

1. Introduction
The use of ZrC has been proposed as replacement for SiC, or in addition to the standard SiC layer, in
TRISO (tristructural-isotropic) layers. This is because ZrC is a better barrier than SiC against Ag
diffusion and is more resistant to Pd attack [1,2]. The physical and chemical properties of ZrC layers
depend on chemical composition, crystallite size and morphology, orientations of crystal planes,
structural defects, porosity, and the presence of impurities. These factors are a function of the methods
and conditions used in growing ZrC coatings. Chemical vapour deposition (CVD) produces coatings
with very low levels of impurities and low porosity [3]; this is why it is the preferred method.
Compared to SiC, little research has been published on the use of ZrC in nuclear reactors. The main
reason is that SiC has proven nuclear applications. Another reason for this might be that it is difficult
to grow good quality ZrC. This paper reports on the development of a deposition process for the
preparation and optimisation of ZrC layers at temperatures ranging from 1200 °C to 1600 °C and
CH4/ZrCl4 molar ratios ranging from 6.04 to 24.44. After choosing temperature and the CH4/ZrCl4
ratio as the dominant variables influencing the properties of ZrC, in order to achieve optimum
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conditions for growing ZrC coatings, a statistical experimental design methodology (central composite 
design) was applied to explore the effects of these variables [4]. 
 

2.  Experimental 
2.1 Apparatus and deposition process 
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Figure 1. Process and instrumentation diagram for the CVD reactor set-up. 

In this study a vertical-wall thermal CVD system illustrated in Figure 1, was developed in-house at 
The South African Nuclear Corporation (Necsa).  It is composed of a 10 kW RF power supply system, 
a gas supply and delivery system, the reactor system, and an exhaust/scrubber system.  ZrC was 
deposited on graphite substrates from ZrCl4-Ar-CH4-H2 gas mixtures. Methane, hydrogen and argon 
flow rates were measured by flow meters and directed into the reaction chamber as shown in Figure 1. 
The deposition was carried out for typically 2 hours at atmospheric pressure. Hydrogen and argon flow 
rates were constant at 853 sccm and 562 sccm respectively. This gave a 1.0 g/h mass transfer rate of 
ZrCl4. Table 1 gives the details of the deposition parameters. 
 
2.2.  Design of experiments and response surface methodology 
Response surface methodology (RSM) was applied  to analyse and model the effect of the independent 
variables on the response(s) [4]. The ZrC deposition process was investigated using a central 
composite design (CCD). The temperature (T) and the CH4/ZrCl4 molar ratio (M) were chosen as the 
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independent variables.  For this paper, the average crystallite size was selected as the dependent 
(response) variable. For the purpose of analysing the raw data and testing the goodness of fit of the 
model, an analysis of variance (ANOVA) was implemented.  The details of testing of model adequacy 
and suitability were explained elsewhere [5].  The 13 experiments and the point types generated, are 
indicated in Table 1. The experiment was designed and statistical analysis was done using DESIGN-
EXPERT® 7.0 [6], which is a commercial statistical software package. 
 

Table 1.  Parameters for CVD experiments and average crystallite size. 
Exp. 

Number 
Point 
type 

Temperature 
(°C)  

CH4/ZrCl4  CH4 flow rate 
(sccm) 

Crystallite 
size  (nm) 

1 Axial 1400 24.44 43.3 21.8 
2 Axial 1400 6.04 10.7 23.9 
3 Factorial 1541 8.73 15.5 29.1 
4 Factorial 1259 21.75 38.5 28.4 
5 Centre 1400 15.24 27.0 31.9 
6 Axial 1600 15.24 27.0 34.1 
7 Centre 1400 15.24 27.0 32.0 
8 Centre 1400 15.24 27.0 34.2 
9 Centre 1400 15.24 27.0 33.4 

10 Factorial 1259 8.73 15.5 25.8 
11 Factorial 1541 21.75 38.5 27.8 
12 Centre 1400 15.24 27.0 32.6 
13 Axial 1200 15.24 27.0 26.3 

 

3.  Results and Discussion 
3.1 Crystallographic structure and Phase composition 
Figure 2 shows a typical XRD pattern of ZrC coatings deposited at a substrate temperature of 1259 °C 
at CH4/ZrCl4 of 21.7. Ten reflections of ZrC were observed, and matched with the International Centre 
for Diffraction Data (ICDD) file number 03-065-8833 for the material. They indicate that 
polycrystalline face-centred cubic structure of the ZrC coating has been deposited. The average 
crystallite size of the samples was determined from the Scherrer equation [5]. The raw experimental 
data are presented in Table 1. 
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Figure 2.  Typical XRD pattern for ZrC deposited at 1259 ºC for CH4/ZrCl4 molar ratio of 15.23. 

3.2.1.  Average crystallite size.  
The execution of the response surface methodology produced the regression equation (1) which 
represents the relationship between the crystallite size and the independent variables T (temperature) 
and M (CH4/ZrCl4 molar ratio).  

23253 1057.81081.41006.128.417.069.129 MTTMMTD --- ´-´-´-++-=  (1) 

A quadratic model was found to be statistically significant. The model’s corresponding p-value is less 
than 0.05 (95% confidence). The lack-of-fit is not significant with the F-value and p-value of 4.93 and 
0.0787 respectively.  The R-squared and adjusted R-squared values are 91% and 85%, indicating that 
the regression model gives a good description of the relationship between the temperature and 
CH4/ZrCl4, and the crystallite size.  
      To fully describe the interactions and the quadratic effect of the temperature and CH4/ZrCl4 on 
crystallite size, the response surface analysis was plotted in the contour graph given in Figure 3. The 
dots represent the experimental values (given in Table 1). The numbers in rectagles denote the value 
of the response along the given contour given by Equation 1.  The integer “5” represents the five 
replicated centre points.  It can be observed that the average crystallite size increases as temperature 
and CH4/ZrCl4 ratios increase. This can be interpreted to be a result of the increasing temperature 
causing increased atomic mobility which favour crystal growth.  There should also be a sufficient 
CH4/ZrCl4 concentration to facilitate the reaction mechanism. It is also observed that as the 
temperature and CH4/ZrCl4 increases further the average crystallite size decreases. The reason for this 
may be due to increased amount of free carbon which acts as an impurity, retarding ZrC crystal 
growth.  
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Figure 3.  The effect of temperature and CH4/ZrCl4 ratio on crystallite size. 

3.2 Surface morphology 
Figure 4 shows SEM micrographs of ZrC deposited at 1200 °C, 1400 °C and 1600 °C. The CH4/ZrCl4

ratio was maintained at 15.23 during deposition.  ZrC deposited at 1200 °C shows ball-shaped
particles clustering together to form a cauliflower-like shape. Several pores surrounded the 
cauliflower-like shapes. At 1400 °C the ball-like shapes became bigger and the openings reduce
significantly. This might be an indication of small particles agglomerating to form much bigger 
particles during deposition. When the temperature was increased to 1600 °C, the ball-like shapes
became even much bigger that those at 1400 °C. At this point the openings are no longer visible
leaving the bottom of the surface looking somehow flat. Some regions of the surface have the particles 
stacking on top of each like islands.  No cracks were visible in all the deposited ZrC. It is therefore 
clear that the substrate temperature influenced the morphology and the surface uniformity of the ZrC 
coatings.  
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Figure 4. SEM image of the surface morphology of ZrC layers deposited at CH4/ZrCl4 ratio of 15.23 
and at A-1200 oC, B-1400 oC and C-1600 oC.

4.  Conclusion 
ZrC coatings were deposited on graphite substrates at atmospheric pressure using an in-house built 
vertical CVD system. The experimental raw results were analysed using response surface 
methodology (RSM) to give a correlation between the crystallite sizes and, substrate temperature and 
CH4/ZrCl4 ratio. Mathematical regression representations were obtained and are useful in predicting 
the values of the independent variables for the preparation of ZrC layers with desired average 
crystallite sizes. The graphical representation further displays the patterns and trends of their 
behaviour. SEM results showed that particle size and coating uniformity increase with increasing 
temperature in the range of 1200–1600 °C. This means that to deposit a relatively thick coating high 
temperatures are required. 
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Abstract. ZnO thin films were successfully synthesized by the sol-gel method using the spin 
coater technique. The films were annealed at 600 °C in air for two hours and in a H2 flow for 
different time periods. The un-annealed film showed an amorphous structure. The c-axis 
orientation along (002) plane was obtained for the films annealed in air and in the H2 flow. The 
crystallite sizes were 47 nm, 44 nm and 38 nm for the films annealed in air and in H2 for 30 min 
and 60 min, which were very close to the average particle size obtained from scanning electron 
microscopy images, confirming the excellent crystallinity of the films. The films (as-prepared 
and annealed in air) exhibited a broad visible emission as well as a high intense ultraviolet 
emission. The films annealed in H2 atmosphere emitted a single greenish emission centred at ~ 
511 nm, and this was attributed to oxygen related defects. 

1. Introduction  
Over the last fifty years, research on metal oxide semiconductors has drawn significant interest because 
of their optical and electrical potential in electronic devices. ZnO has emerged as a II - VI group 
compound semiconductor with fascinating properties, the direct wide bandgap (3.37 eV) and the large 
exciton binding energy (60 meV) of ZnO [1] make it suitable and stable for such application conditions. 
Furthermore, ZnO has inherent defects which are responsible for its optical properties (visible emission 
from 400 nm to ~ 750 nm). The interests on ZnO thin films have been considered as a promising route 
to improve its optical and electrical properties, and to obtain a high quantum efficiency. Excellent 
crystallinity and particle morphology can easily be adapted by preparing ZnO as a thin film.  
     Various techniques have been used to fabricate ZnO thin films such as sputtering, pulsed laser 
deposition, chemical vapour deposition and spray pyrolysis [2]. Amongst these techniques, the sol–gel 
process is in the forefront in both research and industrial fabrications because of its ease, low cost and 
above all, the sol-gel process is able to provide homogeneous films, excellent control of the film 
composition and lower crystallization temperature. These are due to the mixing of liquid precursors. 
Post-annealing treatments and annealing in reducing atmosphere are some of the laboratory tricks to 
control the film stoichiometry and to enhance the film structure and morphology in order to obtain 
required properties. 
     In this work, sol-gel ZnO films were successfully deposited by using the spin coating technique. The 
structural and morphological properties were studied by X-ray diffraction (XRD) and scanning electron 
microscopy (SEM). Although, much research has been done on sol-gel ZnO thin films, different results 
were obtained in this article. In particularly, a single peak of green emission around 500 nm was 
obtained, which was attributed to oxygen vacancies (Vo).       
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2. Experimental procedure 
Sol-gel ZnO thin films were prepared by using the spin coating technique. Zinc acetate dihydrate (Zn 
(CH3COO)2•2H2O, Alfa Aesar, purity 99.95%) was used as a starting material. Mono-ethanolamine 
(MEA) and methanol were used as a stabilizer and solvent, respectively. A concentration of 0.2 mol/L 
zinc precursor solution was prepared by dissolving the zinc acetate dihydrate in the methanol. Mono-
ethanolamine was dissolved into the solution. The molar ratio of the MEA:Zn was fixed at 1:1 for all 
the samples. The final solution was obtained by stirring the mixture for 30 min at room temperature 
using a magnetic stirrer. The final solution was kept for 48 hours at room temperature of 24 °C.  Silicon 
(100) substrates were used for the film fabrication. The silicon substrate was cleaned ultrasonically for 
15 min using acetone to remove the organic contaminations, and then rinsed with ethanol and deionised 
water, and was then dried by N2 gas. The solution was dropped onto the silicon substrate, which was 
rotated at 2500 rev/min for 30 s using the spin coater. After deposition, the films were preheated in air 
on a hot plate at a temperature of 250 °C for 10 min to evaporate the solvent and remove the organic 
residuals. The procedures from coating to preheating were repeated 7 times until the desired thickness 
of ~ 500 nm was obtained. The films were annealed in air at 600 °C for 2 hours using a controlled tube 
furnace. After annealing at 600 °C, a mixture of H2:Ar gas was introduced into the tube furnace. A ratio 
of 5:95 H2:Ar gas was used during the annealing of the films with a flow ratio of 10%. The H2/Ar flow 
was introduced for different annealing times (30 min and 60 min).  
     For structure and phase analysis, a Bruker X-ray diffractometer (40 kV, 40 mA) with CuKα    
(0.15406 nm) was utilized. The scan range was from 2θ =15° to 100° and steps were 0.0178°. A JEOL 
JSM-7800F SEM was employed to probe the particle morphology. Photoluminescence (PL) spectra 
were collected at room temperature with a PMT detector. The films were excited with a He-Cd laser PL 
system with a 325 nm excitation wavelength. 

3. Result and discussion 
3.1.  XRD and structure analysis 
XRD spectra of the sol-gel ZnO films are shown in figure 1. The un-annealed film has an amorphous 
nature, while the films annealed in different conditions have shown highly c-axis orientation along the 
(002) plane, which is perpendicular to the substrate surface. It is a common physical phenomenon that 
ZnO film crystallises by post-annealing treatment. Although the ZnO thin films have been prepared by 
different methods, the orientation along the c-axis has always been the preferred orientation. This is due 
to the lower energy of the (002) plane [3]. The crystallite size was estimated by using the well-known 
Scherrer equation. The crystallite sizes were 47 nm, 44 nm and 38 nm for the films annealed in air, H2 
flow for 30 min and H2 flow for 60 min, respectively. The crystallite size decreased with increasing time 
of the H2 flow. This may be due to the removal of more oxygen atoms from the crystal sites. The peak 
at 2θ = 32.86° on the films annealed in reducing atmosphere (H2) for different times is due to the 
forbidden Si (200) from the substrate that is observed in some cases and not due to changes in the film 
thickness.  
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Figure 1. XRD patterns of the films as described in table 1.   

3.2.  Surface morphology 
Figure 2 shows the surface morphology of the sol-gel ZnO films annealed at different conditions. The 
as-prepared film (un-annealed) showed an amorphous nature as confirmed by XRD results, where no 
particles were observed, meaning that the film was not crystalline. The films annealed under different 
conditions (b), (c) and (d) shown spherical particles and their average particles sizes were found to be 
42 nm, 28 nm and 46 nm, respectively. Of interest, the particles size computed on the basis of SEM 
images are in the same order size to the crystallite sizes calculated from XRD (figure 1), hence the 
annealed films have a high quality of crystallinity. The small differences between the crystallite and the 
particle size is associated to the un-uniformity of the particle size distribution and the agglomeration of 
crystallites, however, the obtained bigger crystallite size in comparison to the particle size for the 30 
min annealed sample is unexpected and need further investigation. These results have directly 
contributed into the optical properties of the films, where the films provided a high PL intensity. The 
particles of the annealed films have a lower particle density compared to the results of Davood Raoufi 
et al. [4]. Therefore, the films may be porous. 

3.3. Photoluminescence properties  
Figure 3 shows the PL spectra of the sol-gel ZnO films annealed in different experimental conditions. 
The un-annealed film figure 3(a) and (de-convoluted in b), exhibited strong excitonic emission around 
the UV region centred at 379 nm as well as a weak deep level emission centred at 400 nm (blue) and 
609 nm (orange), the emission band at 400 nm is probable due to the electron transition from the 
conduction band or Zni to the deeply trapped hole at the zinc vacancies (Vzn). The emission at 609 nm 
arises from the recombination between the photogenerated electron close to the conduction band (Zni) 
and the deeply trapped single ionized oxygen interstitial (Oi) [5]. The weakness of the visible emission 
on the un-annealed sample means that the film has the lowest concentration of ZnO intrinsic defects. 
Therefore, the strongest UV emission was due to the lack of competition between the defects and exciton 
recombination. It is worth noting that with annealing and increasing the reducing atmosphere annealing 
time, the deep level emission intensity increased while the band to band emission (UV) decreased. 
Annealing in air and reducing atmosphere introduced more defects in the film structure. The question 
is, why the un-annealed film contained such low defect concentration? This may be explained by 
understanding the ZnO structure and the role of annealing temperature on the film structure. ZnO has a 
non-centrosymmetric hexagonal wurtzite symmetry composed of Zn and O sub-lattices, which are 
responsible for the generation of the defects. The un-annealed film showed an amorphous structure 
nature from the XRD pattern (figure 1) which referred to an incomplete crystallization structure, 

(002) 
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therefore, no more defects were formed in the film matrix, where the annealed films have well
crystallized (XRD (figure 1)), and the defects were generated as confirmed by XRD and their high deep 
level emission.

    

    
Figure 2. SEM images of the sol-gel ZnO films deposited by spin coating technique, (a) as prepared (un-
annealed), (b) annealed in air for two hours at 600 °C, (c) exposed to a H2 flux for 30 min during 
annealing, (d) exposed to a H2 flow for 60 min during annealing.  

The un-annealed film may possess residual organic solvents and structural defects which acted as non-
radiative recombination centres, and hence the film emitted low defects related emission. After 
annealing in air at 600 °C, the intensity of the visible emission increased relative to the UV emission, 
and the violet emission around 400 nm disappeared which was probably due to the disappearance of the 
Zni while a new green emission at 504 nm has appeared. The increasing of the visible emission intensity 
was due to the film crystallinity, and may be due to the removal of non-radiative centres that came from 
the residual organic solvents and structural defects. Oxygen vacancies (Vo) are commonly reported 
defects in ZnO because of their low formation energy, and it is these that are speculated to play a role in
the green emission of ZnO [6]. Therefore, Zni which caused the blue emission in the un-annealed films 
may have diffused to form a new Vo in the annealed film. The orange (609 nm) emission of the un-
annealed film was red-shifted to 660 nm after the annealing process. The following reaction (1) possibly 
occurred during the air annealing process:

ZnO                                     ZnO1-x+xV𝑜𝑜• + xO𝑖𝑖
−                  (1)

The oxygen interstitial (Oi) may be also be introduced to the film from the atmospheric oxygen during 
the annealing process [7]. The shift in the orange emission from 609 nm to 660 nm after annealing in air 
could be due to the formation of and/or change in local position of the related defects [8]. The peak 
around 753 nm on the un-annealed film and the film annealed in air is due to the scattered UV second 
order peak.
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Figure 3. Photoluminescence spectra of (a) the sol-gel ZnO films prepared and annealed in different 
conditions, (b) De-convoluted peaks of the un-annealed film, (c) De-convoluted peaks of the film 
annealed in air and (d) CIE colour coordinates.

The film annealed in H2 for 30 min exhibited a broad green emission peak around 507 nm with a high 
intensity, while the UV intensity has drastically decreased. The disappearance of orange and red 
emission is probably due to the removal of some of the oxygen-related defects. H2 may have reacted 
with oxygen atoms and ions in the film resulting in the formation of evaporated H2O or metallic Zn. The 
film annealed in H2 for 60 min emitted a higher intensity green emission centred at 500 nm as well as a
very weak UV emission, meaning that more/new defects were formed in the film structure leading to an
increase in the competition between the defects and the exciton recombination. The blue shift on the 
green emission after increasing the reducing atmosphere time could be related to a change in the related 
defects local positions and therefore a shift in the defect level energy position.

Since the photometric characteristics are very important factors in optoelectronic applications, the 
colour coordinates (X, Y) and the colour correlated temperature (CCT) of the samples were studied by 
the CIE 1931 software and are displayed in figure 3(d). The CIE coordinate values are important in the 
sense that they give a quantitative link between the distributions of wavelengths in the electromagnetic 
visible spectrum, and the physiological perceived colours in the human colour vision. The McCamy 
equation was used to calculate the parameters which were tabulated in table 1.

CCT = -437 n3 + 3601 n2 – 6861 n + 5514
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where n = (x - xe)/(y - ye) and the chromaticity epicentre is at xe = 0.332 and ye = 0.186. 

Table 1. The colour coordinates (X, Y) and colour correlated temperature (CCT) of the sol-gel ZnO 
films. 

Sample name X Y CCT (K) 

Un-annealed 0.24 0.08 1986 

Annealed in air 0.52 0.45 2296 

H2 for 30 min 0.28 0.43 7143 

H2 for 60 min 0.23 0.37 10497 

4. Conclusion
C-axis oriented ZnO thin films were successfully prepared by sol-gel method using the spin coating
technique. Structural, morphological and optical properties of the films were studied. The deep level
defect related emission of ZnO was discussed. The tuneable green emission with colour coordinates (X
= 0.28, Y = 0.43) and (X = 0.23, Y = 0.37) were obtained from the films annealed in H2 for different
times. The results indicate that oxygen vacancies and interstitials are responsible for the green emission.
These films are useful for luminescent thin film applications, particularly where green emission is
required.
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Abstract. Positron lifetime components and associated intensities in the temperature range   
300 – 800 K were measured using standard fast-fast coincidence technique.  Two lifetime 
components were resolved after background and source corrections. The long lifetime 
component decreases in the temperature range from 500 ps at 300 K to 402 ps at 711 K. This 
corresponds to a fractional increase in the annihilation rate of 22% in the temperature range 
300 K to 693 K. The de-trapping of positronium from the Bloch states followed by 
annihilation through the ‘pick-off’ process appears to be one of the dominant processes in the 

long lifetime components in the temperature range. Annihilation rates from positron 
annihilations with valence and core electrons of the individual atoms of the sample are also 
calculated using density functional theory in the framework of generalized gradient 
approximation. 

1. Introduction 
Positronium which is a hydrogen-like bound state, has two configurations that depend on the relative 
spins of the positron and electron. The singlet state (S=0, M=0) is referred to as para-positronium     
(p-Ps), where S is the total spin and M is the z-component quantum number. The triplet states (S=1, 
M=0, ±1) are referred to as ortho-positronium (o-Ps).  Para-positronium emits two gamma photons 
while ortho-positronium emits three gamma photons. Experimental measurements of positronium 
annihilations use the two lowest states. These two lowest states are both in ground states (n=1 and 
L=0) namely 1S0 (p-Ps) and 3S1 (o-Ps). The decay rate of p-Ps ground state, 11S0, is calculated as a 
series of α given by [1] 
 

 
  

          (1) 
where α ≈ 1/137 

Para-positronium mean lifetime calculated from equation (1) is about 125 ps and more 
calculations [2-5] are in agreement. The ground state decay rate of the ortho-positronium, 11S1, 
decays into an odd  
number of photons and is given by [6-7] 
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                                                      (2) 
 

where B0 is a two-loop coefficient needed to bring theory into an agreement with experiment. The 
effects of higher order term O(α6me) are fully discussed elsewhere [8-12] 

The mean lifetime of ortho-positronium is about 142 ns [13-14].  The lifetime of ortho-
positronium is very long such that it is possible that some processes can take place and disturb the 
ortho-positronium system before it annihilates. One of the processes known as “pick-off” 

annihilation involves the positron in the ortho-positronium system colliding and annihilating with 
one of the electron of the host material but not with the electron that is part of the positronium 
system [15]. The “pick-off” process is carried out in accordance with the reaction 

                                               
                                                                                               (3) 
 

where e- is the free electron of conduction band or valence electron of lattice atom 
The annihilation rate of Ps in a solid can be written as 
 
                                                                                                 (4) 
 

where κΓo is self-annihilation rate and Γpick-off  is the pick-off annihilation rate. Pick-off annihilation 
rate can be obtained from a standard Monte Carlo sampling as 
 

                                                    (5) 
 

where n_(r), n+(r) are the electron and positron densities respectively and γ is the enhancement 
factor. 

The other process is the conversion of ortho-positronium into para-positronium due to spin-orbit 
interaction [15]. As soon as the conversion takes place, para-positronium annihilates quickly. Hoydo 
et al [16-17] suggested that in alkali halide crystals, positronium exist in a free Bloch state at very 
low temperatures. A simple model proposed by Hoydo et al [23] which include free and trapped 
states for positrons and positronium is used. The positron lifetimes and their corresponding 
intensities in the framework of this model are given by  
 

                     (6) 
 

                                                (7) 
 

                     (8) 
 

                     (9) 
 

where the subscripts f, t+, pPs, foPs and toPs refer to the free positron, trapped positron, free para-
positronium, free ortho-positronium and trapped ortho-positronium respectively. 

More studies on KCl and NaF [18-20] reported a localization of positronium as the temperature 
rises in the temperature range 9 – 400 K.  Alkaline earth halides have a structure close to that of 
alkali halides. Elefteriades et al [21] measured positron lifetimes in barium fluoride in the 
temperature range 10 – 293 K. They found an increase in the intensity of a long lifetime component 
between 12 and 80 K followed by a decrease of intensity from about 63% to 37% in the temperature 
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range 80 – 293 K. An increase in the positronium formation probability, associated with temperature 
range 10 – 80 K, was viewed as localization of positronium and they also suggested that a decrease 
in the second lifetime component intensity from about 63% to 37% was probable due to the de-
trapping of localized positronium at temperatures higher than 80 K.  

In this work we explore the temperature dependence of annihilation parameters in ionic barium 
fluoride in the higher temperature range 300 – 800 K. We further study the annihilation rates due to 
positrons annihilating with valence and core electrons of the individual atoms in barium fluoride in 
the temperature range using density functional theory in the framework of generalized gradient 
approximation. We also understand that in alkali earth halide, only anionic vacancies, which are 
positive, are thermally created and the long positron lifetime measurements would be difficult to 
attribute to annihilations at defects in the temperature range 300 – 800 K.  We have not yet found 
any literature reporting in this temperature interval using positron annihilation technique. 

2. Experiment
Two barium fluoride samples each of surface area 8 mm × 10 mm and thickness of 2 mm and of
cleavage [111] were obtained from Goodfellows, Britain. A positron source of activity 15 µCi of
22NaCl was sealed between two electron-welded nickel foils (density of 8.9 g/cm-3) each of thickness
7 µm. The radioactive area was about 16 mm2. Sealed positron source was sandwiched between two
equal barium fluoride samples in a standard sandwich arrangement. The source-sample-heater
arrangement is shown in figure 1

           Figure 1. Sample holder system showing the source-sample-heater arrangement. 

Annihilation rate measurements wfere obtained by utilizing a fast-fast coincidence system with 
two collinear photomultipliers (XP2020) coupled to barium fluoride scintillators. Positron lifetime 
spectrum in ZnO was accumulated for the calibration of the system. The full width at half maximum 
(FWHM) of the time resolution was 220 ps of the Gaussian resolution function. 

Lifetime spectra were analysed using LIFSPECFIT [22]. A two-component fit was resolved 
following source correction and background subtraction. Throughout the experiment, the reduced 
chi-square ( χ2 ) for most of set data was fairly close to unity. 

3. Results and discussions
Barium fluoride is an alkali earth halide of cubic structure of space group Fm3m. Figures 2 and 3
show the long and short positron lifetime components and the corresponding intensities respectively
at different temperatures.  The long positron lifetime component, as shown in figure 2, decreases
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from 500 ps at 300 K to 402 ps at 711 K with a minimum value of 392 ps at approximately 640 K. 
This corresponds to 22% fractional increase of annihilation rate in the temperature range               
300 – 640 K. The measurements were not repeated but the trend seems to be consistent with the 
measurements carried out by Elefteriades et al [21] although their range is 30 – 300 K. 

  
Figure 2. Short and long positron lifetime   

components in the temperature range 300 – 800 K 
Figure 3.  Measured intensities for long and short   
lifetime components 

 
The “pick-off” annihilations usually take place where the positronium is in a quasistable state 

[16]. Therefore, in our case in which the temperature range 300 – 711 K is considered, delocalization 
and  the “pick-off” annihilation process is considered.  Pick-off process is one of the key processes 
which explain the observed fractional increase of about 22% in the annihilation rate (or a decrease in 
long lifetime component) in the temperature range 300 – 640 K. The o-Ps to 2γ radiation is strongly 
influenced by a high number of electrons more especially, the unpaired electrons of anionic 
interstitials, which strongly influence or enhance the pick-off process as described in equation 4.  
When the pick-off process takes place, the delocalized ortho-positronium lifetime is shortened as can 
be seen from the data in figure 2. It is clear that as the number of anion interstitials increases with 
temperature, the annihilation rate increases (corresponding to a decrease in the long lifetime 
component). On the other hand, a large percentage of positrons annihilate in the bulk. It is worth 
mentioning that although anionic vacancy can find it difficult to trap a positron, there is a probability 
that it can readily trap an electron (forming an F-center) [24] because of its positive potential which 
eventually attracts and annihilates with a positron.   Barium is an electron-rich atom with 5p and 6s 
orbitals dominating the fluorine 2p and 2s electrons in terms of high electron density. Using 
annihilation equations 6-9, we deduce the following annihilation intensities shown in Table 1. The 
singlet state, p-Ps, which has a very short lifetime of about 125 ps, has  6% intensity whilst the triplet 
state o-Ps  in general has a slightly higher intensity than p-Ps. The lifetime of o-Ps is greatly reduced 
by the pick-off process with one of the host atom electrons. The two positroniums are different in 
terms of relative spins between positron and electron within the positronium. 
 

Table 1. Deduced intensities of positrons and positronium in barium fluoride 
 BaF2  Intensities 
Para-positronium pPs 0.06 ± 0.01 
Ortho-positronium oPs 0.07 ± 0.01 
Free positrons e+

f 0.56 ± 0.01 
Trapped positrons e+

t 0.31 ± 0.01 
 
The suggestion is that in the temperature range 300 – 640 K the dominant process is due to the 

detrapping of previously localized positronium. The temperature range 640 – 711 K shows a slight 
increase in the annihilation rate corresponding to a decrease slight decrease in the longer lifetime 
component. Other contributions toward the positron short lifetime component emanate from the 
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positrons annihilating with valence and core electrons of the individual atoms of the sample. This is 
achieved through solving Schrodinger equation separately for electrons and positron wavefunctions 
to obtain positron and electron densities. The annihilation rates are then calculated from  

                        (10) 
where ro, c, ɣGGA, n+ and nj are classical radius of electron, speed of light, enhancement factor in the 
framework of generalized gradient approximation, positron density and electron density in state j 
respectively 

 Using the generalized gradient approximation, the positron wavefunction peaks around the 
barium atom and in the process increasing the annihilation rate probability as shown in figure 4 
while positron density around the fluorine atom remains relatively low as shown in  figure 5. The 
pick-off annihilation with valence electrons in barium increases while the annihilation with fluorine 
valence electrons decreases with temperature as shown in Table 2.  

 

  

Figure 4. Positron wavefunction density peaks 
around the barium atom 

Figure 5. Positron wavefunction density around the  
fluorine atom 

 
Table 2. Annihilation fractions and rates are calculated  in the framework  

of a generalized gradient approximation.  
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4.  Conclusion 
We find that the annihilation rate via pick-off annihilation in the temperature range                        
300 – 750 K primarily due annihilation of ortho-positronium positron with one of the valence 
electrons  of the host atoms,  is one of the dominant processes in barium fluoride and as a result the 
lifetome of o-Ps is highly reduced. The intensity of the long lifetime component is indeed attributed 
to the annihilation  of a delocalized o-Ps through pick-off process. We are also of the view that more 
positron annihilation data at elevated temperatures greater than 750 K is needed in order to have a 
complete picture regarding the existence of positronium in barium fluoride since not much is covered 
of this material in the literature using positron annihilation spectroscopy  in the temperatures greater 
than 600 K. The new proposed region is also of interest since it covers the excess specific heat 
anomaly in barium fluoride.  
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Abstract. Bismuth doped yttrium oxide (Y2O3:Bi3+) phosphor was synthesised using co-
precipitation method. During synthesis, the pH value and Bi3+ concentration were varied to study 
their effects on the luminescent properties of the phosphor. X-ray diffraction patterns showed 
the phosphor samples had retained its single-phase cubic structure. The crystallite size was 
determined using the Scherrer equation, which showed that crystallite size was more dependent 
on the pH during synthesis than that of Bi ion concentration. The photoluminescence spectra 
revealed two strong excitation bands centred at 330 nm and 390 nm, along with two emission 
bands one centred at 409 nm and another broad band centred at 489 nm which corresponds to 
the two sites within the host matrix where Bi ions may occupy. By monitoring the 489 nm 
emission band intensity, it revealed that the variations in the pH value during synthesis had 
influenced the luminescent intensity of the phosphor. Altering the Bi3+ concentration in the Y2O3 
host material also influenced the emission intensity of the phosphor, where the maximum 
intensity was found when the phosphor was synthesised at pH 10 with a Bi3+ concentration of 
2.0 mol%. 

1.  Introduction 
Solar energy is the most abundant and cleanest source of energy currently available. This led to the 
invention of photovoltaic (PV) solar cells capable of converting solar energy into electrical energy. Solar 
cells fabricated from single junction crystalline silicon (c-Si) is the most widely used PV cell but suffers 
from an efficiency limit of round 29 % [1]. The low conversion efficiency from solar energy to electrical 
energy results from the mismatch between the solar spectrum and the absorption spectrum of c-Si where 
the strongest spectral response of c-Si solar cells is around 1000 nm [2-4]. 

In the past decade, luminescent materials doped with rare-earth elements have been used extensively 
in the lighting industry, due to the wide range of possible luminescence from ultraviolet (UV) through 
the visible to the near-infrared (NIR) regions [5, 6]. RE3+-Yb3+ (RE = Tb, Ce, Er and Pr) co-doped 
phosphors are of great interest for down-converting UV photons to NIR photons, used to improve the 
efficiency of solar cells [7]. Yb3+ serves as a suitable acceptor ion as it contains only a single excitation 
state correlating to an emission at around 1000 nm, very close to the maximum absorption efficiency of 
c-Si [8, 9]. Lanthanides or rare-earth metals are generally poor at absorbing photons in the UV to blue 
regions due to their parity forbidden 4f transition [10]. Thus more attention has been placed on metal 
ions as possible alternatives to the current rare-earth sensitisers [2, 11]. Metal ions such as Bi3+ which 
have a 6s2 electron configuration making the 6s2®6s6p transition an allowed transition [12]. This 
allowed transitions present in Bi gives rise to much broader excitation and emission bands as compared 
to rare-earths which are generally narrower [13]. Y2O3 phosphor doped with Bi3+ ions show a strong 
emission band between 490 and 510 nm when exposed to UV light [2, 12, 14]. The energy associated 
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with the visible emission of Bi3+ is twice the energy required for the 2F7/2®2F5/2 transition of Yb3+ and 
indicates that cooperative energy transfer (CET) from Bi3+ to Yb3+ could occur [15]. 

In this study Y2O3:Bi3+ phosphors were prepared using co-precipitation under different pH values 
and Bi3+ concentrations to investigate their effects on the particle sizes and the luminescent properties. 

2.  Experimental 
2.1.  Synthesis of Y2-xO3:Bix 
Y2O3:Bi3+ powder phosphor was prepared using the co-precipitation method under various pH values 
and different doping concentrations. Y2O3 (99.99%) and Bi2O3 (99.9%) were used as the starting 
reagents. Stoichiometric amounts of Y2O3 and Bi2O3 were dissolved in concentrated nitric acid (HNO3) 
through heating and stirring until an aqueous solution consisting of Y(NO3)3  and Bi(NO3)3 was obtained. 
Once the starting material has completely dissolved ammonia (NH4OH) was added to the acid solution, 
under vigorous stirring to maintain a pH from 6 to 10 and stirred for a further 2 hours. The white 
precipitate was collected then washed using ethanol to remove any unreacted materials. The product 
was placed in an oven at 80 ºC for at least 12 hours to evaporate the ethanol that was introduced during 
washing. Using a mortar, the dried mass was crushed before being placed in an annealing furnace for 1 
hour at 450 ºC and finally at 1000 ºC for 2 hours. 

The effect of pH on the luminescence properties of Y2O3:Bi3+ phosphors were investigated using a 
spectrometer and showed that samples synthesised under pH 10 displayed the strongest luminescence. 
Thus all further phosphors were synthesised with pH 10. 

2.2.  Characterisation 
The crystal structure of the powder samples was characterised from x-ray diffraction (XRD) 
measurements using a Bruker D8 Advance diffractometer with KαCu x-rays (1.54 Å). The emission and 
excitation properties of the Y2-xO3:Bix phosphor samples were measured using a Varian Cary Eclipse 
fluorescence spectrophotometer. 

3.  Results and discussion 
The XRD pattern for Y1.98O3:Bi2.0% prepared under different pH conditions are represented in figure 1(a), 
while figure 1(b) shows the (222) peak shifts of phosphors prepared at different pH values.  

 

 

 

 
Figure 1 (a) XRD pattern of Y1.98O3:Bi2.0% phosphor powder synthesised at pH 6, 7, 9 and 10 
along with non-doped Y2O3 starting material. (b) The (222) peak shift of Y1.98O3:Bi2.0%

 

phosphor as compared to non-doped Y2O3. 
 
The measure XRD patterns correlates wells to that of the non-doped Y2O3 starting material. From 

the XRD patterns, it showed that varying the pH value during synthesis did not alter the crystal structure 
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of the host material as it still resembles a single phase cubic structure. The absence of any additional 
diffraction peaks suggests that no impurity phases were present. Thus shifts can be attributed to the 
addition of Bi ions which caused stress and strain within the host matrix. 

Figure 2(a) shows both the excitation and emission spectra of a Y1.98O3:Bi2.0% phosphor synthesised 
at pH 6. An illustration of the two occupational site with the Y2O3 host matrix is shown in figure 2(b). 

 

 
Using an excitation wavelength λex = 330 nm an emission spectrum showing a strong green emission 

at 489 nm was observed. When exciting at λex = 390 nm a strong blue emission situated at 409 nm was 
measured. For emission λem = 489 nm an excitation band was obtained with the maximum located at 330 
nm. Similarly observing at an emission wavelength λem = 409 nm an excitation spectrum yielded three 
excitation bands one located at 330 nm, the second at 370 nm and the strongest peak at 390 nm. The 
existence of the two emission (409 nm and 489 nm) and excitation (330 nm and 390 nm) bands were a 
direct result of the two possible sites that the Bi3+ ions are able to occupy in the Y2O3 host matrix. The 
emission and excitation bands centred at 489 nm and 330 nm respectively is responsible for the 
excitation and emission of the Bi3+ ion situation in the C2 site where as the S6 site correlates to the 409 
nm emission and 390 nm excitation bands [2, 11, 16]. 

Figure 3(a) shows the 489 nm emission and 330 nm excitation spectra of Y1.98O3:Bi2.0% phosphor 
prepared at pH 6, 7, 9 and 10. The effect of pH on the 489 nm emission intensity is shown in figure 3(b).  
 

 

 

 
Figure 3: (a) The 330 nm excitation and 489 nm emission spectrum for 
Y1.98O3:Bi2.0% synthesised at varying pH values. (b) PL intensity of 489 
nm emission as a function of pH. 
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Figure 2: (a) Excitation and emission spectra of Y1.98O3:Bi2.0% phosphor due to the C2 and S6 
occupational sites of Bi ions. (b) Schematic illustration of the C2 and S6 sites in cubic Y2O3. 
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While monitoring the emission wavelength λem = 489 nm, similar to the sample prepared at pH 6, a 

broad and intense band centred at 330 nm was observed. Additionally, when the phosphor samples were 
excited at λex = 330 nm a broad emission band with maximum at around 489 nm was observed. The 
outer most 6s2 electron configuration of Bi3+ houses one energy level 1S0 (ground state) and while in the 
6s6p configuration (excited state) it splits into four levels 3P0, 3P1, 3P2 and 1P1 in order of increasing 
energy. Due to the ∆j selection rule, transitions from 1S0®3P1 and 1S0®1P1 are allowed transitions 
whereas transitions 1S0®3P0 and 1S0®3P2 are strictly forbidden. Thus the excitation band at 330 nm and 
emission band at 489 nm are attributed to the transition from 1S0®3P1 and 3P1®1S0 respectively [2, 17-
19]. 

It can be seen in figure 3 that emission intensity vary sufficiently with variations in the pH with the 
strongest emission intensity found when the Y1.98O3:Bi2.0% phosphor was synthesised at pH 10, therefore 
further synthesis was conducted at pH 10. 

The XRD results for the Y2-xO3:Bix phosphor prepared at varying Bi ion concentrations and at pH 10 
are shown in figure 4(a). The results show a single phase cubic structure similar to the structure found 
when varying pH and the absence of additional peaks shows that no impurity phases had been 
introduced. The shifts in the main (222) peak shown in figure 4(b) of the cubic structure were due to the 
stress and strain present in the crystal when Bi ions were introduced into the host matrix.  
 

 

 

 
Figure 4: (a) XRD patterns for Y2-xO3:Bix (x = 0.2, 0.5, 1.0, 2.0, 3.0, 4.0 and 5.0 mol%) 
phosphor synthesised using pH 10. (b) The (222) peak shift due to the addition of Bi ions. 

 
The effect of varying pH and Bi concentrations on the crystallite size are shown in figure 5. The 

crystallite sizes were calculated using the Scherrer equation (1) [20, 21]. 
 

𝜏 = #$
% &'( )

                                                                 (1) 
  

τ is the crystallite size, K is the shape factor which has a typical value of 0.9, λ is wavelength of the 
X-ray used, β is the width of the peak at half its maximum intensity (FWHM) subtracted by the 
instrumental broadening (measured in radians) and θ is the Bragg angle. To obtain a better 
approximation of the crystallite size for each sample, all diffraction peaks indexed in Figure 1(a) and 
4(a) were used and the average crystallite size for each sample was taken. The Scherrer equation revealed 
that changes in pH did indeed affect the crystallite size where the crystallite size increased with an 
increase in pH until a maximum at pH 9 where the size then decreased. In the case of varying Bi 
concentrations, the crystallite sizes were found to be similar ranging between 21 to 25 nm with no 
distinct pattern. This suggests that the crystallite size was more dependent on the pH during synthesis 
than the concentration of Bi dopants. 
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Figure 5: (a) The effect of crystallite size due to the variations 
in pH during synthesis. (b) Crystallite size as a function of Bi 
concentration. 

 
The 330 nm excitation and 489 nm emission spectra for varying Bi ion concentrations are represented 

in figure 6(a). The results showed that the luminescent intensity was also dependant on the Bi ion 
concentration as shown in figure 6(b). 

 

 

 

 
Figure 6: (a) Excitation and emission spectrum for Y2-xO3:Bix phosphor 
synthesised at varying Bi concentration. (b) PL intensity of 489 nm as 
a function Bi concentration. 

 
Figure 6 showed that variations in Bi ion concentration does influence the luminescence intensity of 

the phosphor. Between 0.5 to 2.0 mol% Bi the luminescence increased with an increase in Bi 
concentration. The luminescent intensity then suddenly decreased between 3.0 to 5.0 mol% Bi. The 
sharp decrease in intensity was largely due to concentration quenching. Thus the strongest luminescence 
observed for the Y2-xO3:Bix phosphor was when the phosphor was synthesised at pH 10 and containing 
a Bi ion concentration of 2.0 mol%. 

 

4.  Conclusion 
The Y2O3:Bi phosphor was successfully synthesised using the co-precipitation method. XRD patterns 
showed that variations in both the pH and Bi ion concentration did not influence the single phase crystal 
structure of the Y2O3 host material. Utilising the Scherrer equation it revealed that the pH during 
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synthesis has the strongest influence on the crystallite size of the final phosphor as compared to varying 
the Bi ion concentration. Photoluminescence showed the two-excitation and emissions bands, which 
corresponds to the two possible sites (C2 and S6) that Bi ions are able to occupy within the host matrix. 
While monitoring the 489 nm emission peak it showed that the luminescent intensity was influenced by 
the pH during synthesis, where an increase in pH showed an increase in the luminescent intensity of the 
phosphor.  The influence of Bi concentration was also demonstrated by observing the 489 nm emission 
peak, which showed that increasing the Bi ion concentration also lead to an increase in the luminescent 
intensity until an ion concentration of 2.0 mol%. Thereafter any further increase in the Bi concentration 
a decrease in the 489 nm emission intensity was observed, due to the effect of concentration quenching. 
Thus the strongest luminescence was achieved when the Y2-xO3:Bix phosphor was synthesised at pH 10 
with an Bi concentration of 2.0 mol%. 
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Abstract. Nearly all measurements to determine diffusion coefficients in solids are 
performed using either isochronal or isothermal measurements.  These are usually done 
using large discrete steps in the annealing temperature.  In certain diffusion systems 
more than one diffusion mechanism may exist in different temperature regimes.  The 
transition temperature between these can be missed when using large temperature steps 
for annealing.   This paper derives the necessary equations for diffusivity measurements 
where the temperature is ramped linearly and a composition-depth profile is 
simultaneously performed in situ.  This yields the diffusion coefficient at small 
temperature intervals over the whole temperature range.   

1.  Introduction 

In general, nearly all measurements to determine diffusion coefficients in solids are performed 
using either isochronal or isothermal measurements [1, 2].  Usually, these are done with fairly 
large discrete steps in temperature, with 100 °C or 50 °C steps being the norm.  The diffusion 
coefficient, at a particular temperature, depends primarily on the microstructure of the substrate, 
with the type of impurity (i.e. the diffusion species) being of secondary order.  When a phase 
change occurs in the substrate material or when a chemical reaction occurs between the 
diffusion species and the substrate, the diffusion mechanism usually undergoes a discrete 
change with a corresponding change in the diffusion coefficient as a function of temperature.  
When either of these occurs, the large steps in temperature can result in one missing the 
transition from one diffusion mechanism to another.  Consequently, it is often highly desirable 
to perform in situ diffusion measurements during the heating cycle. 

Theron [3, 4] developed a method for dealing with the diffusion in the case of a linear 
increase in temperature and real time analysis.  He set up a general rate equation and made the 
assumption that this rate variable had an Arrhenius temperature behaviour.   This resulted in 
differential equations for standard diffusion limited kinetics and Nernst-Einstein diffusion 
limited kinetics.  These differential equations are solvable in terms of the Exponential Integral 
for those two cases. 
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In this paper we also assume a temperature which is ramped linearly while doing 
simultaneously non-destructive depth profiling (typically with RBS) to determine the diffusion 
of a diluted species in a homogeneous substrate at small temperature intervals.  Analytical 
equations for such diffusivity measurements are derived. 

2.  Theory 
A key assumption in our theory is that the diffusion coefficient D has an Arrhenius behaviour 
with respect to the absolute temperature T, i.e. 
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where E is the activation energy and kB is the Boltzmann constant [1,2].  This form allows one 
to calculate the diffusivity D at any temperature; with good accuracy within the temperature 
range for which (1) was determined, and with reduced accuracy outside this temperature 
regime.  The assumption (1) is also commonly assumed in diffusion studies. 

The one-dimensional time-dependent Fick diffusion equation is given by  
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     In solutions to this equation, the diffusion coefficient D usually appears together with the 
time t as the factor Dt [2,5].  To illustrate this, consider an initial profile of a semi-infinite layer 
given by 

N(x, 0) = N0   for x < x0   
N(x, 0) = 0     for x > x0        (3) 

The solution is given by [2] 
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The Complementary Error Function in (4) is given by [6] 
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The original profile (3) and the diffused profile (4) for model values for the depth scale x 
and diffusion coefficient D, are illustrated in Figure 1.   In practice, the depth profile data of the 
diffused semi-infinite layer which is annealed for a known time t at a specific temperature T is 
fitted to equation (4) to give a value for D.  

In the different (depending on the boundary values) solutions to (2), the D is taken as a 
constant value, i.e. it is then a solution of the Fick diffusion equation at a specific temperature 
T.  In the case of a linear increase in temperature with time t there is also a corresponding 
increase in the D values – cf. equation (1).   The cumulative effect of increasing the temperature 
on the factor Dt can be approximated by the limit of a Riemann integral of infinitesimal small 
increases in t.   Thus, the factor Dt becomes  dttD )( . 
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Figure 1.  Diffusion of a semi-infinite layer with original 
profile given by (3) for two different times indicated in  
the figure.  

 
Using assumption (1), i.e. that over this (limited) temperature range the diffusion coefficient 

has an Arrhenius behaviour, the integral becomes 
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where ta in the two integral limits is the time at which a measurement is taken, and the absolute 
temperature is given by the linear function tTT b  , where Tb is the temperature at which 
the ramping started and α is the heating rate.  Making two transformations, and integrating by 
parts give  
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where the Exponential Integral function E1(x) is defined as [6]  
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with an asymptotic expansion (i.e. x >> 1) given by 
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Using the first two terms in (9) and after some algebra, one finds that (7) reduces to 
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where aba tTT  . Because the diffusion coefficient at the start of the ramping temperature 
(typically room temperature of 300 K) is extremely small, the last term is approximately zero.  
Thus 
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With the notation  

 dttDat

0
)(         (12) 

equation (11) can be written as  
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Taking the logarithm and substituting the Arrhenius form of D  
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     Thus from a plot of  
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1 , the slope yields the activation energy E and 

from the intercept D0 can be obtained, from which the diffusion coefficient D can be calculated 
via (1).   
     The increment between successive Ta values depends primarily on the time taken to perform 
a depth analysis of the diffusing impurity.  In practice, for RBS analysis this may result in the 
increment being of the order of 1 or 2 K.  This is small enough to pinpoint the temperature at 
which the activation energy changes.  Since the activation energy E of diffusion represents the 
average energy needed by a diffusing atom to either pass over or tunnel through the potential 
barrier between the two semi-equilibrium positions of the atom, a change in the value of E 
represents two different diffusion mechanisms operating.  Information on the exact temperature 
can provide valuable reference data for DFT (density functional theory) calculation on diffusion 
traps in a substrate [8, 9].    
 
 

3.  Conclusions 

Equations are derived to extract diffusion coefficients at very small temperature intervals from 
in situ real-time non-destructive analysis of an impurity profile in a substrate heated to have a 
linear increase in temperature of the substrate as a function for time.  A key assumption in this 
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derivation is that the diffusion coefficient over the whole temperature range has an Arrhenius 
dependence on temperature.  The initial temperature must start at a temperature where the 
diffusion is negligibly low.  The solution is given in terms of the Exponential Integral function.  
Taking the first two terms of the asymptotic power expansion of this function yields an 
analytical equation from which the diffusion coefficient D at small temperature intervals can 
be determined.  
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Abstract. The increasing demand for high energy density rechargeable batteries has fuelled the 

interest in the research, development and manufacturing of new battery systems capable of 

powering high powered machinery as well as rechargeable household appliances. Pyrolusite (β-

MnO2) is the most stable and abundant polymorph of manganese dioxide and a potential cathode 

material for rechargeable lithium-ion batteries. In this study, a combination of evolutionary 

algorithm techniques and density functional theory methods are employed to determine the 

stabilities of MnO2 nanoclusters across the energy landscape. We investigate the energetics and 

structural configurations for (MnO2)n=1-6 nanoclusters. The most stable nanoclusters are made 

of a cubic structure consisting of two manganese and two oxygen atoms for various cluster sizes. 

The stable structures tend to migrate to more circular compact configurations after geometry 

optimization using density functional theory. As the temperature is increased from 200K to 

1300K, the change in the bond angles and bond distances is measured. An increment of the 

exterior angles and bonding lengths along with the decrease of the interior angles is observed 

further emphasizing the migration to a more circular compact configuration.  

1.  Introduction 

The growing demand for energy has caused an increase in scientific research focusing on renewable and 

rechargeable energy supplies as a way of supplementing the pressure on the rapidly declining fossil fuel 

reserves. The dependence on fossil fuels as the main source of energy for powering the industrial 

revolution has contributed considerable damage to the environment [1]. Recent developments in the 

field of scientific research on energy storage has already begun producing results as evident in the 

production of electric vehicles (EVs) and hybrid electric vehicles (HEVs) [2]. Among all types of 

secondary batteries, lithium-ion batteries have attracted the most attention as they are characterized by 

high energy density and high power density [3]. One of the challenges for improving the performance 

of lithium-ion batteries to meet increasingly demanding requirements for energy storage is the 

development of suitable cathode materials [4] 

Pyrolusite (β-MnO2) is regarded as the most stable and abundant polymorph of manganese dioxide. 

It crystallizes into the rutile crystal structure with three-coordinate oxide and octahedral metal centers. 

Nanostructuring has been shown to improve the performance of energy storage materials although the 

mechanisms for this improvement are not fully understood on the atomic-scale. Several nanostructured 

MnO2, including nano-crystals of different shapes; nanowires, nanotubes, nanoclusters and nanobelts, 

have been synthesized and can be used as new materials for battery systems [5, 6]. Experimentally, 

nanoscaling of cathode materials is still a challenge due to complexities associated with the synthesis 

and monitoring of reactions occurring at the nanoscale. MnO2 structures have been simulated and 
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studied in varying shapes and architectures, that is, nanosheet, nanorod and mesoporous [7]. 

Consequently, recent advances in computational resources provide options in simulating materials at the 

nanoscale, thereby shedding light and reducing costs on this very important field of research [8, 9]. In 

this paper, structural configuration and stability of MnO2 nanoclusters are investigated using density 

functional theory, as an approach of refining nanocluster models developed using interatomic potentials. 

Also the effect of temperature change on nanocluster configuration is investigated.     

2.  Methodology 

    Evolutionary algorithms (EA) have been used previously to determine the local minima of desired 

atomic structures and produced better results compared to other methods [7, 10]. The fundamental idea 

behind evolutionary algorithms is performing a process that simulates natural selection through survival 

of the fittest [11, 12]. The method avoids many problems associated with a single starting point by 

setting up a population of candidate clusters, hence the end product of each EA cycle is a new population 

of candidate structures [13]. Evolutionary algorithm techniques were used previously to investigate the 

stability of (MnO2)n n=1-4 [14] and a more detailed methodology is presented therein. The multistage 

configurations procedure for determining the low-energy configurations for MnO2 clusters is used. In 

the first EA cycle the candidate structures are configurations in which the ionic coordinates are 

randomized. In stages 1 and 2, EA make use of the local optimization routines within the GULP program 

[15] based on Interatomic Potential (IP) method, to relax all newly created structures through breeding 

or randomization. In stages 3 and 4 of the EA cycle, the better clusters within the final population, as 

measured by the energy of formation, are selected for analysis or further refinement using a density 

functional theory (DFT) method.  

     A multistage procedure is implemented in order to predict the low-energy configurations for neutral, 

stoichiometric small clusters of MnO2. For each cluster, n=1 to 6 in the first stage, low-energy stationary 

points are found on the three different energy hypersurfaces that are defined by interatomic potentials. 

In EA simulations, the ground-state configuration for a cluster with predefined composition becomes a 

plausible candidate. In this paper, the all electron density functional theory method with a local 

numerical orbitals basis set and local optimization techniques as implemented in the CASTEP [16] code 

were employed to further investigate MnO2 nanocluster stability trend and temperature effects. Thus, 

the lowest energy candidate structures, as measured by the energy of formation using the interatomic 

potential method were subjected to geometry optimization using GGA-PBEsol (stages 3 to 5). The 

planewave basis set energy cut-off was set at 500 eV. For atomic positions to be considered fully relaxed, 

the convergence parameters were set as follows: total energy tolerance 1 x 10-6 eV/atom, maximum 

force tolerance 0.05 eV/nm and maximum stress component 0.1 GPa.  The stable nanoclusters were 

placed centrally in a 10 x 10 x 10 Å crystal box, large enough to ensure that there were no interactions 

between the system and its self-image along all the axes within the periodic boundary conditions. 

3.  Results and Discussions 

Geometrical configurations of (MnO2)n=1-6 nanoclusters and their order of stability as determined by 

the density functional theory are presented. Thus, the structural properties based on atomic 

configurations as determined by bond lengths and bond angles are discussed along with stability of the 

nanoclusters. In Figure 1, the most stable nanocluster for each cluster size as measured by formation 

energy is presented together with bond lengths after optimization. A small letter labels the nanocluster 

with a number indicating the number of atoms (n), followed by dashed number indicating the stable 

local minima structures as determined by the evolutionary algorithms sequence (e.g. n1-2). The bond 

lengths between the atoms in the nanoclusters were measured. 
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Figure 1: Atomic configurations and bond lengths for (MnO2)n=1-6 nanocluster as predicted by IP 

(before optimization) and DFT (after optimization) methods. 

The interatomic interactions between the manganese and oxygen atoms are classified as follows: 

Mn1 is encircled in blue while Mn2 is encircled in green. The oxygen atoms are numbered 1, 2, 3, 4 … 

with O1 being the first oxygen from the right hand side, followed by O2 as the second oxygen from the 

right side bonded to Mn1 or Mn2. The same identification was used for O3 and O4.  There is a notable 

decrease in bond length and bond angles of all the nanoclusters after geometry optimization with density 

functional theory method. The change in bond parameters suggests that the configuration for the 

nanocluster becomes compact. DFT predicts the bond lengths ranging between 1.655 Å and 1.905 Å for 

(MnO2)n=1-6. For n = 1, 2, 3 and 6 the second most stable structures as measured and predicted by 

interatomic potentials are found to be the most stable structures and this is in agreement with previous 

studies where a different DFT code, FHI-AIMS was used by Maphanga et al. [17] to refine IP 

nanocluster structures. On the other hand, n=4 and 5 predict the same nanocluster structures as those 

predicted by interatomic potentials to be the most stable. DFT predicts the atomic arrangement of the 

local minima structures to be bending to form a quasi-like isomer for all the systems.  

It is evident from the density functional theory techniques that compact ring structures consisting of 

a cubic structure for the orientation of the two manganese and two oxygen atoms is the most stable and 

preferred orientation, which correlates with previous studies [9, 18]. Furthermore, experimental 

photoelectron spectroscopy (PES) studies of isostructural titanium dioxide (TiO2) nanoclusters by Zhai 

et al. [19] reported that compact ring structures are the most stable. The predicted most stable MnO2 

nanoclusters have identical bonds between the manganese and oxygen atoms but slightly different bond 

angles between the manganese and two oxygen atoms for n=1 to n=4. Similar trends have been reported 

for the isostructural TiO2 by Hamad [9]. Furthermore, most stable structures adopting compact ring 
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configurations are in agreement with findings by Woodley et al. [20, 21], which suggested that the 

smallest clusters preferred shorter average bond distances as opposed to a higher average coordination 

of the constituent atoms. Thus, nanoclusters prefer compact ring configuration than a linear atomic 

arrangement. The Mn-O bond lengths decrease slightly after optimization with DFT and the bond angles 

for the atoms at the outer side (angles at both sides of the Mn1 and Mn2 atoms encircled in blue and 

green respectively) also decrease. The DFT method predicts a configuration with two-terminal Mn-O 

bonds. The complexity of the energy landscape increased with the increase in cluster size as seen with 

the n5-1 and n6-2 nanoclusters where the atoms formed several different bonds after optimization.   

  

 
Figure 2: Total density of states for the most stable nanoclusters (MnO2)n=2-6 

Figure 2 shows the total density of states (TDOS) of the five most stable nanoclusters excluding the 

smallest n1-2 nanocluster with the fewest atoms as compared to the other nanoclusters. From the graph, 

we observe that as the size of the cluster is increasing, contributions at the Fermi level are also 

increasing. This is expected as the nanocluster stability increases with the cluster size. It is also observed 

that the highest peaks on both sides of the Fermi level are moving further away from the Fermi level as 

the cluster size is increased which shows the varying metallic behavior of the nanoclusters. The density 

of states for the different stable nanoclusters depict same behaviour; with slight differences on individual 

atomic contributions due to different coordination numbers and bond lengths for various nanoclusters. 

Thus, the nanoclusters are predicted to be metallic with the density of states showing no band gap at the 

Fermi level at ambient pressure. The hybridization of the protruding peaks from the individual atoms 

leads to the presence of the high peaks on the total DOS. The hybridization of the Mn 3d orbital and the 

O 2p orbital forming a covalent bond, is mainly due to manganese contributing the majority DOS as it 

is more reactive and less stable. The highest peak on the valence band corresponds to the n5-1 

contributions and is also referred to as the valence band maximum. 

Lastly, the effect of temperature on stability of the nanoclusters was investigated using an ab-initio 

molecular dynamics approach. The NVE ensemble using the GGA-PBE functionality in CASTEP was 

used to determine the effect of temperature change on the nanoclusters. For illustrative purposes, the 

temperature dependence results for n5-1 nanocluster are presented and shown in Figure 3. It is noted 

from the graph that, there is a linear increase from 200 K to 500 K. The total energy drops at 600 K, 
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followed by another linear increase up to 900 K. The nanocluster shows two possible phase transitions 

at approximately 500 K and 1000 K. As it was observed with the other nanoclusters discussed above, 

the system is less stable at higher temperatures. The O-Mn-O α angle increases at most temperatures 

except at 600 K and 900 K, which are the temperatures where phase transitions are observed. Analysis 

of Mn-O bond lengths revealed a slight change for all the nanoclusters, with the bond lengths ranging 

from 1.635 Å to 1.949 Å. The experimental melting point of bulk pyrolusite was recorded to be 808 K 

(535 ºC) [22].  The nanoclusters tend to be stable at lower temperatures while depicting a higher disorder 

at higher temperatures.  

 

 
Figure 3: Total energy versus temperature graph for the n5-1 nanocluster. 

The stability at low temperatures indicates that there is minimal atomic movement when the temperature 

is low, hence minimal entropy of the system. The average stable temperature for simulated nanoclusters 

was calculated to be 300K (26.85 ºC). This stable temperature is good as most commercial lithium-ion 

batteries based on bulk systems show good performance at room temperature 298 K and 333 K.  

4.  Conclusion 

The electronic structure methods were employed successfully to validate the order of stability for 

previously generated MnO2 nanoclusters. The plausible nanocluster structures from interatomic 

potential simulations were refined using density functional theory technique because interatomic 

potentials are parameterized with reference to bulk crystalline properties and may cause difficulties 

when applied to clusters where the coordination number and bonding may differ. The most stable 

nanoclusters are in agreement with those that have been reported previously using FHI-AIMS code, 

particularly for (MnO2)n n= 1-4. Analyzing the basic configurations of the stable nanoclusters, compact 

ring structures consisting of a cubic structure with two manganese and two oxygen atoms dominate the 

make-up of the most stable structures. The nanoclusters preferred shorter average bond distances as 

opposed to a higher average coordination of the constituent atoms. Larger sized structures adopted 

bubble structures and the bond lengths increased with cation size. The linear configuration was found 
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to be less favorable for the systems, which explains the migration to a circular compact configuration in 

the stable MnO2 nanoclusters. The average stable temperature for the simulated nanoclusters was 

calculated to be 300K (26.85 ºC) which indicated minimal atomic movements at low temperatures. 
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Abstract. Titanium dioxide (TiO2) has been confirmed as a safe anode material in lithium ion 
batteries due to its higher Li-insertion potential, (1.5V) in comparison with commercialised 
carbon anode materials. Besides being used as an anode material it has a wide range of 
applications such as photo-catalysis, insulators in metal oxide, dye sensitized solar cells etc. In 
this work amorphous nanostructure of TiO2 comprising of 15972 atoms was lithiated with a 
different concentration of lithium atoms. Simulation of amorphisation and re-crystallisation was 
employed to attain Li-TiO2 nanostructures and its microstructures. Molecular dynamics has been 
performed to crystallise intercalated nanostructure using the computer code DL_Poly. The 
crystallisation of the materials, starting from amorphous precursors, and the complex 
microstructure of the material was captured within each structural model including: polymorphic 
rutile and brookite structures, dislocations, grain boundaries, micro-twinning, vacancies, 
interstitials, surfaces and morphology. Microstructure depict the lithium atoms situated on the 
tunnels and vacancies, shows that the material can store and transport lithium during charging 
and discharging, making it an attractive anode material. Calculated X-Ray diffractions are in 
accord with the experimental data revealing the presence of brookite and rutile phases. 

1.  Introduction 
The TiO2 is one of the most extensively studied metal oxide and has been widely used in photocatalysis 
[1], photosplitting of water [2], photochromic devices [3], gas sensing, dye-sensitized solar cells 
(DSSCs) (energy conversion) [4] and rechargeable lithium ion batteries (LIBs) (electrochemical storage) 
[5 - 12]. Over the last two decades, the increasing demand of energy and shifting to the renewable energy 
resources, has rendered LIBs to be considered as promising alternative and green technology for energy 
storage applied in hybrid electric vehicles (HEVs), plug-in hybrid electric vehicles (PHEVs), and other 
electric utilities. TiO2 is being considered as one of the most attractive anode materials of LIBs owing 
to the following distinct characteristics: (i) its potential vs. Li o (~1.5-1.7 V) prevents the plating of 
metallic lithium at the negative electrode, thus enhancing the safety and extending the life of the cell, 
(ii) it exhibits relatively high practical capacity (~200 mAh/g), certainly smaller than graphite, but 
greater than its lithiated form Li4Ti5O12, and (iii) it is environmentally benign, abundant, inexpensive 
and has stable structure. Its most significant advantage, however, is the ability to be charged and 
discharged at a high current rate (high power). The above-mentioned points are of great importance 
since large-scale batteries for hybrid electric vehicles and other applications require prolonged life, 
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improved safety, and reduced cost. In general, the properties of TiO2 greatly depend on the crystal sizes, 
phases, exposed facets, and morphologies. We now consider lithium insertion in nanoparticle of anatase 
TiO2, which as the size of TiO2 falls in the nanometers, tends to be more stable than other polymorphs, 
owing to differences in particle surface tension, size, and shape.  A larger Li-ion conductivity is deduced 
from simulation results for particle size smaller than 20 nm, and lower conductivity for larger 
nanoparticles.  

Simulation of amorphisation and re-crystallisation was employed to attain Li-TiO2 using the 
DL_POLY code[13]. We have lithiated nanostructure of TiO2 with 50 Li atoms. Lithiated nanostructure 
of TiO2 is presented in figure 1 below. Charge compensation in the structure is achieved by changing 
the titanium (4+ oxidation state) closest to the lithium cation into the Jahn-Teller active titanium (3+ 
oxidation state). This process is repeated for all the lithium ions inserted in the structure. 

 

 
Figure 1. Lithiated amorphous nanostructure of TiO2 with 50 Li atoms 

2.  Methodology 
The Calculations are based on the Born model of ionic solids, where Ti4+, Ti3+, Li+ and O2- ions interact 
via long-range Coulomb and short range interactions interact via long-range Coulomb and short range 
interactions. The potentials used in this study were optimized by Matsui [14] for the four polymorphs of 
TiO2 (rutile, anatase, brookite and TiO2 II [α-PbO2 structure]), and are presented in table 1. The short 
range interactions are described by Buckingham potentials and the interaction energy takes the form 

���	 �	 ����4�		
��� �	����� ��
������� �

������	 
Where Aij is the size of the ions, ρij is the hardness and Cij is the dispersion parameter. The repulsive 
interaction between the ions is represented by the first term while the second term is the van der Waals 
attractive interaction of the ions.  All the molecular dynamics simulations were performed using 
DL_POLY code [13]. 
 
Table 1 Buckingham potentials used for lithiated TiO2 

Ion pair               Aij     ρij   Cij   
  (ij)                    (eV)                  (Å)                 (eV.Å6) 
Ti3+-O2-           18645.840  0.1950            22.0000 
Li+-O2-           426.48000  0.3000            0.00000 
Ti3+-Ti4+          28707.210  0.1560            16.0000 
Ti3+-Ti3+          33883.920  0.1560            16.0000 
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3.  Results and discussion 
Lithiated nanostructure of TiO2 was recrystallised, from the plot of configuration energy which is 
depicted in figure 2 shows that the nanostructure with lithium atoms has recrystallise. The change of the 
configuration energy from -2.015x105 to -2.043 x105  eV corresponds to the latent heat of crystallisation 
and is associated with the transition from an amorphous to a crystalline phase. Beyond 0.6 ns the change 
in the configuration energy is very small, which indicates that the nanosphere has recrystallised. At 2 ns 
the energy starts to be near constant which reveals that complete recrystallisation has been achieved. 
 

 
Figure 2. Calculated configuration energy as a function of time for the lithiated nanostructure of TiO2. 
 
As crystallisation occurs some lithium atoms move out of the nanostructure or away. Our simulation 
technique divulge that lithium atoms can move away from the nanostructure half the diameter of the 
nanostructure. Lithium atoms that have moved out of the nanostructure will be captured in electrolyte 
then transported to cathode material. Recrystallised nanostructure of TiO2 is depicted in figure 3. Clear 
patterns are observed on the structure indicating that the nanostructure is recrystallised. We cooled the 
recrystallised nanostructure gradually by firstly performing MD simulations for 500 ps at temperature 
of 1500 K, followed by a run for 250 ps at 1000 K, and lastly for 500 ps at temperature of 0 K. Cooled 
nanostructure of TiO2 with 50 lithium atoms is shown in figure 3,  

 
Figure 3. Recrystallised and cooled nanostructure of lithiated TiO2. 
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Microstructure was created in order to analyse the positions of lithium atoms inside the nanostructure. 
The microstructure of nanoparticle of TiO2 is depicted in figure 4. The blue octahedra correspond to the 
upper layer of Ti4+, and the white adjacent the lower layer and the lithium atoms are represented by 
yellow balls. The microstructure of the nanostructure shows zigzag tunnels which are associated with 
the brookite and the straight tunnels that are related to the twinned rutile polymorphs. Few vacancies are 
observed on the microstructure, and lithium atoms have moved into vacancies of the structure. A good 
anode requires the nanostructure to store optimum lithium atoms and provide pathways for their 
transport. Indeed the microstructure of the nanoparticle reflects lithium atoms that are located in the 
tunnels. A few lithium atoms are located at the edges of the system and those in the nanostructure are 
positioned in tunnels and have filled existing vacancies. 
Simulated X-Ray diffractions depicted in figure 5 shows picks that accord to rutile and brookite 
polymorphs as compared with the experimental picks [15]. Two peaks just below and above 30 ° accord 
with the brookite and TiO2: α-PbO2 structures. At 37 and 57 °, observed peaks correspond to all 
measured structures. Simulated XRDs at 50 ° has a smooth curve which accords with the rutile structure. 
At 67 ° we notice a peak which is in agreement with TiO2: α-PbO2 and rutile polymorphs. This implies 
that the lithiated TiO2 nanostructure has a combination of brookite, TiO2: α-PbO2 and rutile structural 
arrangements.  

 
Figure 4. Microstructure of nanostructure of TiO2 with 50 Li atoms. 

 

 
Figure 5. A comparison simulated TiO2 nanostructure with calculated TiO2: α-PbO2 and experimental 
[15] XRDs. 
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4.  Conclusion 
Amorphisation and recrystallisation technique has been successfully employed to generate 
nanostructures of TiO2 with 50 Li atoms. The change of the configuration energy shows an amorphise-
crystalline transition and can estimate the latent heat of crystallisation. Their XRDs confirm a brookite 
structural arrangement and they are accord with those of TiO2: α-PbO2. Microstructures of simulated 
nanostructure concur well on types of TiO2 polymorphs that are present. Nanostructure of TiO2 confirms 
a good anode material.  
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Abstract. The magnetic and structural properties of NiCr2O4 synthesized through chemical co-
precipitation techniques are reported. In-situ high temperature x-ray diffraction (XRD) studies 
of the as-synthesized NiCr2O4 samples measured in air as well as He atmosphere, suggests the 
phase formation takes place around 800 to 900 °C, suppressing the Cr2O3 impurity phase. Upon 
cooling no change in crystal structure is observed confirming the phase formation process is 
thermodynamically an irreversible one. The cubic structure of NiCr2O4 is retained up to 1100 °C 
contrary to the reported tetragonal phase observed at such elevated temperature. NiCr2O4 
samples calcined at 900 °C and 1100 °C respectively, have been used for microstructural and 
magnetic studies. The particles are found to have a broad size distribution in the micrometer 
range without any undesired impurities. The Curie temperature (TC) is found to be 86.5 ± 0.2 K 
for the sample calcined at 900 °C whereas it is reduced to 74.2 ± 0.08 K for the sample calcined 
at 1100 °C. For both the samples the magnetic transition observed at 30.2 ± 1.7 K (TS) remained 
unchanged, marking the ordering of the antiferromagnetic component below it. The spontaneous 
magnetization (Ms) values for NiCr2O4 calcined at 900 °C and 1100 °C are found to be 0.122 ± 
0.002 µB/f.u. (at 5 K) and 0.179 ± 0.002  µB/f.u. (at 3 K) respectively, that are less than the 
reported values. Magnetic field dependent magnetization measurements under zero field cooled 
(MZFC) and field cooled (MFC) condition show absence of exchange bias effect in these samples 
at low temperatures.  

1. Introduction 
The spinel compound NiCr2O4 is of the general formula AB2O4 and demonstrates ferrimagnetic ordering 
below the Curie temperature, TC = 74 K [1]. It has a normal spinel structure with magnetic Ni2+ and Cr3+ 
ions occupying tetrahedral A and octahedral B sites, respectively. The structure of NiCr2O4 is an 
elongated tetragonal below 310 K [2]. The magnetic moments of NiCr2O4 are comprised of a 
ferrimagnetic (longitudinal) and an antiferromagnetic (transverse) component [2, 3]. Ordering of both 
these components occur simultaneously at TC [3]. Having a normal spinel ferrimagnetic structure with 
two characteristic magnetic components, NiCr2O4 demonstrate different magnetic, as well as structural 
behaviour when compared to the other members of the chromite family [3]. From specific heat-capacity 
measurements Klemme et al. [4] observed an unknown transition at 29 K for NiCr2O4. Later this 
transition was defined by Tomiyashu and Kagomiya [3] through neutron as well as magnetic 
measurements. The authors proposed a new magnetic structure below 34 K with a spontaneous 
                                                        
1 To whom any correspondence should be addressed 
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magnetization of about 0.3 µB/f.u., in which the B sites are grouped into two sublattices for both the 
longitudinal and transverse components similar to MnCr2O4 and CoCr2O4 [3].  

In NiCr2O4 the structural phase transition from cubic to tetragonal occurs at 310 K due to Jahn-Teller 
effect on Ni2+ ions at tetrahedral site [1]. Earlier results [1, 4] have also shown a further distortion of 
tetragonal NiCr2O4 to an orthorhombic phase, that occurs at the transition temperature TN = 65 K. This 
transition temperature is quite different from the magnetic transition temperature [5]. Recently, Barman 
et al. [6] have observed an exchange bias effect in NiCr2O4 due to anisotropic exchange interaction 
between the ferrimagnetic and the antiferromagnetic components of the magnetic moment. This 
exchange bias effect finds important applications such as magnetic read heads and spintronics devices, 
etc. [7, 8]. 

Motivated by the concurrent structural and magnetic phase transition in the NiCr2O4 compound, the 
present study gives a detailed investigation of high temperature structural phase changes, as well as the 
effect of calcination on magnetic properties of NiCr2O4. 

2. Experimental 
NiCr2O4 powders were synthesized using chemical co-precipitation techniques, starting with stock 
solutions of 0.5 M of nickel nitrate (Ni(NO3)2.6H2O) and chromium nitrate (Cr(NO3)3.9H2O). The 
desired amount of chromium nitrate solution was poured into a beaker and stirred using a magnetic 
stirrer. The required amount of nickel nitrate was then added drop wise to the solution. The mixture was 
stirred continuously at room temperature for 1 hour, while diluted aqueous ammonia (30 %) solution 
was added to maintain the pH of 9.8. The precipitates were filtered, washed several times using distilled 
water, then with acetone and finally with methanol. The precipitated powders were dried overnight on a 
hot plate and crushed to powder using an agate mortar and pestle. 

Structural characterizations of these samples were carried out using a Phillips PAN analytical X-pert 
Pro X-ray diffractometer utilizing Cu-Kα radiation (λ = 1.54056 Å). Temperature dependent XRD 
studies were carried out in-situ in a non-ambient Anton Parr HTK 1200 Oven-Chamber under He and 
air atmosphere. The oven is designed for non-ambient XRD studies measured from room temperature 
to 1200 °C. Data were acquired in a range of 10° ≤ 2θ ≤ 80°, with a waiting time of 10 minutes before 
each measurement. A hybrid monochromator on the primary beam side of the diffractometer was used 
to avail a quasi-parallel x-ray beam. This configuration makes the XRD data collection insensitive to 
height difference of the sample during the course of heating. The sample holder was rotated continuously 
during the measurement. A JEM-2100 transmission electron microscope (TEM) was used to study the 
microstructure of the calcined powders. Energy dispersive x-ray spectroscopy (EDS) was carried out 
using a detector from Oxford attached to the TEM. The magnetic measurements were performed using 
a 14 T Cryogen Free Physical and Magnetic Measurement System (CRYOGENIC Ltd., UK) with a 
vibrating sample magnetometer (VSM) insert [9].  

3. Results and discussion 
The XRD patterns of NiCr2O4 particles calcined at 600 °C and 900 °C are depicted in Fig. 1 (a). The 
XRD pattern of the dried, as-synthesized NiCr2O4 samples (marked ‘Raw’) show an amorphous nature 
as shown in Fig. 1 (a). When heated to 600 °C, the Cr2O3 phase dominate (Fig. 1 (a)), similar to previous 
reports [10]. Further heating at 900 °C, the cubic phase of NiCr2O4 is obtained (Fig. 1 (a)). The 
reflections corresponding to planes (111), (220), (311), (222), (400), (422), (511) and (440) are well 
matched with the cubic structure of NiCr2O4 (ICDD: 89-6615). To observe the phase formation with 
increasing temperature, in-situ temperature dependent XRD  was carried out under He as well as air 
atmosphere up to 1100oC using the dried NiCr2O4 powders. Fig. 1(b) depicts the phase evolution of 
NiCr2O4 upon heat treatment under air atmosphere. From this figure it is clear that the NiCr2O4 phase 
formed around 800 °C. However, a minute peak is also seen associated with the Cr2O3 impurity phase 
(marked with ‘*’ in Fig. 1(b)). With increasing calcination temperature, the Cr2O3 peak intensity reduces, 
suggesting phase purity enhancement persisting up to 1100 °C. The formation of the tetragonal phase of 
NiCr2O4 was previously reported by Ptak et al. [10] at a synthesis temperature of 1000 °C. However, the  
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Figure 1. XRD patterns of the NiCr2O4 powders synthesized at pH~ 9.8 and measured: (a) ex-situ, 
(b) in-situ with increasing temperature up to 1100 °C, (c) during the cooling cycle from 1100 °C to 
35 °C. The reflections corresponding to planes (111), (220), (311), (222), (400), (422), (511) and 
(440) are well matched with the cubic structure of NiCr2O4 (ICDD: 89-6615). In these figures ‘*’ 
mark the peaks indicating the presence of the Cr2O3 phase. 

 
present results show that the cubic phase of NiCr2O4 is retained up to almost 1100 °C. The XRD patterns 
of the sample while cooling from 1100 °C to 35 °C was also recorded (Fig. 1(c)). No remarkable 
difference in the XRD profile was observed. This clearly suggests that the NiCr2O4 phase formation 
process is thermodynamically irreversible. Similar trends in the XRD patterns under heating as well as 
cooling in He atmosphere was observed (figure not shown).  

In order to investigate the effect of calcination on microstructural and magnetic properties, two 
samples were calcined at 900 °C and 1100 °C in a tubular furnace for 2 hours, respectively. Fig. 2 (a) 
and (b) shows the TEM images of the NiCr2O4 sample calcined at 900 °C and 1100 °C, respectively. 
Both the micrographs show distribution of particle sizes in the micrometer range, with the largest 
crystallites having a size of about few micrometers whereas smaller particles fall in the nanometer 
regime. The presence of bipyramidal structures is clearly seen in the TEM images, characteristic
morphology of NiCr2O4 (Fig. 2) [10]. The well defined lattice fringes (from high resolution electron 
microscopy (HREM)) confirm the periodicity of the atoms in the crystal (inset of Fig. 2 (a)). EDS results 
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of the two samples (see Fig. 2 (c) and (d) and insets therein) confirm the presence of elements Ni, Cr 
and O without any signatures of foreign impurities. In order to explore the magnetic properties, 
temperature dependent magnetization measurements  were carried out in zero field cooled (MZFC) and 
field cooled (MFC) conditions by applying an 0.1 T probing field. For NiCr2O4 sample calcined at 900 
°C, a decrease in temperature from 300 K both the MZFC(T)  and MFC(T) curves show a rapid increase 
around 86.5 ± 0.2 K. This is indicative of a paramagnetic to ferrimagnetic transition and termed as the 
Curie temperature, TC (Fig. 3 (a)). TC is obtained from the extrapolation of the linear part of the 
magnetization to zero as shown in Fig. 3. The value of TC is higher than the previously reported value 
of 74 K [1]. However, TC is found to be 74.2 ± 0.08 K in case of the sample calcined at 1100 °C (Fig. 
3(b)), which is in agreement with the reported value. For both the samples, MZFC shows a sharp peak 
below TC.  Increasing the temperature up to 27 K, the MZFC is negative for sample calcined at 1100 °C 
whereas MZFC is always positive for the other. The phenomenon leading to negative magnetization has 
been reported for molecular-based ferrimagnets and is arising due to the change in the direction of the 
magnetization in the ferromagnetic component at the compensation temperature [11-13]. For spinel 
compounds, if the sublattice magnetizations MA and MB have different temperature dependences, the 
resultant magnetization changes sign at a temperature known as the compensation temperature [14]. The 
negative magnetization mostly arises due to the presence of uncompensated spins [15]. In both the 
samples anomaly in magnetization is observed around 30.2 ± 1.7 K (Fig. 3) termed as TS, below which 
ordering of antiferromagnetic component takes place [1, 3]. To gain a deeper understanding of the 
behaviour of these samples, magnetization as a function of applied magnetic field at various 
temperatures was measured. Fig. 4 (a) shows the M-H loops of the NiCr2O4 sample calcined at 900 °C 
and measured at temperatures 5, 20, 60 and 70 K. Both coercivity (HC) as well as remanent magnetization 
(Mr) decreases with temperature approaching TC. It is also noted that the magnetization does not saturate  
 

 
Figure 2. (a) TEM micrograph of NiCr2O4 calcined at 900 °C (inset shows the HREM image), (b) 
TEM micrograph of NiCr2O4 calcined at 1100 °C, (c) EDS of NiCr2O4 calcined at 900 °C and (d) 
EDS of NiCr2O4 calcined at 1100 °C. The insets of both (c) and (d) depict the elemental distribution. 
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Figure 3. Temperature dependent magnetization under zero field cooled (ZFC) and field cooled (FC) 
conditions. For the field cooled scenario measurements were done in a 0.1 T applied magnetic field 
for NiCr2O4 samples calcined at (a) 900 °C and (b) 1100 °C. 

 
Figure 4. Magnetic field-dependent magnetization at measured at different temperatures for NiCr2O4 
calcined at 900 °C under: (a) zero field cooled (ZFC) and (b) field cooled (FC) condition. Inset of (b) 
shows the M-H loop for the sample calcined at 1100 °C at 3 K under ZFC and FC (at 0.2 T) condition. 

 
up to an applied field of 12 T. To obtain spontaneous magnetization (Ms), a linear extrapolation of high 
field magnetization to zero field is done. The Ms values for NiCr2O4 calcined at 900 °C and 1100 °C are 
found to be 0.122 ± 0.002 ! B/f.u. (f.u. refers to formula unit) at 5 K and 0.179 ± 0.002  ! B/f.u. at 3 K, 
respectively. These Ms values are less than the previously reported at 5 K by Mufti et al. [16] and 
Tomiyashu and Kagomiya [3], 0.2 and 0.3 ! B/f.u., respectively. In view of the recent observation of 
exchange bias in NiCr2O4 by Barman et al. [6], in the present study M-H loops have been traced under 
1 T cooling field at 5 K and 20 K as shown in Fig. 4 (b).  The inset of Fig. 4 (b) shows the M-H loops of 
NiCr2O4 calcined at 1100 °C and measured under 0.2 T cooling field measured at 3 K. As there is no 
shifting in the loop for different fields, including for the case of the lowest temperature of 3 K, it suggests 
the absence of exchange bias phenomenon in the present case. 
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4. Conclusions 
Phases of NiCr2O4 samples synthesized through chemical co-precipitation technique were achieved at 
calcination at 900 °C. In-situ temperature dependent x-ray diffraction studies showed no change in the 
structural phase even up to 1100 °C and the cubic phase was retained contrary to the tetragonal phase 
reported for the sample calcined at 1000 °C. NiCr2O4 samples calcined at 900 °C and 1100 °C were used 
to investigate the magnetic properties. TEM analyses showed a wide variation of particle sizes of both 
the samples that mostly contain bipyramidal shaped particles. EDS did not show the presence of any 
unwanted impurity in the samples. NiCr2O4 sample calcined at 1100 °C showed the TC to be 74.2 ± 0.08 
K and TS equals to 30.2 ± 1.7 K. However, for the sample calcined at 900 °C, TC was found to be 86.5 
± 0.2 K with TS unchanged. The negative magnetization in low temperature regime for the 1100 °C 
sample suggests the presence of uncompensated spins in the material. M-H loops measured at various 
temperatures confirmed the ferrimagnetic nature of the samples. No exchange bias was observed for 
both the samples even at lowest temperature. 
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Abstract. Defects such as oxygen vacancies are found to play a vital role in determining the 
physical and magnetic properties of Ti1xCoxO2δ. These defects can be created during growth 
or may be induced by ion irradiation or implantation. In this work, the structural and magnetic 
properties of epitaxial Ti0.95Co0.05O2δ thin films deposited on LaAlO3 single crystal substrates 
under dense electronic excitation are discussed. Films were deposited by pulsed laser 
deposition (PLD) technique. X-ray diffraction (XRD) studies revealed that reflections, beside 
those corresponding to the planes (004) and (008) of the anatase phase of TiO2, are suppressed, 
indicating epitaxial growth of the films along the c-axis. In order to investigate the important 
role of defects on the physical properties of the thin films, these were irradiated with 100 MeV 
Ag7+ ions with fluences 1×1011, 1×1012 and 1×1013 ions.cm-2. XRD of the irradiated films 
indicate successive amorphization of the films with increasing ion dose. The magnetic 
measurements indicate a significant enhancement in the magnetization of the film irradiated 
with a fluence of 1×1013 ions.cm-2. This unexpected increase in magnetization is explained on 
the basis of the bound magnetic polaron (BMP) model. The findings suggest the pivotal role of 
ion irradiation on tailoring the structural as well as the magnetic properties.  

1. Introduction 

Semiconductor spintronics unites both logic-processing functionalities (electronic charge) of a 
semiconductor and information-storage functionalities (electronic spin) of a ferromagnetic material. 
The main obstacle to realize such spintronics devices are the low Curie temperature (Tc) and 
controversial origin of magnetism in these systems [1].  

In oxide based systems, room temperature ferromagnetism (RTFM) was first discovered by 
Matsumato et al. [2] in Co doped TiO2 thin films making it a potential diluted magnetic semiconductor 
(DMS) material. Several models or mechanisms have been used to explain the origin of 
ferromagnetism in these systems, including the bound magnetic polaron (BMP) model, Ruderman-
Kittel-Kasuya-Yosida (RKKY) exchange interaction, Stoner type model and charge transfer 
mechanisms [3, 4]. All these models or mechanisms could not explain the origin of magnetism 
satisfactorily. Although the exact mechanism of the magnetic correlation is still unclear, the possible 
coupling between charge carriers created by defects like oxygen vacancies and magnetic moment is 
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unanimously accepted [5]. However, clustering of Co in the TiO2 matrix resulting in ferromagnetic 
order is not accepted [6]. Ferromagnetism in Co doped TiO2 polycrystalline thin films deposited by 
pulsed laser deposition (PLD) technique refuting the presence of Co clusters in the films has also been 
reported [7]. Films deposited under low oxygen partial pressure or annealing of the films under 
reduced atmosphere are found to demonstrate ferromagnetic behaviour at room temperature. Defects 
like oxygen vacancies also greatly influence the ferromagnetic properties of undoped TiO2 thin films 
[8]. The challenge is therefore to create defects in the material systematically. 

Ion irradiation used for defect engineering has been employed as a potential tool in material science 
[9]. Irradiation may dissolve the magnetic clusters in the host lattice and create disorder like 
amorphization in the system depending on the energy of the incident ion beam [9]. It can also create 
change in the crystal structure, enhance phase formation and defect annihilation with suitable selection 
of projectile ion, energy and fluence [10]. The material modification can be complex depending upon 
the magnitude of electronic energy loss (Se) as compared with a material-dependent threshold value, 
Seth, beyond which swift heavy ions (SHI) can create amorphized latent tracks or can induce 
crystalline-to-crystalline phase transition [11, 12]. Recently, the role of SHI on structural and magnetic 
properties of Co doped TiO2 polycrystalline thin films deposited on Si substrates have been reported 
[13]. 

To investigate the effect of ion irradiation on epitaxial thin films of Co doped TiO2, this study 
utilized c-axis oriented LaAlO3 (LAO) as the substrate, because of the small lattice mismatch it has 
with TiO2 [14]. Secondly, owing to the important role of defects in tuning the magnetic property, the 
thin films were irradiated with 100 MeV Ag7+ ions with fluences 1×1011, 1×1012 and 1×1013 ions.cm-2. 
The present work focuses on the modification in structural and magnetic properties of Ti0.95Co0.05O2δ 
thin films with the use of swift heavy ion irradiation. 

2. Experimental 

Co doped TiO2 powdered samples were used to prepare the target for the pulsed laser deposition 
(PLD) by pressing the samples together in pellets and sintering these at 900 oC for 24 hours. The target 
was ablated using a KrF excimer laser (Lambda Physik COMPex 201 Model, Germany) at constant 
laser energy of 240 mJ and 10 Hz repetition rate. Commercial LaAlO3 (LAO) single crystal substrates 
were used for film deposition. The substrate temperature was maintained at 700 oC during film 
deposition. Films were fabricated at 10 mTorr oxygen partial pressure. The target was rotated 
continuously during laser ablation. The deposited films were irradiated with 100 MeV Ag7+ ions at 
room temperature using a 15 UD tandem pelletron accelerator at IUAC, New Delhi, India with 
fluences 1×1011, 1×1012, and 1×1013 ions.cm-2. The magnetic measurements of all the samples were 
investigated using a superconducting quantum interference device (SQUID) vibrating sample 
magnetometer (VSM) from Quantum Design in a magnetic field up to 1 T and temperature ranging 
from 5 to 300 K. Structural characterization was performed using a D8 Advance x-ray diffractometer 
from Bruker with LynxEye 1D-PSD detector in θ-2θ geometry. Film thickness and elemental 
compositions were measured with Rutherford’s backscattering spectrometry using stream of α 
particles (He2+). The measured thickness of the pristine film was calculated to be ~ 100 nm. 

3. Results and discussion 

The XRD pattern of the as deposited thin film indicates the anatase phase of TiO2, as seen in Fig. 1. 
All the reflections except (004) and (008) are suppressed due to the epitaxial growth of the film along 
c-axis. After 100 MeV Ag7+ ion irradiation with fluences 1×1011, 1×1012 and 1×1013 ions.cm-2, 
successive amorphization is clearly seen from the XRD profile shown in Fig. 1. 

The interaction of ion beams with material modifies its physical properties. Ion beam irradiation is 
found to induce defects, anneal pre-existing defects, induce structural phase transformation and also 
influence the crystallinity of the target material [10]. SHI passes through the surface with velocity 
comparable to an electron’s Bohr velocity and loses its energy while traversing through matter. The  
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Figure 1. XRD pattern of pristine and irradiated Ti0.95Co0.05O2δ thin films deposited at 10 

mTorr oxygen partial pressure on LaAlO3 substrate. The fluence used is indicated in each 

panel. ‘S’ denotes the reflections related to LaAlO3 substrate. 

 
total energy loss can be expressed as the contribution of two independent energy loss processes: (i) 
electronic energy loss, (dE/dx)e ~ Se, attributed to  electronic  excitation  and ionization  due to  the 
inelastic collision with electrons dominating at high energy regime and (ii) nuclear energy loss, 
(dE/dx)n ~Sn, due to the elastic collisions with the atoms of the solid with the nuclei of the projectile 
ion. The former process is dominant for ions in the mega electron volt (MeV) energy range and the 
latter is valid for ions in the kilo electron volt (keV) energy range. In the present study, the energy of 
the projectile ions is selected such that it can pass through the film thickness and get buried inside the 
substrate. The 100 MeV Ag7+ ions deposit ~ 18.16 keV.nm-1 in inelastic collisions (electronic energy 
loss Se) with electrons, ~ 90.86 eV/nm in elastic collisions (nuclear energy loss Sn) with nuclei as 
estimated using SRIM (The Stopping and Range of Ions in Matter) simulations code [15]. The 
projected range of the ions is approximately 9650 Å which is greater than the film thickness i.e. ~ 
1000 Å. Since the threshold for track formation in TiO2 film is approximately 6.2 keV.nm-1, it is 
expected that the changes produced in the films are dominantly due to the electronic energy loss [16]. 
From the XRD it is clear that the film gets completely amorphized at a fluence of 1×1013 ions.cm-2, as 
shown in Fig. 1. 

In order to investigate the magnetic properties of the pristine and irradiated films, magnetization 
measurements as a function of applied magnetic field under zero filed cooling (ZFC) and field cooling 
(FC) conditions, with a probing field of 50 Oe and temperature ranging from 5 to 300 K, were 
performed. These results are shown in Fig. 2. As Co is a magnetic metal and can contribute to the 
magnetization of the film in the form of Co clusters instead of substituting the Ti site, it is necessary to 
determine the Co concentration in TiO2. This was performed by using Rutherford’s backscattering  
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Figure 2. Magnetization as a function of temperature of pristine and irradiated 

Ti0.95Co0.05O2δ thin films deposited at 10 mTorr oxygen partial pressure on LaAlO3 

substrate. 

 
spectrometry (RBS). RBS measurements indicated that the actual Co concentration is 5 atomic %. In 
order to form Co clusters in TiO2 matrix, a Co concentration of greater than 7 atomic % is needed [2]. 
In the measured films the Co concentration is less than the critical concentration and thus the 
contribution to magnetization because of Co cluster is ruled out. From Fig. 2 it is clear that the 
magnetization relative to ZFC and FC measurements are irreversible, as the two measurements do not 
coincide. From Fig. 2 it is also evident that the Tc of the films is above 300 K. Fig. 3 illustrates the 
magnetization as a function of applied magnetic field at 300 K and 5 K for the pristine as well as 
irradiated thin films. From the obtained magnetization values the diamagnetic contribution from the 
LAO substrate was carefully deducted. The magnetization increases with increasing magnetic field 
and almost saturates. While decreasing the field, the magnetization did not retrace the same path and 
show a prominent hysteresis for the pristine as well as irradiated thin films. The saturation 
magnetization (Ms) increases for the fluence 1×1011 ions.cm-2. However, it decreases with fluence 
1×1012 ions.cm-2. Surprisingly, the Ms increased abruptly for the film irradiated with 1×1013 ions.cm-2 

that shows complete amorphization at this fluence. A similar trend is obtained in M-H behaviour 
measured at 5 K (see Fig. 3 (b). Thakur et al. [17] reported ferromagnetism in undoped TiO2 when 
irradiated with 200 MeV Ag ions with a phase change from anatase to brookite. Sanyal et al. [18] 
reported ferromagnetism with low energy Ar irradiated TiO2 thin films. In case of Co doped TiO2 
polycrystalline thin films, the saturation magnetization Ms decreases with increasing ion fluence [13]. 
The decrease in Ms was explained as a consequence of formation of magnetically disordered region 
around the ion track that does not contribute to the ferromagnetic order [13]. However, in the present  
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Figure 3. M-H plots for the pristine and irradiated Ti0.95Co0.05O2δ thin films deposited at 10 mTorr 

oxygen partial pressure on LaAlO3 substrate and measured at temperatures: (a) 300 K and (b) 5 K. 

The insets show the zoomed view of the hysteresis loops in low field region. 

 
case the Ms is increased with ion irradiation which is quite different from the response of the 
polycrystalline films towards swift heavy ions. 

There are several mechanisms proposed for the observed magnetism in Co doped TiO2 system: (i) 
Bound magnetic polaron percolation (BMP) model, (ii) indirect RKKY exchange interaction, and (iii) 
impurity band exchange model. Among these models or mechanisms BMP and RKKY models are 
quite convincing. Bound magnetic polarons are formed due to Coulomb and magnetic exchange 
interactions surrounding a defect like oxygen vacancy [4, 19]. In the BMP model carriers are localized 
due to electrostatic interaction with some defect [19]. The magnetic polarons are well defined, non-
overlapping, isolated entities, only at low carrier densities and sufficiently large temperatures. The size 
of the polarons increase as the temperature decreases, eventually overlapping with neighbouring 
BMPs. This overlap causes the alignment of their spins, therefore forming ferromagnetic (FM) 
clusters. The FM transition takes place when an ‘infinite cluster’ (of the size of the system) is formed, 
i.e. when the percolation of BMP occurs. The model is valid in the low carrier density regime and 
when the magnetic impurities are larger than the density of carriers [19]. In case of RKKY model, the 
itinerant electron plays a vital role. The itinerant electron interacts with the localized moments and 
tends to order them. For RKKY model to be applicable, the system should have sufficient itinerant 
electrons. With ion irradiation it has been found that the conductivity of TiO2 films decreases and 
films become insulating [20]. Thus, the mechanisms leading to ferromagnetism in these films at lower 
and higher   fluence are definitely different. The competing effect between these two mechanisms 
leading to ferromagnetic ordering results in the anomaly seen in the magnetization for the intermediate 
fluence as observed from the M-H measurements at 5 and 300 K. Thus, bound magnetic polaron 
(BMP) mechanism is mostly dominant for the amorphous film irradiated with fluence 1×1013 ions.cm-2 
demonstrating maximum magnetization. 

4. Conclusions 

Ti0.95Co0.05O2δ thin films were grown on single crystal LaAlO3 substrates. The anatase phase of the 
film was retained with ion irradiation. However, the crystallinty degraded with ion irradiation and the 
films became completely amorphous at fluence 1×1013 ions.cm-2. ZFC-FC magnetization revealed 
prominent bifurcation below 300 K, indicating that the Tc of the film is well above room temperature. 
Magnetization as a function of applied magnetic field measured at 300 K and 5 K confirms the 
ferromagnetic behaviour of the films. The Ms initially increased for the film irradiated with fluence 

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 52



 

 

 

 

 

 

1×1011 ions.cm-2 then decreased for the fluence 1×1012 ions.cm-2 and finally the magnetization 
increases dramatically for the amorphous film irradiated with fluence 1×1013 ions.cm-2. This unusual 
increase in the magnetization can be explained on the basis of BMP model. 
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Abstract.  Dy3+ ions doped in TiO2 nanophosphor powders were synthesized by the sol-gel 
method. The prepared samples were characterized by X-ray diffraction (XRD), 
photoluminescence spectroscopy (PL), ultra-violet visible spectroscopy (UV-Vis), scanning 
electron microscopy (SEM) and energy dispersive x-ray spectroscopy. The XRD patterns 
confirmed the tetragonal structure of TiO2 with the experimental unit cell parameters of a = b = 
3.803Å and c = 9.534Å. The average crystallite sizes were estimated by applying the Debye-
Scherrer formula and range from 9 to 5 nm. The FE-SEM images showed that the obtained 
powders surface texture was composed of nanorods. The EDS spectra confirmed the formation 
of undoped and doped TiO2 nanophosphors. The UV-Vis diffuse reflectance spectra indicated 
the absorption bands in the visible region ranging from 460 to 850 nm which originated from the 
doped nanophosphors. The sharp absorption edge has shifted towards the longer wavelengths 
with the introduction of Dy3+ ions into the TiO2. The optical band gap of the synthesized 
nanophosphor powder was determined and ranged from 3.41 to 3.06 eV. The emission bands of 
the Dy3+ ions were observed at 483, 576, 665 and 765 nm, which were assigned to different 
transitions of the 4f - 4f levels. 

1. Introduction 
Titanium dioxide is also known as titania or titanium oxide which has a chemical formula of TiO2 and 
belongs to the IVB group transition metal oxides. Titania occurs in three common known polymorphs 
such as anatase (tetragonal), rutile (tetragonal) and brookite (orthorhombic). The above phases are 
differentiated from one another by their band gap energy and by also their refractive index (Eg = 3.2 
eV, n = 2.488 for anatase, Eg = 3.0 eV, n = 2.608 for rutile and Eg = 1.96 eV, n = 2.583 for brookite). 
Furthermore TiO2 has a low phonon frequency (<700 cm-1) [1]. Generally the two polymorphs studied 
are the anatase phase and rutile phase [2].  In addition the rutile phase is considered to be the most stable 
phase especially at high temperature, while the anatase phase is stable at low temperatures.  

Due to the unique properties, titania nanomaterial is considered to be one of the most important metal 
oxides in the past few years. Many researchers focus on titania due to the wide range of applications in 
solar cells, photocatalysts, cosmetics, lithium batteries, dye sensitized and chemical sensor and so forth 
[2, 3]. The applications of rutile and anatase phases will differ because of the different bonding 
arrangement [2].  

Over the past few decades it has been noted that the properties of titania can be modified by doping 
TiO2 with lanthanide ions. TiO2 is one of the more favorable host materials for the incorporation of 
lanthanide ions due to its interesting properties such as friendly to the environment and its excellent 
chemical and thermal stabilities. Different researchers have synthesized TiO2 nanoparticle doped with 
different lanthanide ions in the past years including TiO2:Tb3+ [4, 5], TiO2:Sm3+ [6, 7], TiO2:Pr3+ [8] and 
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TiO2:RE ions [9] for different applications. In addition the presence of rare earth ions in TiO2 

nanocrystalline stabilizes the anatase phase.  The Dy3+ ion has been chosen to dope TiO2 because of the 
fact that Dy3+ ions emit light at different ranges in the visible spectrum. There are several methods to 
synthesize TiO2 nanoparticle but the focus was on the sol-gel method in this report because it is an 
inexpensive method and it requires lower temperatures. 

The important goals of the present work was to synthesis the titanium oxide nanocrystalline powders 
by the sol-gel technique at room temperature and also to study the influence of the Dy3+ dopant on the 
structure and optical properties of TiO2 nanocrystalline powder. The particle size and crystal structure 
of the synthesized samples were characterized using X-ray diffraction (XRD), surface morphology and 
chemical composition were determined using scanning electron microscopy (SEM) and energy 
dispersive x-ray spectroscopy (EDS), respectively, while the emission and excitation of the prepared 
samples were investigated by using photoluminescence spectroscopy (PL). In addition the optical 
indirect band gap energies of the prepared samples were obtained by using ultra-violet visible 
spectroscopy (UV-Vis).   
 
2. Experimental Section 
2.1 Synthesis 
The undoped and doped TiO2 nanophosphor powders were prepared by the sol-gel routine at room 
temperature by using Titanium butoxide (97%, Sigma Aldrich) as the precursor, Ethanol absolute 
(99.7%, associated chemical enterprise), and Acetic acid (≥ 99%, Sigma Aldrich) as the starting 
materials and dysprosium (iii) nitrate hydrate (99.9%, Sigma Aldrich) was used as a dopant ion. 

Typically, the 25 mL of acetic acid was mixed together with 25 mL of ethanol in a 200 mL beaker 
and the mixture was stirred for 30 minutes using a magnetic stirrer to obtain the complete esterification 
solution. Afterwards, the 2.5 mL of titanium butoxide was added into the esterification solution to 
prepare the undoped nanophosphor. But for the doped nanophosphor a certain volume of titanium 
butoxide and different concentrations of Dy(NO3)3.5H2O were added simultaneously to the esterification 
solution. After the addition, the mixture was stirred continuously for an hour to form a sol at room 
temperature. The sol was aged for 24 hours at room temperature under the vacuum in order to form the 
white precipitation, and the white precipitations were dried in an oven for 30 minutes at 120°C. The 
pestle and mortar was used to grind the dried powder obtained from the oven. The grinded nano TiO2 
powder was then transferred into a muffle furnace and calcined at 400°C for 2 hours at a rate of 5°C.min-

1. 
 
2.2 Characterization Techniques 
The crystallite size and phase of the TiO2 nanophosphor for all synthesized samples were investigated 
using XRD patterns that were measured by a Bruker AXS D8 Advanced X-ray diffractometer with Cu 
Kα = 1.5406 Å radiation in the range 2θ = 20 - 80° and a scanning rate of 0.02°.s-1.  

The particle morphology and elemental composition of the prepared samples were studied using a 
Joel JSM-7800F Field Emission equipped with an Oxford Aztec EDS and a Gatan Mono CL4, which 
was used to identify the elements in the prepared samples. The samples were mounted on carbon tape 
during the analysis of SEM and EDS.  

The optical properties of the synthesized nanophosphor powders were recorded in a scan range of 
270 – 850 nm using an ultra violet visible spectrophotometer (Perkin Elmer UV/Vis Lambda 950 powder 
spectrophotometer) and using a lab-sphere for calibration and standard reference. Furthermore, both 
excitation and emission spectra of prepared samples were investigated with a Cary Eclipse fluorescent 
spectrometer using a Xenon lamp as excitation source. All the measurements were done at room 
temperature. 
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3. Results and Discussion 
3.1 X-ray diffraction (XRD) 
The XRD patterns of undoped TiO2 nanophosphor powder and Dy3+ doped TiO2 nanophosphor powders 
via sol-gel method are presented in Figure 1. The patterns indicate that the tetragonal phase of TiO2 has 
formed and they were indexed according to the JCPDS card number 21-1272 (Anatatse) and JCPDS 
card number 21-1276 (Rutile). The undoped XRD patterns consisted of mixed phases of anatase and a 
minor content of rutile, while the doped patterns depict that Dy3+ ion prevented phase transformation of 
anatase-rutile by stabilizing only the anatase phase. The same phase was observed for all doped sample 
without any impurity which may relate to Dy2O3 or other phases of Dy in the XRD patterns and therefore 
this shows that Dy3+ ions were well incorporated into the TiO2 host material.  

 
Figure 1: The XRD patterns of the TiO2: Dy3+ nanophosphor powders. (“A” represent anatase 
phase and “R” represent the rutile phase).  

It has been noted that the rutile phase is more stable especially at higher temperatures than the anatase 
and brookite phases [2], while the anatase phase can be stabilized by introducing dopants into the TiO2 
crystal structure. The XRD of the doped nanophosphor show no visible evidence of the rutile phase in 
Figure 1, centered at around 27.27°. Fidelus et.a1 [10] observed the same behavior when TiO2 was co-
doped with Nd3+ and Yb3+ ions and this effect indicates that the dopant retards the transition of TiO2 
from anatase to rutile phase, therefore stabilizing the anatase phase. The average crystallite sizes of Dy3+ 
doped TiO2 nanophosphor with different doping concentration were estimated by applying the Debye-
Scherrer formula [10, 11]. 

D = 
��

�����
	        (1) 

 
where k is constant k = 0.89 for spherical nanoparticles, λ is the wavelength X-ray radiation (Cu 
Kα=1.5406 Å), β is the full width at half maximum (FWHM) of the particular peak in radians and θ is 
the measured Bragg’s angle in degrees. The average crystallite sizes ranged from 9 to 5 nm.  
3.2 Scanning electron microscopy and energy dispersive x-ray spectroscopy. 
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The SEM images and EDS spectrum of synthesized nanophosphor powders are shown in Figure 2 and 
Figure 3 respectively. The shape morphology was obtained by using FE-SEM as shown in Figure 2 (a) 
and (b) for undoped TiO2 and doped TiO2 with 5.0 mol% of Dy3+ respectively. The figure shows that the 
surface texture was composed of nanorods for both the undoped and doped TiO2 nanophosphor. This 
proves that the Dy3+ ion did not affect the particle morphology of the synthesized nanophosphors. 

The EDS spectra confirm the presence of elements such as Ti, O, and C in the pure synthesized TiO2 
nanophosphor and the same elements in the doped TiO2 nanophosphor, including the foreign element 
Dy ion. It thus confirmed that the pure anatase (TiO2) was synthesized since no other elements where 
detected as shown in Figure 3 (a) beside Ti and O. The presence of carbon is from the carbon that was 
used to mount the sample during the analysis of SEM and EDS.  

 
Figure 2: FE-SEM images of the (a) undoped and (b) 5.0 mol% Dy3+ doped 
TiO2 nanophosphor powders.  

 
Figure 3: The EDS spectra of the undoped and 5.0 mol% Dy3+ doped TiO2 nanophosphor 
powders. 

3.3 Ultra-violet spectrophotometry  
The absorption properties of the prepared samples were obtained from the diffuse reflectance spectra 
(DRS) as shown in Figure 4(a). It is clear that the absorption bands in a visible region (450 to 850 nm) 
originated from the doped samples, while for undoped sample there was no sign of absorption bands in 
that region. The absorption bands centered at 454, 475, 752 and 801 nm originated from the ground 
6H15/2 state to different excited states of the Dy3+ ion [12]. The sharp absorption edge was observed at ~ 
365 nm for the undoped nanophosphor powder, but it shifts towards the longer wavelength after Dy3+ 
was introduced into the TiO2 matrix. However, this absorption edge is assigned to the intrinsic 
absorption band of TiO2. The optical band gap energy was also calculate by using the Kubelka-Munk 
remission function [11] and Figure 4 (b) was used to obtain the band gap values, which ranged from 
3.41 to 3.06 eV. 
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Figure 4: (a) DRS of Dy3+ doped TiO2 nanophosphor and (b) Kubelka Munk transformed reflectance 
spectra of TiO2 nanophosphor powders. 

Figure 5 illustrates the excitation spectrum of pure TiO2 nanophosphor and Dy3+ doped TiO2 
nanophosphor with different doping concentrations, monitored at an emission wavelength of 576 nm. 
There were four main excitation peaks with maxima at 392, 428, 453 and 474 nm which were assigned 
to electronic transition as shown in Figure 5. 

 

Figure 5: Excitation and emission spectra of Dy3+ doped TiO2 nanophosphor with 
different doping concentration, (λem = 576 nm) and (λex = 453 nm) respectively. 
(Inset shows the maximum emission intensity as function of Dy3+ concentration). 

The emission spectra of Dy3+ doped TiO2 nanophosphor with different doping concentration is also 
presented in Figure 5, under the excitation wavelength of 453 nm. The four main emission bands were 
observed with maxima at 483, 576, 665 and 765 nm, which were attributed to the transitions 4F9/2→ 
6H15/2, 4F9/2 → 6H13/2, 

4F9/2 → 6H11/2, 
4F9/2 → 6H9/2 of Dy3+, respectively [12].  The yellow emission centered 

at 576 nm has the most intense emission bands for all prepared samples. (The inset shows the intensity 
as function of Dy3+ concentration). The transition at wavelength centered at 576 nm (yellow) 4F9/2 → 
6H13/2 belongs to the electric dipole transition, while the hypersensitive transition 4F9/2→ 6H15/2 at 476 nm 
band (blue) corresponds to the magnetic dipole of the Dy3+

 ion.  
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4. Conclusion 
A series of TiO2 nanophosphor doped with Dy3+ were successfully synthesized by sol-gel method. The 
XRD patterns confirmed the tetragonal structure of TiO2, although the XRD patterns of undoped 
nanophosphor consisted of a mixture of anatase and rutile. It was clearly shown that the Dy3+ ion played 
an important role in the crystal structure of TiO2 because the presence of the Dy3+ ions stabilized the 
anatase phase. The average crystallite sizes were estimated to range from 7 to 9 nm for all samples. The 
EDS spectra confirmed that the synthesized nanophosphor was pure TiO2 since no impurity elements 
were detected in the prepared nanophosphor material. The surface texture was composed of nanorods 
for pure TiO2 and doped TiO2 nanophosphors. The absorption bands in the visible range were observed 
by using UV-Vis diffuse reflectance spectroscopy. The optical indirect band gap energies of TiO2 
nanophosphor powders were estimated by using the diffuse reflectance spectra to plot the Kulbeka-
Munk function for an indirect band gap. The estimated band gap energies ranged from 2.92 to 3.13 eV 
for the doped and undoped nanophosphors. The two major emission bands of Dy3+ ion were observed at 
483 nm and 576 nm and the maximum emission intensity was obtained when the Dy3+ concentration 
was 0.5 mol%. It was noted that the luminescence intensity depended on the Dy3+ ion concentration.  
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Abstract. In magnetic 4f-systems electronic and magnetic properties are carried by two different 
electron groups. They are ferromagnetic insulators and semiconductors respectively and have 

become important recently due to their applications in spintronics. For their realistic theoretical 

description the sf-model is used that contains the electron-magnon interaction in the form of an 

intraatomic exchange coupling between the itinerant conduction and the localized 4f-electrons. 

The sf-model is solved exactly in the zero bandwidth limit; it turns out that finite band 

occupations 𝑛 reduce the saturation magnetization so that 𝑚 ( 𝑇 = 0, 𝑛 ≠ 0) ≤ 𝑆. Furthermore, 

the Curie temperature 𝑇𝐶  depends on band occupation 𝑛 which is experimentally modeled by 

doping with suitable impurities. The theoretical calculations are shown to reasonably agree with 

experimental results. 

1.  Introduction 

Magnetic 4f-systems are compounds containing rare earth atoms and their magnetic properties are due 

to only partially filled 4f-shells. The incompletely filled 4f-shell is responsible for a permanent magnetic 
moment that is strictly localized at the lattice site as 4f-wavefunctions of adjacent ions practically do 

not overlap. However, the two outer 6s-electrons become quasi-free conduction electrons that in metallic 

4f-systems move through the entire lattice. An indirect exchange interaction (RKKY interaction) then  
causes the permanent magnetic moments to align spontaneously below a critical temperature; magnetic 

4f-systems are therefore ferromagnetic or antiferromagnetic. Prototypes are the 𝐸𝑢𝑋, 𝑋 = 𝑂, 𝑆, 𝑆𝑒, 𝑇𝑒 

which are insulators or semiconductors respectively and the metallic 𝐺𝑑. 

As electronic and magnetic properties of magnetic 4f-systems are caused by two different electron 
groups several interesting mutual effects are observed. On the one hand, the magnetic moment system 

is sensitive to changes to the conduction electron density. One consequence of this is that the saturation 

magnetization 𝑚 (𝑇 = 0, 𝑛 ≠ 0) ≤ 𝑆. Here 𝑆 denotes the spin quantum number of the partially filled 

4𝑓-shell. In the case of 𝐸𝑢2+-ions this quantum number is according to Hund’s rules 𝑆 =  7
2⁄ . On the 

other hand, the Curie temperature 𝑇𝐶  increases with increasing band occupation 𝑛 and critical 
temperatures close to room temperature have been observed e.g. in magnetic semiconductors of the type 
( 𝐺𝑎, 𝑀𝑛)𝐴𝑠 and in iron based superconductors [1,2].  Here a few percent of the 𝐺𝑎-atoms are replaced 

by magnetic 𝑀𝑛-ions and the effective coupling between the magnetic moments is similar to that 

observed in magnetic 4f-systems. This makes such specimen promising examples for the development 

of spintronic devices. Furthermore, due to the statistical distribution of the 𝑀𝑛-ions interesting 

phenomena are observed, e.g. spin glass and Kondo behavior, magnetic moment quenching, and a 

possible coexistence between magnetic order and intermediate valence states [3]. As the temperature 

dependence of the spin dependent density of states 𝜌𝜎  (𝐸) is in turn influenced by the magnetization of 

the 4f-moments  drastic conduction band deformations and band splittings  have been reported [4]. 
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Magnetic 4f-systems are theoretically described by alternatively the Anderson model [5], a 

hybridized Kondo lattice model [6],  or the sf-model [7]. It is shown in various references (see e.g. 

reference [8]) that the sf-model describes the coupling between the itinerant conduction electrons and 

the localized 4𝑓-moments and especially spin exchange processes between the two subsystems in a 
particularly realistic manner. The detailed understanding of these exchange interactions has recently 

gained renewed interest in connection with molecular magnetic materials [9]. Even though the sf-model 

defines a non-trivial many body problem, it can be solved rigorously in certain limiting cases. This 
provides for a further advantage of the sf-model as the accuracy of approximate solutions can be tested 

in these limiting cases. 

The sf-model is introduced in the following section. In Section 3 both exact and approximate solutions 

to the many body problem are discussed. Numerical evaluations and corresponding results are presented 
in Section 4. The paper concludes with a short summary. 

 

2.  The Model 
The sf-model describes the mutual effects between the two different electron groups in magnetic 4f-

systems and is defined by the Hamiltonian 

𝐻 =  𝐻𝑠 +  𝐻𝑓 + 𝐻𝑠𝑓                                                                                                              

𝐻𝑠 =  ∑ 𝑇𝑖𝑗 𝑐𝑖𝜎
+

𝑖𝑗𝜎 𝑐𝑗𝜎 + 
1

2
 𝑈 ∑ 𝑛𝑖𝜎  𝑛𝑖−𝜎𝑖𝜎                                                                                      (1) 

Here 𝑐𝑖𝜎
+  denotes the creation operator for a σ-electron at lattice site 𝑅𝑖, 𝑐𝑖𝜎 is the corresponding 

annihilation operator. The operator for the occupation number is then 

𝑛𝑖𝜎 =  𝑐𝑖𝜎
+  𝑐𝑖𝜎  

𝐻𝑠 describes the system of itinerant conduction electrons that are treated as s-electrons and has the well 

known form of the Hubbard model. Note that the Coulomb interaction is only considered in its simplified 

intraatomic version, i.e. it only acts if there are two electrons with opposite spin present in the same 

Wigner-Seitz cell.  𝑈 is the corresponding Coulomb matrix element: 𝑇𝑖𝑗  are the hopping integrals.  The 

subsystem of localized magnetic moments is described in a realistic manner by the Heisenberg model 

𝐻𝑓 =  − ∑ 𝐽𝑖𝑗 𝑆𝑖  ·  𝑆𝑗𝑖𝑗                                                                                                                          (2) 

The spins at 𝑅𝑖 and 𝑅𝑗  interact via the exchange integrals 𝐽𝑖𝑗. The two subsystems are coupled by an sf-

exchange, i.e. a local interaction between the 4f-spin 𝑆𝑖 and the conduction electron spin 𝜎𝑖 

𝐻𝑠𝑓 =  −𝑔 ∑ 𝜎𝑖  ·  𝑆𝑖 =  − 
1

2
 𝑔 ∑ (𝑧𝜎  𝑆𝑖

𝑧  𝑛𝑖𝜎 +  𝑆𝑖
𝜎  𝑐𝑖−𝜎

+  𝑐𝑖𝜎)𝑖𝜎𝑖                                                         (3) 

𝐻𝑠𝑓  is an effective operator that simulates the electron-magnon interaction that is responsible for a 

spontaneous magnetization in magnetic 4f-systems; 𝑔 is the intraatomic sf-exchange constant. A 

realistic parameter value for magnetic 4𝑓-systems would be 𝑔 = 0.2 𝑒𝑉 [8]. Note that the ratio 
𝑔

𝑊⁄  

describes the relative strength of the sf-coupling with 
𝑔

𝑊⁄ → 1 representing the strong and the limit 
𝑔

𝑊⁄  → 0 the weak coupling limit. 

The Hamiltonian of Eq (1) describes a non-trivial many body problem that is generally not exactly 
solvable. However, there are a couple of interesting exactly solvable limiting cases that are discussed in 

Section 3. 

 

3.  Exact and approximate solutions 

The sf-model is rigidly solved  in the zero bandwidth limit [10] and the case ( 𝑇 = 0, 𝑛 = 0) describing 

one electron in an otherwise empty conduction band [11]. In the zero bandwidth limit the Bloch band 

degenerates to a single level 𝑇0 that due to the sf-exchange interaction splits into four quasiparticle 
energies 
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𝐸1 =  𝑇0 − 𝑔 𝑆 

𝐸2 =  𝑇0 + 𝑔 ( 𝑆 + 1) 

𝐸3 =  𝑇0 + 𝑈 − 𝑔 ( 𝑆 + 1) 

𝐸4 =  𝑇0 + 𝑈 + 𝑔 𝑆 

with temperature and particle number dependent spectral weights 𝛼𝑖𝜎  (𝑇. 𝑛) describing the degeneracy 

of the energy levels 𝐸𝑖. For the general case of finite bandwidths 𝑊 an alloy analogy may be applied 

where the alloy consists of four components 𝐸𝑚, 𝑚 = 1, … . .4 with concentrations 𝑐𝑚 =  𝛼𝑚𝜎  ( 𝑇, 𝑛) 

statistically distributed over the entire lattice. This leads to a many body problem that can be solved 
approximately but selfconsistently within the coherent potential approximation CPA [12]. The CPA 

calculates an ensemble average where the selfenergy 

𝛴𝑘𝜎  (𝐸, 𝑘) =  𝛴𝑘𝜎  (𝐸)                                                                                                                          (4) 
becomes wavevector independent. Within the CPA the one particle Green function 

𝐺𝑘𝜎  (𝐸) =  
ℏ

𝐸− 𝜀 (𝑘)+ 𝜇− 𝛴𝑘𝜎 (𝐸)
                                                                                                              (5) 

has the typical form of an interacting electron system where the selfenergy represents many particle 

correlations not contained in a one particle theory. The quasiparticle density of states 

𝜌𝜎  (𝐸) =  − 
1

𝜋
   ℑ ∫ 𝑑𝑥  

𝜌0 (𝑥)

𝐸−𝑥− 𝛴𝜎 (𝐸)

+ ∞

− ∞
                                                                                              (6) 

is in turn calculated from an integral over the free Bloch density of states. Applying Eq (6) to magnetic 

4f-systems yields quasiparticle density of states that are considerably deformed and split compared to 

the free Bloch band. This is discussed further in the next section. 
 

4.  Results    

We first want to discuss metallic 4f-systems and therefore evaluate Eq (6) as a function of temperature 

at fixed band occupation 𝑛. For the Bloch density 𝜌0 (𝐸) a simple model version from the tight binding 

approximation [13] is used. The temperature dependence mainly results from the 4f-magnetization 𝑚 

that is regarded as a parameter and varies from near saturation at 𝑇 = 0 𝐾 to 𝑚 (𝑇 =  𝑇𝐶  ) = 0 according 

to the usual Brillouin function behavior. The calculation is done to roughly model 𝐺𝑑 with 𝑇𝐶 = 238 𝐾. 

The remaining set of parameters used are typical for moderate coupling, i.e, 𝑔 = 0.2 𝑒𝑉, 𝑊 = 1 𝑒𝑉. 𝑆 =
7

2⁄ . The corresponding results are plotted in Figure 1 below which shows the temperature and spin 

dependent quasiparticle density of states 𝜌𝜎  (𝐸). 

The original Bloch band is for both 𝜎 = ↑↓ split into two quasiparticle subbands. The splitting is a 

consequence of the sf-interaction, i.e. many particle correlations and their effect depends on the relative 

coupling strength 
𝑔

𝑊⁄ .  With decreasing magnetization, i.e. increasing temperature the subbands start 

to merge until they finally coincide at 𝑇 =  𝑇𝐶 . These results imply that the influence of the 4f-moments 

on the itinerant conduction electrons vanishes above 𝑇𝐶 . This view is, however, challenged by the 

authors of reference [14] who claim that a correlation based exchange splitting between the ↑  and ↓ 

densities of states persists in the paramagnetic phase.                                                                         

On the other hand, for ferromagnetic insulators and semiconductors, e.g. 𝐸𝑢𝑋 the  Curie temperature 

𝑇𝐶  (𝑛 = 0) for the empty conduction band was previously calculated within the mean field 
approximation of the Heisenberg model [15] and corresponding results are summarized in Table 1 

below. 
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   Fig 1: Quasiparticle density of states 𝜌𝜎  (𝐸) for four different values of the 4f-magnetization 𝑚 =
 〈𝑆𝑧〉 and 𝜎 = ↑↓. 
 

 

 

 Table 1: Experimental and theoretical values for the critical temperatures of 𝐸𝑢𝑋 according to ref [15]. 

 

 

X Exp value for critical 
temperature 

Theoretical value for 
critical temperature 

Type of magnetization 

O 66.8 𝐾 86.6 𝐾 ferromagnetic 

S 16.6 𝐾 21.5 𝐾 ferromagnetic 

Se 4.6 𝐾 − 4.0 𝐾 metamagnetic 

Te 9.6 𝐾 8.5 𝐾 antiferromagnetic 

 

 

               

While the calculated values from the MFA are slightly enhanced the Curie temperatures 𝑇𝐶  (𝑛 = 0) 

generally come out too low, especially with regard to possible applications in electronic devices. 
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However, with increasing band occupation 𝑛, the Curie temperature 𝑇𝐶  (𝑛) increases according to the 

equation 
𝑇𝐶  (𝑛)

𝑇𝐶 (𝑛=0)
  = 1 +  

𝑆+1−𝑛

𝑆+1
    𝑛

4
3⁄                                                                                                            (7) 

Equation (7) is derived from a mean field approximation where the dependence of the exchange integrals 

on band occupation 𝑛 is due to the RKKY-interaction [16].  Corresponding numerical results are plotted 

in Figure 2 below. 

 
 

 
Fig 2: Curie temperature 𝑇𝐶  (𝑛) from a mean field approximation of the sf-model. 

 

With increasing band occupation 𝑛 the Curie temperature 𝑇𝐶  of the ferromagnetic 4f-system increases 
as the RKKY-interaction leads to an effective coupling between the permanent magnetic moments. This 

increase of 𝑇𝐶  on 𝑛 is experimentally modeled by doping with suitable impurities and similar results 

have been reported both experimentally [1,2] and theoretically [6, 17]. Furthermore, for large enough 

band occupations 𝑇𝐶  is more than doubled compared to the corresponding value for the empty 
conduction band. The critical temperature thus becomes close to room temperature which is important 

regarding possible applications in spintronics. On the other hand, the saturation magnetization decreases 

from its 𝑛 = 0 value 𝑚 (𝑇 = 0, 𝑛 = 0) = 𝑆 =  7
2⁄  according to Figure 3 below. 

 

 
 

Fig 3: Saturation magnetization 𝑚(𝑇 = 0) as a function of band occupation 𝑛. 
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This result already follows from the exactly solvable zero bandwidth limit. A ↓-electron can even at 𝑇 =
0 𝐾 exchange its spin with the then antiparallel localized 4f-spin. A bound state of the conduction 

electron with the spin wave is formed. The corresponding quasiparticle has an infinite lifetime and is 
known as the magnetic polaron [18]. The consequence of this is a saturation magnetization 

𝑚 (𝑇 = 0, 𝑛) ≤ 𝑆 in contrast to the Heisenberg model where spin waves only occur at finite 

temperatures. Spin waves (magnons) are measured by neutron scattering experiments. The magnon-

electron interaction on the one hand increases magnetic order, yet on the other hand contributes to the 
electrical resistivity of magnetic 4f-systems. The authors of reference [19] observe an increase in 

resistivity of 𝐶𝑒𝐶𝑢𝐴𝑙3 with temperature in the magnetically ordered phase in agreement with the theory 

developed in this paper. 
 

5.  Conclusions and Summary 

In this paper it is shown that magnetic 4f-systems are reasonably well described within the sf-model that 
contains an exchange interaction between the localized 4f-spin and the itinerant conduction electron.  

Using an alloy analogy the spin system is solved within the coherent potential approximation CPA. As 

a result of correlation effects the conduction band structure becomes temperature dependent while the 

4f-magnetization turns out to be sensitive to changes in the conduction electron density. The Curie 

temperature 𝑇𝐶  is enhanced at finite band occupations 𝑛 with 𝑇𝐶-values close to room temperature being 

obtained. This makes magnetic 4f-systems suitable for applications in spintronic devices. 
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Abstract. Zinc oxide (ZnO) is a multifunctional material having unique physical properties as 
well as chemical and photo-stability. In the present work, ZnO thin films were synthesized on 
indium tin oxide (ITO) coated glass substrates by the sol-gel process using spin coating. The 
precursor sol was prepared by mixing 2-methoxyethanol and zinc acetate dihydrate and using 
mono-ethanolamine as stabilizer. After annealing at temperatures of 350 ºC, 450 ºC or 550 ºC, 
structural, optical and electrical studies were carried out. X-ray diffraction patterns showed the 
crystalline hexagonal wurtzite structure of the ZnO thin films, while the relative peak 
intensities showed the formation of a c-axis preferential orientation as the annealing 
temperature increased. Scanning electron microscopy results revealed that a wrinkle-like 
morphology obtained when annealing at 450 ºC was transformed into a fine grain structure 
after annealing at 550 ºC. Optical transmittance of the thin films was about 80% obtained in the 
range 400-800 nm measured using a UV-vis spectrophotometer. The optical bandgap varied 
from 3.26 eV to 3.28 eV as calculated using Tauc’s plot method. The photoluminescence 
extended from the UV near band edge emission over the blue region and was influenced by the 
ITO substrate. The current-voltage characteristics of ZnO films show Ohmic behaviour and the 
resistivity decreased with increasing annealing temperature. These highly transparent and 
conducting ZnO thin films can be used in solar cells and optoelectronic devices.  

1.  Introduction 
Zinc oxide (ZnO) is a wide direct bandgap semiconductor with an energy gap of 3.3 eV and a high 
free exciton binding energy of 60 meV at room temperature which has great applications in the 
information age [1,2]. Zinc is a cheap and abundant raw material, and ZnO thin films possess unique 
optical, electrical and semiconducting properties used extensively in applications such as transparent 
conducting contacts, solar cells, gas sensors, laser diodes, ultraviolet lasers and thin film transistors, 
etc. ZnO is also attractive for high frequency surface acoustic wave device applications [3]. Despite 
several approaches adopted for fabricating ZnO thin films, controlling the crystallinity as well as grain 
size and shape still needs to be further investigated. Therefore, it is essential to investigate optimum 
conditions for fabrication of highly oriented and transparent ZnO thin films. 

ZnO thin films can be produced by different methods such as the sol-gel technique [4,5], chemical 
vapour deposition [6], pulsed laser ablation [7], spray pyrolysis [8], magnetron sputtering [9] and 
thermal evaporation [10]. The sol-gel technique has many advantages in preparing ZnO films, such as 
strong c-axis orientation, ease of compositional modifications, large films, simplicity of working 
principle, low cost, and low annealing temperature. The sol-gel method is therefore prevalent today 
and ideal for exploratory research. In this work we have used the sol-gel method to deposit ZnO thin 
films but, regardless of the deposition technique, the annealing effects still remain an open subject for 
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research. It is interesting to study how the physical properties change with annealing temperature. 
Bouhssira et al. [10] have studied the influence of annealing temperature on the properties of ZnO thin 
films deposited by thermal evaporation and inferred that the annealing of ZnO thin films allowed 
obtaining layers with optical transmittance close to 80%. Mosbah et al. [11] deposited ZnO thin films 
by RF sputtering and observed annealing effects on the structural and optical properties.  In the present 
work we have deposited ZnO thin film by the sol-gel method on indium tin oxide (ITO) covered glass 
substrates. We have focused on the influence of the annealing temperature on the structural, 
morphological, optical and electrical properties of the ZnO thin films. 

2.  Experimental details 

ZnO thin films were deposited on ITO coated Corning glass substrates by the sol-gel process. The sol 
was prepared by dissolving 2.195 g of zinc acetate dihydrate (99% purity) in 50 ml of 2-
methoxyethanol (solvent) and mixed with mono-ethanolamine (stabilizer) in a 1:1 molar ratio. The 
solution was stirred using a magnetic stirrer at room temperature for 2 h and then at 60 ºC for 1 h. This 
resulted in a clear solution which was found to be stable and transparent with no precipitate or 
turbidity after cooling to room temperature. The sol was aged for 72 h at room temperature in order to 
make it more viscous before using it for spin coating. The ITO covered glass substrates were 
degreased with acetone by ultrasonic agitation for 10 min and then washed several times by distilled 
water, and finally methanol. The sol was dropped onto the substrate which was then spun at 2500 rpm 
for 30 s. The coated substrate was dried at 230 ºC for 10 min in air, and the coating process repeated 
15 times to increase the thickness. The resulting material was divided into three pieces and annealed in 
air at a temperature of 350 ºC, 450 ºC or 550 ºC for 1 h to complete the formation of the ZnO thin film. 
The flow chart of the entire process for synthesis of the ZnO films is schematically drawn in figure 1. 

 

 

Figure 1. Flow 
chart for the 
preparation of ZnO 
thin films by spin-
coating. 

 
Structural, optical and electrical characterization of the ZnO thin films followed. X-ray diffraction 

(XRD) using a PANalytical X'pert Pro system was used to analyze the crystallographic structure and 
crystallite size of the films. Scanning electron microscopy (SEM) performed with a Zeiss EVO-40 
instrument was used to assess the surface morphology, while a UV-vis spectrophotometer 
(Schimadzu-3600) was used to measure the transmittance of the samples. The bandgap was 
determined using Tauc’s plot method. Photoluminescence (PL) data was recorded using a 
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spectrofluorophotometer (Shimadzu RF-5301 pc) and current-voltage (I-V) measurements were made 
using a Keithley 4200 Semiconductor Characterization System. 

3.  Results and discussion 
3.1.  X-ray diffraction analysis 
The structure and crystalline quality of the deposited ZnO thin films on ITO coated glass substrates 
annealed at different temperatures of 350 ºC, 450 ºC or 550 ºC were studied by XRD and the patterns 
are shown in figure 2(a). The (100), (101), (102) and (002) peaks of ZnO (JCPDS file No. 36-1451) 
are observed, in addition to several peaks corresponding to ITO occurring at 21.58º, 30.69º, 35.57º and 
51.17º which are marked with an asterisk (*) in figure 2(a). The ZnO peaks result from interplanar 
spacings dhkl given by [12] 
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for the hexagonal wurtzite structure, where a and c represent the lattice parameters and hkl are the 
Miller indices. The (100) peak had maximum intensity relative to the (002) peak for the sample 
annealed at 350 ºC, but showed a relative decrease as the annealing temperature was increased. The 
(002) peak was dominant for the ZnO thin film which was annealed at 550 ºC, showing a preferential 
orientation and indicating that the c-axis of the crystallites is generally perpendicular to the surface of 
the film.  
 

 

Figure 2. XRD patterns of ZnO thin films annealed at different temperatures. (b) Crystallite size 
as a function of annealing temperature. 

 
The crystallite size was determined by Scherrer's equation [13] 

 




sin
KD   (2) 

where K is a constant taken to be 0.94, λ is the wavelength of X-rays used (0.154 nm for Cu Kα) and β 
is the full width at half maximum. The crystallite size was calculated using the (002) peaks which 
were dominant in all the samples, and it increased from 21 nm to 38 nm with increasing annealing 
temperature as shown in figure 2(b). A similar result was obtained by Rattana et al. [14] on NiO/ZnO 
heterojunction thin films prepared by the sol-gel method and the increase of the crystallite size with 
annealing temperature can be explained by the atoms have enough energy to diffuse. The direction 
perpendicular to the c-axis is the most favourable growth plane for the hexagonal ZnO structure 
because it has the lowest surface energy [15]. 
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3.2.  Surface morphology 
 

 

Figure 3. SEM images of the ZnO thin films annealed at (a) 350 ºC, (b) 450 ºC and (c) 550 ºC. 
 
The microstructure and surface morphology of the ZnO thin films were observed using SEM 
micrographs recorded using an electron accelerating voltage of 20 kV at an original magnification of 
4000 times and are shown in figure 3. An irregular morphology is obtained when the annealing 
temperature is low (350 ºC).  The microstructure of the film annealed at 450 ºC has a wrinkle-like 
morphology. In contrast, the higher annealing temperature of 550 ºC results in a surface of fine grains 
which is similar to the morphology of Sn doped ZnO thin films observed by Zegadi et al. [16]. This is 
consistent with the improved XRD spectrum for ZnO, suggesting grain growth found for the sample 
annealed at this temperature.   

3.3.  Optical and photoluminescence studies 
 

 

Figure 4. (a) 
Transmittance, 
and (b) Tauc’s 
plot of 
annealed ZnO 
thin films. 

 
The transmittance measurements were carried out in the range 200 nm - 1000 nm and are shown in 
figure 4(a). The maximum transmittance, greater than 80%, is observed over the whole visible range 
and it does not vary greatly with annealing temperature. The dramatic decrease in transmittance in the 
UV region below 400 nm is due to exciton-related band-to-band absorption of ZnO. The optical 
bandgap was calculated by considering that for a direct bandgap material the absorption coefficient α 
can be modelled by [17] 

    gEhAh   2  (3) 

where A is a constant, Eg is the bandgap energy, h is Planck's constant and ν is the frequency of the 
incident radiation. Therefore the optical bandgap can be estimated by extrapolating the experimental 
data in a Tauc’s plot, figure 4(b), to the horizontal axis. The bandgap has a maximum value 3.28 eV 
for the sample annealed at 450 ºC and is slightly smaller for the sample annealed at 550 ºC. This 
decrease in the bandgap is attributed to the reduction in oxygen vacancies in the thin films when 
annealed at the higher temperature. Chaabouni et al. [18] and Saleh et al. [19] found similar results in 
ZnO thin films deposited by sol-gel and RF sputtering methods respectively.
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Figure 5. (a) PL 
spectra of ZnO thin 
films produced with 
different annealing 
temperatures. (b) 
Deconvolution of 
the PL emission for 
the sample annealed 
at 550 ºC. 

 
The PL spectra of the ZnO thin films annealed at different temperatures are shown in figure 5(a). 

The small cusp-like feature near 390 nm in all the spectra is due to the instrument. Although there is 
no significant change in the form of the emission, its intensity increased with annealing temperature. 
Generally the luminescence from ZnO consists of a narrow excitonic emission in the UV region and 
broad intrinsic defect emission in the visible region, but in this case it consists of a broad emission 
extending from the UV over to the blue region. In figure 5(b) the emission of the sample annealed at 
550 ºC is redrawn with a horizontal energy axis and fitted with three Gaussian peaks, namely a high 
energy peak in the UV region at 3.27 eV (~380 nm) attributed to near band edge emission, a violet 
peak at 2.95 eV (~420 nm)  due to O dangling bonds, together with a weak blue emission at 2.64 eV 
(~470 eV) originating from Zn and O intrinsic defect emission. Teng et al. [20] reported that the near 
band edge emission of ZnO deposited on ITO by magnetron sputtering was broadened by an unusual 
(anomalous) component at 410 nm (similar to the violet peak reported here) and suggested this was as 
a result of O dangling bonds on the ITO surface layer or the interface between the ZnO and ITO. As 
the annealing temperature was increased, the crystallinity of the ZnO films improved which enhanced 
the PL intensity. 

3.4.  Electrical Characterization 
 

 

Figure 6. Electrical 
characterization of ZnO thin 
films produced at different 
annealing temperatures. 

 
Few studies have been done of the electrical characterization of ZnO thin films with respect to 
annealing temperature. In the present work the electrical characteristics of sol-gel ZnO thin films on 
ITO coated glass substrates produced at different annealing temperatures were measured using a 
Keithley 4200 semiconductor characterization system. The effect of annealing temperature on the I-V 
results of the ZnO films is shown in figure 6. The I-V characteristics show good linear (Ohmic) 
behaviour. Aoun et al. [21] deposited ZnO thin films by spray pyrolysis for different substrate 
temperatures and reported a decrease in resistivity with increasing temperature. In the present work the 
ZnO thin film annealed at 550 ºC showed minimum resistivity and a current of close to 1 mA is 
obtained for an applied 10 V potential difference, which is larger than for the thin films annealed at 
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350 ºC and 450 ºC. The decrease in electrical resistivity may be due to the improved cystallinity and 
increased crystallite size, as well as the possible reduction in defect concentrations, of the thin films 
with increased annealing temperature. From the XRD and SEM results it is evident that the films 
annealed at higher temperature have better crystallinity. As a result of the enhancement of both 
morphological and structural characteristics of ZnO films, the electrical properties are also improved. 
Therefore sol-gel ZnO thin films on ITO glass are suitable for optoelectronic devices and buffer layers 
in solar cells, but require proper annealing at moderate temperature. 
 

4.  Conclusion 

ZnO thin films were deposited on ITO coated Corning glass substrates using the sol-gel technique and 
annealed at different temperatures between 350 ºC and 550 ºC. The films have the hexagonal wurtzite 
crystalline structure and the (002) diffraction peak was dominant in the ZnO film annealed at 550 ºC, 
indicating preferential orientation of the hexagonal axis perpendicular to the substrate surface. The 
crystallite size increased from 21 nm to 38 nm with increasing annealing temperature. The 
transmittance of the films were above 80% in the visible region and the bandgap had a maximum 
value of 3.28 eV for the sample annealed at 450 ºC, which decreased slightly when the maximum 
annealing temperature of 550 ºC was used. The PL emission consisted of near band edge emission 
near 380 nm, violet emission near 420 nm associated with the ITO/ZnO surface/interface O dangling 
bonds and a weak blue defect emission at ~470 nm. The I-V characteristics of ZnO films show Ohmic 
behaviour and the resistivity decreases with increasing annealing temperature. These highly 
transparent ZnO thin films can be used as a window layer in solar cells and optoelectronic devices. 
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Abstract. In the present study we investigated the spectroscopic properties of Tm3+ containing 
lithium borate glasses as a function of Tm3+ concentration. The physical properties were analyzed 
by using the density and molar volume of the glasses. The Judd-Ofelt theory was used to analyze 
the experimental data. The main focus of the present study was to study the effect of ion 
concentration on the emission properties of the glasses. The emission intensity of the glasses 
increased with the addition of Tm3+ ions up to 0.5 mol% and decreased with a further addition due 
to concentration quenching.  

1. Introduction 
Ongoing progress in the optical technologies is totally dependent on the rare earth materials in which 
photons are manipulated by using the change in the host materials or change in the concentration of singly 
or multi-doped rare earth materials. Glasses are the excellent host for the rare earth ions and their 
applications play an important role in photonics, nuclear waste management, household and other 
technologies. Among all rare earth ions Thulium (Tm3+) is the best active ion because of its broad emission 
range. This emission range cover the applications in telecommunication up to the laser technology. 
Emission from Tm3+ ions at 2 µm is useful in the area of light detection and ranging (LIDAR), remote 
sensing and in the medical field [1].  

The broad emission around 1460 nm is useful for the development of an optical amplifier for 
applications in fiber-optic communication.  By using the 1860 nm emission of Tm3+ it is possible 
to build a mid –infrared laser [2]. Glass hosts can be utilized to attain both these properties. Among 
the available potential hosts, the lithium borate glasses are very interesting due to their easy 
formability, wide range of composition and good rare earth solubility [3-5]. 

The present work was to understand in detail the spectroscopic behavior of Tm3+ ions in the 
lithium borate glasses. We prepared the 27.5 Li2O: (72.5-X) B2O3: X Tm2O3 glasses and analyzed 
their physical and spectroscopic properties. We also calculated the Judd-Ofelt (J-O) parameters by 
using the absorption data of the prepared glasses. J-O is a theory in physical chemistry describing 
the intensity of electron transitions within the 4f shell of rare earth ions in solids and solutions. By 
using the J-O parameters the estimated values of the radiative transition probabilities, radiative 
lifetimes of excited states and branching ratios are reported in the present study. Luminescence 
studies have been performed as a function of mol % of the Tm3+ ions.  
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2. Experimental 
The 27.5 Li2O: (72.5-X) B2O3: X Tm2O3 (Tm2O3 = 0, 0.25, 0.5, 0.75 and 1 mol%) glasses were prepared 
by the conventional melt quench technique.  The appropriate quantity of high purity chemicals were 
weighed and mixed in an agate mortar by using acetone. The obtained mixture were transferred in an 
alumina crucible and melted in an electric furnace at 1273 K. To achieve the homogeneity of the melt, the 
melt was allowed to soak for 1 h with intermediate stirring. Samples of the desired shape were obtained by 
quenching the melt on the brass molds at room temperature. Samples were immediately transferred to an 
annealing furnace preheated at 573 K and collected the next day. The prepared sample were labeled as Tm0, 
Tm1, Tm2, Tm3 and Tm4 according to increasing doping concentration. The density of the samples were 
measured by the Archimedes principle using the METTLER TOLEDO weighing balance. A LAMBDA 
950 Ultra violet/visible/near infra-red (UV/Vis/NIR) spectrophotometer (PerkinElmer) was used to 
measure the absorption spectra of the glasses. The excitation and emission spectra of the glasses along with 
the lifetimes were recorded by using an Edinburgh FLS980 system with a 450 W steady state Xe lamp as 
excitation source. The emission spectra were recorded by using a liquid nitrogen cooled Hamamastu R5509-
72 near infrared photomultiplier tube (NIR-PMT) with the response time of 800 ps. The decay analysis 
were performed by 60 W pulsed microsecond Xe flash lamp and NIR-PMT.  

3. Results and Discussion 
Fig. 1 shows pictures of the glasses with different concentration of Tm2O3. The obtained glasses were 
colorless with a tint of yellow for the higher concentration Tm2O3 glasses and also have good transparency. 
The absorption spectra were normalized by using the thickness of the samples and concentration of the 
Tm3+ ions in the glass matrix and plotted as absorption cross section as shown in Fig. 2 for the 0.75 mol % 
Tm2O3 as representative. In these spectra five absorption bands centred at 464, 677, 782, 1208 and 1677 
nm are assigned to the 3H6→

1G4, 3H6→
3F2+3F3, 3H6→

3H4, 3H6→
3H5 and 3H6→

3F4 transitions of the Tm3+ 

ions [6]. The wavelength range of the observed transition, mean wavelength (λ ) and the integrated cross 

section ( ( )  dσ λ λ∫ ) were determined and depicted in Table 1. These values were further used to calculate 

the Judd-Ofelt parameters for the prepared glasses. 
 

 

Figure 1. Glasses with different Tm2O3 content. 

Table 1. Absorption parameters of 0.75 mol % Tm2O3 lithium borate glass. 

Manifold Range (nm) λ  nm ( )dσ λ λ∫ (cm2 nm) 
1

G
4
 438-491 464 7.25 

3

F
2
,
3

F
3
 618-726 677 20.14 

3

H
4
 733-841 782 21.92 

3

H
5
 103-1313 1207 39.04 

3

F
4
 1512-1911 1676 82.26 
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Figure 2. Absorption cross section spectra of 0.75 mol % Tm2O3 lithium borate glass. 

Table 2. Variation of measured (ED
measuredS ), calculated ( ED

calculatedS ) line strengths (X 10-20 cm2) and J-O 

intensity parameters Ωt. 

Manifold 0.25 mol% Tm2O3 0.5 mol% Tm2O3 0.75 mol% Tm2O3 1 mol% Tm2O3 

 
ED
measuredS  ED

calculatedS  ED
measuredS  ED

calculatedS  ED
measuredS

 

ED
calculatedS  ED

measuredS

 

ED
calculatedS

 
1

G
4
 0.60 0.12 0.52 0.1 0.23 0.07 0.26 0.07 

3

F
2
,
3

F
3
 0.81 0.89 0.69 0.77 0.45 0.49 0.41 0.46 

3

H
4
 0.76 0.78 0.66 0.69 0.42 0.44 0.41 0.43 

3
H

5
 0.88 0.70 0.79 0.61 0.48 0.39 0.48 0.37 

3

F
4
 1.29 1.36 1.07 1.13 0.73 0.76 0.71 0.74 

Ω2 X10-20 1.43 1.26 0.81 0.85 

Ω4 X10-20 0.62 0.44 0.33 0.29 

Ω6 X10-20 0.64 0.58 0.35 0.34 

By using the J-O theory [7,8] it’s possible to calculate the manifold-to-manifold transition probabilities, 
radiative lifetimes and branching ratios of emission. The accuracy of the J-O parameter depend on accuracy 
of the absorption measurements. By using the values of integrated cross section, line strength of manifold 
to manifold electric dipole can be calculated by using the following equation: 

( )
2

22 2

3 (2 ' 1) 3
 

18
ED
measured

ch J
S n d

ne
σ λ λ

λ λ
+  =  +  ∫        (1) 

where n is the refractive index and J’ is the total angular momentum, and the other symbols have their usual 
meaning. By using the values of measured line strength J-O intensity parameters were obtained by solving 

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 74



the equation for five observed transitions. J-O theory also provides the theoretical expression for line 
strength which is given by: 

[ ] [ ]
2

2,4,6

' ' 'ED n t n
calculated t

t

S f SL J U f S L J
=

= Ω∑       (2) 

where tΩ are the Judd–Ofelt parameters, tU are the doubly reduced unit tensor operators, S is the spin 

operator and L is the angular momentum operator for L-S coupling scheme for ground state and first excited 

state [9]. The obtained values are provided in Table 2. The measured (ED
measuredS ) and  calculated (ED

calculatedS ) 

line strengths have values relatively close to each other which justify the quality and  accuracy of the fitting 
use in this study. The values or manifold 1G4 has a very large difference between the calculated and 
experimental values. This difference may be due to the hypersensitivity of the 1G4 transition. As the 
hypersensitive transition is strongly dependent on the host and surrounding and their predicted and 
experimental values may vary.  

The variation of is Ω2 strongly depends on the variation in the covalent bonding. Change in covalency 
between the Tm3+ ions and ligands anions directly affects the values of Ω2 as it reflects the asymmetry of 
constituent’s ions around the Tm3+ ions. Ω4 and Ω6 values are the measure of rigidity of the structure in 
which the rare earth ions are situated [10]. The values of Ω2 were found to decrease with an increase in the 
concentration of the Tm3+ ions, which confirms an increase in the ionic nature of the bonding in the glasses. 

  
Figure 3 (a). Excitation Spectra of prepared 0.75 
mol % Tm2O3 containing glass. 

Figure 3 (b). Emission spectra of different mol % 
Tm2O3 glasses. 
 

Fig. 3 (a) shows the excitation spectra of 0.75 mol % Tm2O3 containing glasses as representative at an 
emission wavelength of 1195 nm. The spectra show three excitation bands at 358, 468, and 596 nm from 
the ground state 3H6 of the Tm3+ to various excited states. These bands are identified as 1D2, 1G4 and 3F2 
after comparing with the literature [2]. Amongst all, the 1G4 was the most prominent band and it was 
selected to study the emission properties of the Tm3+ ion containing glasses. Fig. 3 (b) shows the emission 
spectra of glasses for different mol % of Tm3+ ions.  These spectra contain a prominent band at 1195 nm 
along with a broad hump at around 1544 nm. These emission bands correspond to the 3H4→

3H5 and 
3H4→

3F4 transitions of the Tm3+ ions. Fig. 4 (a) gives the intensity variation of the 3H4→
3H5 and 3H4→

3F4 
transitions as function of composition. It is observed that the emission intensity increased up to 0.5 mol % 
Tm2O3 and decreased with further addition of the Tm3+ ions. This effect was due to concentration quenching 
and came in to effect because of the increase number of Tm3+ ions in the glass matrix [11]. 
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Figure 4 (a).  Emission intensity variation with 
mol % Tm2O3. 
 

Figure 4 (b) Florescence decay profile of the 3H5 state 
of the 0.75 mol % Tm3+ ion containing glass. 
 

Table 3.  Emission band positions (λp, nm), effective bandwidths (∆λeff, cm-1), radiative transition 

probabilities (A, s-1), peak stimulated emission cross-sections (pσ x10-22cm2), branching ratios (Rβ ) and 

lifetime (τexp µs) of 3H4 state of Tm2O3 containing glasses. 

SN Transitions Parameter  Tm1 Tm 2 Tm 3 Tm 4 
1 3H4→

3H5 λp 1195 1195 1195 1195 
  ∆λeff 193.48 209.48 191.34 204.25 
  A 2.2 12.35 9.23 8.2 

  pσ  164 968 668 730 

  Rβ (exp) 0.49 0.55 0 0.48 

  Rβ (cal) 0.001 0.01 0.02 0.01 
2 3H4→

3F4 λp 1544 1544 1544 1544 
  ∆λeff 274.73 257.24 242.31 239.14 
  A 200 62.8 41 40.56 

  pσ  2943 6922 4915 6075 

  Rβ (exp) 0.51 0.45 0 0.52 

  Rβ (cal) 0.11 0.07 0.07 0.07 
3 Lifetime (τexp µs)  53.88 38.61 29.13 22.18 

By using the emission spectra of the prepared glasses the values of the branching ratio (Rβ ), stimulated 

emission cross-section (Pσ ) and effective line width of the transition (effλ ) were calculated by using the 

following relations [12, 13]: 

( )
( , ' ')

( , ' ')R
T

A J J
J J

A J
β Ψ Ψ

Ψ Ψ =
Ψ

         (3) 

4

28
P

P
eff

A

cn

λσ
π λ

=
∆

         (4) 

where A is the transition probability of the upper excited state, AT is the total transition probability, n is 

the refractive index, Pλ  peak wavelength and effλ is the effective line width of the transition given by 

max

1
( ) eff I d

I
λ λ λ= ∫           (5) 
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I is the fluorescence intensity and Imax is the maximum intensity. The obtained values are presented 
in Table 3. 

From the table it is clear that the emission cross section (pσ ) has the highest values for the 0.5 mol % 

Tm2O3 containing glasses. The 3H4→
3F4 transition has the highest values of pσ  and branching ratio among 

the observed transitions. A big difference between the theoretical and experimental values was observed, 
the theoretical calculations, however, does not consider all the processes involved in the excitation and 
emission. These values are useful in justifying the application of these glasses for lasers. Thus the 0.5 mol 
% Tm3+ ions containing glasses are the best for laser application and telecommunication.  

The decay curves of the 3H4 transition were recorded at room temperature under 468 nm excitation by 
monitoring the emission at 1195 nm and are showed in Fig. 4(b) for different mol % of Tm2O3.  On 
analyzing these curves it was observed that they were non-exponential in nature after 0.5 mol % Tm3+ 
containing glasses. The measured lifetimes of the 3H4 state are depicted in Table 3 for the different 
concentrations of the Tm3+ ions. It is clear that the decay times decreased with an increase in Tm3+ ion 
concentration, the shorting of the life time and deviation from the exponential behavior was mainly due to 
the concentration quenching in the life time of the 3H4 state. It is therefore clear that there was an energy 
transfer amongst the Tm3+ ions at higher concentrations. 

Conclusions 
The structural and spectroscopic properties of lithium borate glasses with different concentration of Tm2O3 
were successfully studied. J-O intensity parameter were calculated for all prepared compositions. Ω2 
intensity parameter decreased with Tm3+ ion concentration showing an increase in ionic bonding in the 
glasses. A decrease in Ω4 and Ω6 parameter showed that the rigidity of the glasses decreased with Tm3+ ion 
concentration. Emission spectra of the prepared glasses showed four prominent bands which belongs to the 
3F2, 3H4, 3H5 and 3F4 transitions.  The emission intensity of the glasses increased up to 0.5 mol % Tm2O3 
and decreased with further addition.  
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Abstract. Ga-doped ZnO nanoparticles (GZO NPs) were synthesized by the precipitation 

reflux method. The effects of different Ga doping on the structural, morphological, 

luminescence and optical properties of GZO NPs were investigated for application as 

transparent conducting oxides. Structural crystallization was shown to improve with an 

increase in doping concentration up to 2 mol % as identified by X-ray diffraction. The scanning 

electron microscopy images showed that the grain sizes increased when increasing the Ga 

concentration up to 2 mol. % then reduced in size at higher doping concentrations (3-5 mol. 

%). Photoluminescence results revealed changes in emission peaks of GZO NPs with variation 

in levels of doping with the highest intensity of the excitonic peak at 2 mol. %.  Reflectance of 

GZO NPs in the UV region was observed to increase up to 2 mol % doping and then reduced at 

higher doping as determined using an UV–Visible spectrometer.  Likewise, an increase in 

optical band gap from 3.13 to 3.3 eV was observed as the doping concentration increased from 

0 to 2 mol. %.    

1. Introduction 

Ga-doped ZnO (GZO) is an example of ZnO based transparent conducting oxides (TCO) being 

pursued in the recent time for use as photo anodes in dye-sensitized solar cells (DSSCs), due to its low 

resistivity, high transmittance, non-toxicity and resource availability [1]. Besides, research has shown 

that GZO has electrical and optical properties comparable to those of widely employed Indium Tin 

Oxide TCO and the performance of GZO TCO based DSSCs was found to be superior to fluorine-

doped tin oxide based DSSCs under the same growing condition [2]. 

Doping into the ZnO lattice by replacing Zn2+ ions with higher valent ions such as Ga3+, Al3+ and 

In3+ is one way to induce dramatic changes in the electrical and optical properties and to obtain 

thermally stable conductivity in ZnO for solar cells applications. Ga has a similar ionic radius and 

covalent radius (0.062 and 0.126 nm), as compared to those of Zn (0.074 and 0.134 nm), respectively 

[3, 4]. Thus, Ga3+ can be substituted for Zn2+ over a larger doping range compared to other metal 

dopants in its group, without any lattice distortion.  

Many studies on GZO nanostructures have been reported, with many choosing 4 mol % GZO 

targets, and some others choosing 2, 3, or 5 mol % GZO to obtain thin films and other nanostructures, 

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 82



 
 
 
 
 
 

which have excellent material properties [5–7]. Gomez and Olvera et al [8] reported a minimum 

electrical resistivity value of the order of 7.4 × 10-3 Ωcm and optical transparency of the order of 80 % 

at 2 mol. % targets.  In spite of these reports, it still remains a challenge to achieve high quality of 

crystalline particles with excellent physical and chemical properties of GZO NPs.  

A number of methods for the synthesis of GZO nanopowders have been investigated [9-11]. But 

unlike some which use complex processes to obtain the samples or demand very high power synthesis 

conditions in temperature or pressure that makes sizing up of the product a daunting challenge, the 

precipitation method offers several advantages, which include cost effectiveness, high purity, 

homogeneity and small crystalline size of its product [12].  

In this work, we focus on the optimization of the Ga doping levels in GZO NPs in order to improve 

the structural, optical and luminescence properties as well as to ensure a large scope of transparency 

not only in the visible region but also in the near UV region using the precipitation reflux method. To 

the best of our knowledge, there are only handful of reports in the literature on the synthesis of GZO 

NPs using this method.   

2. Experimental procedure   

GZO NPs were synthesized with different Ga3+ concentrations. The chemical reagents sodium 

hydroxide (NaOH), zinc nitrate (Zn (NO3)2) and gallium nitrate hexahydrate (Ga (NO3)3. 6H2O) were 

of analytical grade and were used without further purification. In order to dope Ga in ZNPs, five 

different mol. % doping concentrations (0, 1, 2, 4 and 5) were selected. Zn(NO3)2 was mixed with (Ga 

(NO3)3. 6H2O), dissolved in ethanol solvent to make a 0.5 M solution and put in a three-neck glass 

flask. The solution in the flask was heated under continuous stirring to 70 °C. 10 mg of 

Polyvinylpyrrolidone was added as a surfactant to reduce agglomeration of nanoparticles during the 

growth while 2 ml acetic acid was added to ensure both total dissolution of zinc nitrate and to adjust 

precursor solution to pH of 5.8. A solution of 1 M NaOH was added slowly (dropped for 60 minutes) 

into the three-neck glass flask containing zinc nitrate-gallium nitrate solution and refluxed under 

continuous stirring. The suspension formed with the dropping of NaOH was kept stirred for two hours 

at the same growth temperature and allowed to stand overnight. The material was then filtered and 

washed several times with deionized water with a pH of 7.5. The washed sample was dried at 60 °C in 

an oven for one hour and packaged into sample containers. 

The characterization of the samples was done by means of a scanning electron microscopy (SEM), 

energy dispersive X-ray spectroscopy (EDS), X-ray diffraction (XRD), UV-vis spectroscopy and 

Photoluminescence spectroscopy (PL). 

3. Results and Discussion  

3.1. XRD analysis 

Figure 1(a) shows the XRD diffraction patterns of GZO NPs prepared with different mol. % of Ga3+ 

ions. The patterns consist of broad peaks, which match the common ZnO hexagonal wurtzite structure 

and are in agreement with the reported values (JCPDS card, No. 79-0205). The XRD results show 

only diffraction peaks of ZnO without any trace of other diffraction peaks such as Zn1-x GaxO4 and 

Ga2O3. The absence of impurity phases proved that all the gallium ions successfully substituted for the 

Zn sites in the ZnO lattice when doping ZnO with gallium in this study. This also reveals that it is 

plausible for the Ga3+ to reside on zinc sites in the hexagonal lattice [13]. The average dimensions of 

crystallite size ‘D’ were estimated from the values of 2θ and β of the XRD peaks using Scherrer’s 

formula [14].  
                                                 D =                                                                      (1) 

where, K is the shape factor, (K = 0.94), D is the crystallite size, β is the Full Width at Half Maximum, 

λ is the wavelength of X-rays used (1.5405 Å), and θ is the Bragg’s diffraction angle.  
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Figure 1: (a) X-ray powder diffraction patterns for GZO NPs prepared at different doping 

concentrations (b) Crystallite sizes and relative intensity of peak (101) as a function of Ga doping 

concentrations. 

 

The crystallite sizes D and the relative intensity of peak (101) of the GZO NPs prepared at different 

concentration of the Ga dopant are plotted in figure 1(b). The D values are 15, 16, 16, 14 and 13 nm 

for 0, 1, 2, 4 and 5 mol. % doping, respectively. It was observed that a small amount of Ga atoms leads 

to the improvement in the crystalline quality and increase in crystallite size of the GZO NPs; as 

indicated by the highest value of D and peak intensity at the 2 mol % Ga doping concentration, but 

further increase in the Ga atoms results to a decrease in the intensity of the peaks and crystallite sizes. 

This may be due to the fact that up to 2 mol. % doping, Ga3+ ions replace the Zn2+ ions in the ZnO 

lattice but subsequent increase in doping levels may cause Ga3+ ions to occupy the interstitial positions 

in the ZnO lattice. Possibly, higher Ga doping levels could also weaken the crystallinity of GZO NPs 

due to the formation of stress by the smaller radius of Ga3+ ions (0.062 nm) compared with Zn2+ ions 

(0.074 nm). 

3.2. SEM analysis 

 
 

Figure 2:  SEM micrographs of GZO NPs synthesized at (a) 0% (b) 2% and (c) 5% doping 

concentrations.  

  

Figures 2(a-c) show the surface morphology images of the GZO NPs prepared at the different Ga 

doping concentrations (0, 2 and 5 mol. %). Agglomerated tiny spherical particles were formed at 0 

mol. % doping which changed to less dense and dispersed larger hexagonal shaped NPs at 2 % doping. 

We attribute the reduced density to the formation of large grains as a result of coalescence of the 

particles with the increase in doping concentration. In the case of doping at 5 mol. % the grain size 

obtained decreased, which could be due to increasing number of nucleation sites, leading to the 
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formation of small grains during incorporation of the dopant into the host material [15]. The EDS 

images of the samples indicated that the collected powder was composed of zinc, oxygen and Ga and 

the synthesis route produced pure ZnO phases. This high purity of the GZO NPs was further 

confirmed by the XRD analysis.  

 

3.3. Photoluminescence Analysis       
 

 
Figure 3: (a) PL emission spectra and (b) Chromaticity diagram depicting the CIE colour co-ordinates 

for GZO NPs for the different doping concentrations.  

 

The PL spectra of GZO NPs for different Ga doping concentrations are shown in figure 3(a), 

illustrating the common UV-visible emission due to near band emission (NBE) and deep level defects 

(DLE) along with blue emission bands around 435 nm and violet peak centred at 415-420 nm. The 

sharp and strong UV NBE that formed between 380 and 390 nm originated from the free exciton 

recombination of GZO NPs, while the DLE emissions are associated with oxygen defects [16]. It is 

also seen, from figure 3(a), that the intensity of the NBE emission increased as the doping 

concentration increased from 0 to 2 % but reduced with further addition of the Ga dopant. The 

stronger NBE emission peak intensity in the PL indicates good optical properties of the ZnO NPs, 

which may be attributed to the reduced concentration of defects and improved crystallinity, in 

agreement with the XRD results and also as shown by the reduction of the DLE peak emission with an 

increase in doping concentration to 2 mol%. The quenching of the excitonic peak emission of the GZO 

NPs after 2 mol% Ga doping concentration was probably due to an enhanced bulk diffusion process, 

defect generation and migration as a result of the increase in amount of Ga in the ZnO lattice. The 

violet peak observed in most samples were slightly shifted to larger wavelengths and increased in 

intensity with the increase in doping concentration to 2 mol%. The source of this violet luminescence 

at 419 nm (2.96 eV) is probably due to radiative defects related to the interface traps existing at the 

grain boundaries and emitted from the radiative transition between this level and the valence band 

[17]. Jeong et al [18] also observed that the violet peak centred at 415–420 nm can be attributed to the 

Zn vacancies. 

The Commission International de I’Eclairage (CIE) chromaticity diagram of the GZO NPs is 

shown in figure 3(b). The CIE (x, y) colour co-ordinates for 0, 1, 2, 4 and 5 % Ga doping 

concentrations are (0.25, 0.28), (0.19, 0.13), (0.17, 0.08), (0.28, 0.36) and (0.23, 0.25), respectively. 

The co-ordinates shift toward the shorter wavelength with the increase in mol % doping concentration 

but change to longer wavelengths for a further doping increase after 2 mol %. The blue shift of the co-
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ordinates with an increase in amount of dopant in the sample is also supported by the PL spectra 

wavelength shifts. 

3.4. Optical properties  

 
Figure 4: (a) The reflectance spectra and (b) Plot to determine the band gap energy of GZO 

nanoparticles prepared at various doping concentrations of Ga.  

 

The reflectance spectra of the GZO NPs in the wavelength range of 300–600 nm are shown in figure 

4(a). It can be observed that the onset of the band edge absorptions for the samples has blue shifted 

with the increase in doping concentration from 0 to 2 %, and red shifted with a further increase in the 

doping concentration confirming the size dependent absorption properties of the GZO NPs. Similarly, 

the % reflectance in the UV region has increased as the doping levels increased to 2 mol. %, but 

dropped as the concentrations increased to 5 mol %. Figure 4(b) shows the plot to determine the 
optical band gap of the ZnO NPs by extrapolating the linear region of the graph of the versus 
hv graph near the onset of the absorption edge to the energy axis.  The plots were obtained using the 
following equation [19]. 
                                                             =                                                            (2) 

Where K is reflectance transformed according to the Kubelka-Munk remission function [20],                                     

                                                                         K=                                                                        (3)  

hv is the photon energy, Eg is the optical band-gap energy between the valence band and the 
conduction band at n = 2 for direct transitions and A is a constant, depending on the electron–hole 
mobility and R is reflectance (%). The optical band gap was found to be 3.15, 3.28, 3.30, 3.21 and 3.19 
eV corresponding to the Ga doping ratios of 0, 1, 2, 4, and 5 % respectively as shown in figure 4(b). 
The band gap values increased slightly with increasing Ga doping concentration to 2 mol %, and then 
decreased at higher doping.  The highest optical band gap, 3.30 eV, was achieved in the GZO NPs 
doped with 2 mol % Ga due to the increase in carrier concentration, at this moderately doped level, 
caused by the contribution of Ga3+ ions at substitutional sites of Zn2+ ions and the higher energy-gap 
that resulted from the Ga interstitial atoms. The extrapolated absorption onset is slightly blue shifted 
on increasing the Ga doping concentration. This absorption edge which shifts towards higher energy is 
associated with an increase of the carrier concentration blocking the lowest states in the conduction 
band as explained by Burstein-Moss effect [21, 22]. 
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4. Conclusions 

The work in this investigation demonstrates that GZO NPs of high quality can be formed at a 

relatively low temperature (75 ºC) by precipitation reflux method by varying the Ga/Zn ratios. It was 

found that the crystallinity, surface morphology and optical properties of the GZO NPs depend 

strongly on the Ga doping levels. The XRD results established the synthesis process efficiency, 

showing only the hexagonal phase pattern and the nanometric behaviour of the crystallites formed. 

This result shows that GZO NPs prepared at 2 % Ga doping concentration exhibit the best crystal 

quality. Agglomerated tiny spherical particles were formed at 0 % doping which changed to less dense 

larger hexagonal shaped NPs at 2 % doping.  It was seen that the intensity of the NBE emission 

increased as the doping concentration increased from 0 to 2 % but reduced with further doping 

indicative of the superior optical properties at 2 mol. % doping. The highest optical band gap, 3.30 eV, 

was also achieved in the GZO NPs doped with 2 mol % Ga due to the increase in carrier 

concentration, at this moderately doped level. The results of this work shows that a 2 mol % Ga-doped 

ZnO target is most suitable to obtain thin films with fairly good material properties for the use as a 

photo anode in DSSCs.  

Acknowledgement 

The financial support from the South African Research Chair Initiative (SARChI) bursary and 

University of the Free State is highly recognised. 

References 

[1] Netrvalova M, Novotny I, Prusakova L, Tvarozek V and Sutta P 2012 Vacuum 86 707–710  
[2] Liu H, Avrutin V, Izyumskaya N, Özgür Ü and Morkoç H 2010 Superlattices and 

Microstructures 48(5) 458-484. 
[3] Nayak P K, Yang J, Kim J, Chung S, Jeong J, Lee C and Hong Y 2009 J Phys D: Appl Phys 42 

035102.   
[4] Yoshino K, Hata T, Kakeno T, Komaki H, Yoneta M, Akaki Y, Ikari T 2003 Phys Stat Sol (c) 0 

626.  
[5] Jung K, Choi W K, Yoon S J, Kim H J and Choi J W 2010 Applied Surface Science 256 6219.  
[6]  Miyake A, Yamada T, Makino H, Yamamoto N and Yamamoto T 2008 Thin Solid Films 517 

1037-1041.    
[7]  Nagarani S and Sanjeeviraja C 2011 American Institute of Physics Conference Proceeding 1349 

589-590.   
[8]  Gomez H and Olvera M de la L 2006 Mater Sci Eng B 134 20–6.    
[9]     Du S, Tian Y, Liu H, Liu J, and Chen Y 2006 Journal of the American Ceramic Society 89(8) 

2440-2443.  
[10]   Chen K J, Fang T H, Hung F Y, Ji L W, Chang S J, Young S J and Hsiao Y J 2008 Applied 

surface science 254(18) 5791-5795 
[11]    Guo J, Zheng J, Song X and Sun K 2013 Materials Letters 97 34-36. 
[12]    Chongsri K and Pecharapa W 2015 Integrated Ferroelectrics 165(1) 159-166 
[13] Zhang D H, Yang T L, Ma J, Wang Q P, Gao R W and Ma H L 2015 Materials Research 

Express 2 9. 
[14]    Wagner R S and Doherty C 1996 J Electroceram Soc 113 1300 3 4596. 
[15]  Hu J and Gordon RG 1992 J Appl Phys 72 5381.   
[16]  Lin B and Fu Z 2001 Appl Phys Lett 79 943. 
[17]  Jin B J, Im S and Lee S Y 2000 Thin Solid Films 366 107-110.  
[18] Jeong S H, Kim B S and Lee B T 2003 Appl Phys Lett 82 2625.  
[19]  Tauc J, Grigorovichi R and Vancu A 1966 Phys Status Solidi 15 627.    
[20]  Duran P, Capel F, Tartaj J and Moure C 2002 Adv Mater 14 137.   
[21]  Burstein E 1954 Physical Review 93 632-633.  
[22]  Moss T S 1954 Proceedings of the Physical Society Section B 67 775.  

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 87



 
 
 
 
 

Division B – Nuclear, Particle 
and Radiation Physics 

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 88



NLO Rutherford Scattering and Energy Loss in a

QGP

Abdullah Khalil and W. A. Horowitz

Department of Physics, University of Cape Town, Private Bag X3, Rondebosch 7701, South
Africa

E-mail: abdullah@aims.ac.za and wa.horowitz@uct.ac.za

Abstract.
We calculate to next-to-leading order the cross section of a massless electron scattered off of

a static point charge in the MS renormalization scheme. Since we use the MS renormalization
scheme, our result is valid up to arbitrary large momentum transfers between the source and
the scattered electron. We then investigate the importance of the BN vs. KLN theorems in
various theories as we work towards computing the NLO corrections to the energy loss of a
QCD particle propagating in a quark-gluon plasma.

1. Introduction
The Quark Gluon Plasma (QGP) is believed to be the state of matter in the first few
microseconds after the Big Bang [1, 2]. The QGP has been predicted to exist by the Quantum
Chromodynamics (QCD) at a very high energy density and very high temperature (∼ 180 MeV).
The temperature dependence of the energy density in QCD is one of the results of the lattice
QCD [3,4]. Which shows a rapid change of the energy density at the critical temperature (Tc).
This rapid change has been interpreted as the change of degrees of freedom in the system. Well
below Tc, there are three hadronic degrees of freedom due to the three lightest hadrons: π+,
π− and π0. Well above Tc, there are 2(N2

c − 1) + 2× 2×Nc ×Nf degrees of freedom from the
fundamental gluons and quarks of the theory.

Studying the high p⊥ interactions at RHIC and LHC shows that the jet quenching is due to
the final state energy loss. The leading-order pQCD calculations give a good estimate for the
energy loss [5,6]. The question now is, what do we expect to find if we include the next-to-leading
(NLO) contributions? We wish to check the self-consistency of these pQCD results and to make
the pQCD calculation more quantitative. As a first step towards the NLO pQCD calculations,
we calculate in this paper the NLO corrections to the elastic scattering of a massless electron
scattered off of a static source.

2. The leading term of the scattering cross section
We consider the Lagrangian describing an electron scattered off of a classical source Jµ(x) =

V µδ(4)(~x− ~V x0), where V µ is the unit time-like velocity vector

L = −1

4
FµνFµν + ψ̄

(
i/∂ −m

)
ψ − eψ̄γµψAµ + eJµA

µ, (1)
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The Feynman rules for this Lagrangian will be exactly the same as in the normal QED
Lagrangian [7] in addition to that for each external source we write −ieV µ. Let p and p′ to be
the momenta of the incoming and the outgoing electrons respectively. The delta function from
the source Jµ(x) ensures the conservation of energy Ep′ = Ep = E and that the momentum
transfer to be q = p′ − p. Now we write down the amplitude of the leading term using the
Feynman rules

iM0 =
p p′

q = p′ − p

=
i e2

q2
us
′
(p′) γ0 us(p). (2)

We recall the identity
∑

s u
s(p) ūs(p) = /p + m, the trace technology and the properties of the

γ-matrices. The leading term of the differential cross section will be(
dσ

dΩ

)
0

=
2α2

q4
(
2E2 − p · p′

)
, (3)

where we set the mass of the electron to be zero.

3. Renormalization of the Lagrangian
The NLO diagrams usually contain either fermion or photon loops. These loops require
integrations over the loop momentum which usually diverge in 4-dimensions. In order to
remove the divergences from our calculations, we first define the divergent parts by using
the dimensional regularization to regularize the UV divergences and the mass regularization
for the IR divergences. Then we renormalize the Lagrangian using the systematic way of
renormalization [7], then we apply the renormalization scheme to get rid of the UV divergences.
In this paper, we use MS renormalization scheme to tame the UV divergences as we are dealing
with a massless theory [8]. We will follow the calculations of the differential cross section with
massive electron while using MS allows us to set me = 0 safely.

The Dimensional regularization requires replacing the 4-momentum integral by an integral
over the momentum in d-dimensions. Which also requires rescaling the electron charge e by the

factor µ
4−d
2 , where µ is any mass scale to ensure that e remains dimensionless [9]. At the end of

the calculations, the physics should not depend on this scale.

3.1. Vacuum Polarization
The amplitude for the vacuum polarization is given by

iMp =
p p′

q

k + q
q

k

= iM0
α

π

(
1

3
log

(
−q2

µ2

)
− 5

9
+O(m2)

)
. (4)

The differential cross section due to the interference between the leading and the vacuum
polarization amplitudes, neglecting the terms that are in O(m2), will be(

dσ

dΩ

)
PL

≈
(
dσ

dΩ

)
0

α

π

[
2

3
log

(
−q2

µ2

)
− 10

9

]
. (5)

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 90



3.2. Electron Self Energy
The amplitude of the electron-self energy in MS renormalization scheme is given by

Σ2(/p) =
α

4π

[
(/p− 2m) +

∫ 1

0
dx (4m− 2x/p) log

(
µ2

(1− x)m2 − x(1− x)p2 + xm2
γ

)]
, (6)

where mγ is the mass of the photon to regularize the expected IR divergences from the electron
self-energy. The Fourier transform of the two point correlation function of the electron self-
energy is given by [7] ∫

d4x 〈Ω|T (ψ(x)ψ̄(0)) |Ω〉 eip·x =
i

/p−m− Σ(/p)
. (7)

This means that the pole is shifted by Σ(/p), so the renormalized mass is not the physical
mass and the residue of this pole is no longer one [8]. Thus our goal now is to find the correction
to the residue and the relation between the renormalized mass m and the physical mass me.
The physical mass can be given by the position of the pole where we have

me = m

[
1 +

α

4π

(
4 + 3 log

(
µ2

m2

))
+O(α2)

]
, (8)

while the correction of the residue can be given by the derivative of the electron self-energy
amplitude at the physical mass. The residue of the pole will be

R = 1 +
α

4π

[
2 log

(
m2

m2
γ

)
− log

(
µ2

m2

)
− 4

]
+O(α2). (9)

In contrast to the On-shell renormalization scheme, the value of the residue of the pole is no
longer one, where the correction to the residue is in O(α). Which means we have to multiply
the amplitude by the value of R1/2 for each external leg, which means that we multiply the
differential cross section by R2 [8]. We note that all the corrections will be in higher orders of α
except the leading term. So the only affected term by this correction is the leading term, which
becomes(

dσ

dΩ

)
L

= R2

(
dσ

dΩ

)
0

=

(
dσ

dΩ

)
0

[
1 +

α

π

(
log

(
m2

m2
γ

)
− 1

2
log

(
µ2

m2

)
− 2

)]
+O(α4). (10)

The contribution of the self-energy diagram at one loop is zero since the contribution of the
diagram due to the self-energy of the incoming electron is exactly the same as the contribution
due to the self-energy of the outgoing electron with a relative sign difference.

3.3. Vertex Correction
The amplitude of the vertex correction is given by

iMV =

p

p− k

k

p′ − k
q

p′

=
4iπα

q2
ūs
′
(p′)

(
γ0 · F1(q

2) +
iσ0νqν

2m
F2(q

2)

)
us(p), (11)

where F1(q
2) and F2(q

2) are the form factors, which in the limit −q2 >> m2 will be

F1(q
2) ≈ α

2π

[
− log

(
−q2

m2

)
log

(
−q2

m2
γ

)
+

1

2
log2

(
−q2

m2

)
+ 2 log

(
−q2

m2

)
− 1

2
log

(
−q2

µ2

)
+
π2

6

]
.

(12)
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We see that F2(q
2) is negligible in the limit m→ 0. The differential cross section due to the

interference between the vertex and the leading amplitudes will be(
dσ

dΩ

)
V L

≈
(
dσ

dΩ

)
0

α

π

[
− log

(
−q2

m2

)
log

(
−q2

m2
γ

)
+

1

2
log2

(
−q2

m2

)
+2 log

(
−q2

m2

)
− 1

2
log

(
−q2

µ2

)
+
π2

6

]
. (13)

We note that equation (13) contains IR divergences which appear as a single pole when we send
mγ to be zero in addition to the double pole when we set both me and mγ to be zero.

3.4. Bremsstrahlung Correction
The detectors usually can not differentiate between the photon emitted from the vertex and the
bremsstrahlung radiation, which require adding the following correction

iMB =

p
p− k

k

p′ − k
q

+
p p′

q

p′ − k
k

. (14)

Equation (14) represents the diagrams describing the bremsstrahlung correction. According
to the Bloch-Nordsieck (BN) theorem, one should sum over all emitted soft photons with energy
less than the experimental energy resolution (∆) to get rid of the IR divergences due to the zero
mass of the photon [10]. We consider first the final state soft bremsstrahlung diagrams (i.e an
emission of a soft photon either from the incoming and/or the outgoing electrons). In this case,
we will be able to use the eikonal approximation which allows us to ignore the linear terms in
k from the numerator of the amplitude as |k| � |p′ − p|. The amplitude of the final state soft
bremsstrahlung will be

iMf,S
B = ieM0

(
p′ · εr∗

p′ · k
− p · εr∗

p · k

)
. (15)

The contribution of the final state soft bremsstrahlung to the differential cross section
neglecting the terms that are in O(m2, m2

γ) will be(
dσ

dΩ

)f,S
B

≈
(
dσ

dΩ

)
0

α

π

[
log

(
−q2

m2

)
log

(
∆2

m2
γ

)
− log

(
−q2

m2

)
log

(
E2

m2

)
+

1

2
log2

(
−q2

m2

)
+ log

(
E2

m2

)
− log

(
∆2

m2
γ

)
− π2

6

]
. (16)

The addition of equations (10), (13) and (16) is free of the IR divergences, but we still have
another kind of divergences as we send m to be zero which is called the collinear divergence.
Where the detector can not differentiate between an electron and an electron associated with
a photon emitted or absorbed collinearly with the incoming or the outgoing electrons. Here
we have to use the more general theorem made by Kinoshita, Lee and Nauenberg which is
known as the KLN theorem stating that one should sum over both emitted and absorbed hard
photons within a cone of an angle less than the experimental angular resolution (δ) [11,12]. The
contribution of both initial and final state hard bremsstrahlung will be(
dσ

dΩ

)H
B

≈
(
dσ

dΩ

)
0

α

π

[
log

(
δ2E2

m2

)(
log

(
E2

∆2

)
− ∆2

2E2
+

2∆

E
− 3

2

)
+ log

(
∆2

E2

)
− π2

3
+

13

4

]
.

(17)
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We see that the linear and quadratic terms in ∆ can not be ignored as in [12], since it is
multiplied by a divergent part producing either a finite piece or divergent piece depending on
how small the ∆ is. Regarding asking this kind of question we look at similar terms to cancel
these suspicious terms. The only way to get similar terms with a relative sign is discussed in [13]
by checking the sub-leading collinear divergences from the soft bremsstrahlung which appears
beyond the eikonal approximation. Such a calculation requires further work where it should be
done carefully as we are interested in the remaining finite pieces from each calculation unlike
in [12,13].

It is obvious that the KLN theorem is the more general form of the BN theorem, but we
see that only including the final state soft bremsstrahlung will remove the IR divergences and
including both initial and final states hard bremsstrahlung will remove the collinear divergences.
Such a treatment with both theorems independently is inconsistent. So we have to include
the initial state soft bremsstrahlung which will add more IR divergences that we must take
care of. This problem has not been mentioned in [12], while it is been first introduced
by [14–16], a more recent discussion can be found in [13]. Where the authors suggest to
include the disconnected diagrams to fix the problem. We usually do not add the disconnected
diagrams where they describe a non-scattering process. However, the interference between the
disconnected diagram with the emission and absorption process produces a fully connected cut
diagram. The contribution from adding these diagrams plays an important role in IR cancellation
from the initial state as it is shown in [13–16].

Further work needs to be done by including the disconnected diagrams very carefully to get
rid of the extra IR divergences from the initial state soft bremsstrahlung and to obtain the
remaining finite pieces for the differential cross section.

3.5. Box Correction
The amplitude of the box diagram is given by

iMBO =
p

kk − p
p′

p′ − k. (18)

It is obvious that the box diagram does not contain any ultraviolet divergences, so we do
not need to perform the dimensional regularization. We use the trick made by R. Dalitz [17]
to simplify the integrals in this diagram. The differential cross section due to the interference
between the leading and the box amplitudes will be(

dσ

dΩ

)
BOL

=
πα3E

pQq2
(p−Q) +O(α4) , Q = |q|. (19)

3.6. NLO correction to the differential cross section in Rutherford Scattering
Now we include the NLO contributions mentioned above to the differential cross section
without including the initial state soft bremsstrahlung and the sub-leading terms from the
soft bremsstrahlung beyond the eikonal approximation (as discussed above, they require more
careful work). Since µ is arbitrary, We choose it to be −q2, then we find

dσ

dΩ
=

(
dσ

dΩ

)
0

[
1 +

α

π

(
log

(
∆2

E2

)(
1 + log

(
−q2

E2δ2

))
+

3

2
log

(
−q2

E2δ2

)
− π2

3
+

5

36

+ log

(
δ2E2

m2

)(
2∆

E
− ∆2

2E2

))]
+
πα3E

pQq2
(p−Q) +O(α4). (20)
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4. Conclusion
In this paper, we calculated the elastic scattering differential cross section, including the next-to-
leading order corrections of a massless electron scattered by a classical static point charge. These
corrections come from the photon self-energy, vertex, bremsstrahlung and the box diagrams. We
found that all UV divergences are absorbed by the counter terms in the MS renormalization
scheme. We also saw that unlike most of the renormalization schemes, using MS shows that the
contribution from the vacuum polarization correction remains finite in the zero mass limit.

Applying the BN theorem provides the usual cancellation of the IR divergences from the
vertex with the one from the final state soft bremsstrahlung. We also note that applying the
KLN theorem removes all the collinear divergences by including both initial and final state hard
bremsstrahlung. But we still need to add the initial state soft bremsstrahlung correction to stay
in the spirit of the more general KLN theorem.

More work to be done by checking the calculations of the soft bremsstrahlung beyond the
eikonal approximation as well as including the disconnected diagrams that contribute with the
same order of α to get a finite form of the differential cross section; equivalently, we expect
a result that is valid up to arbitrary large momentum exchange. Our result also satisfies the
Callan-Symanzik equation [18], where it is straightforward to check that the differential cross
section at NLO is independent on the mass scale µ.
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Abstract. In June 2013, iThemba LABS acquired the AGATA detector library (ADL) software 

to simulate the response of the segmented clover detector for an arbitrary gamma-ray interaction 

within a germanium crystal. In order to generate realistic pulse shapes that match the measured 

pulses for a specific position in (x,y,z), the detector characteristics, such as geometry, impurity 

profile, charge sensitive preamplifier response, cross-talk parameters and crystal orientation, 

must be measured and implemented into the software in high precision. The implementation of 

those detector characteristics into the ADL software is in progress. The charge sensitive 

preamplifier response of crystal A of the iThemba LABS segmented clover detector was 

measured and implemented into the ADL software. ADL simulated charge collecting signals for 

crystal A show an excellent agreement with the measured signal. 

1. Introduction 

The preamplifier represents an interface between the detector and the signal processing electronics. Its 

basic function is to amplify and shape the small signal from the detector and to transfer it to the electronic 

chain with the least degradation. Typically, charge sensitive preamplifiers are used for Ge detectors. In 

a charge sensitive preamplifier, the charge carried by the incoming pulse is first integrated on a capacitor 

and then removed by a slow discharge through a resistive feedback network. This produces a pulse with 

a fast leading edge (rise time), corresponding to the charge collection time in the detector, and a slow 

exponential decay (fall time). In order to preserve as well as possible the information carried in the 

signal leading edge, a very fast, low noise, low power consumption and stable preamplifier is required. 

To obtain a fast response, i.e. a signal with short rise time, a large bandwidth (BW) preamplifier is 

required. 
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2. iThemba LABS segmented clover detector 

The iThemba LABS segmented clover detector consists of four n-type HPGe crystals. The crystals 

dimensions are; diameter of 60 mm (before tapering) and 90 mm length with depth segmentation at 35 

mm. Each crystal is electrically segmented into 8 contacts on the outer surface. This results in a total of 

36 electronic channels of which 32 are associated with the outer contacts and 4 with the inner core 

contacts of the detector.  

      During γ-ray interaction, all segments and inner core contacts produce a signal with a certain pulse 

shape. These pulse shapes carry information about the position (x,y,z) of the energy deposition occurred 

when a γ-ray interacted within the Ge crystal. To make use of this position sensitivity of the detector, 

we have to create a database of simulated pulse responses for various interaction positions and ensure 

that the simulated pulse shapes are realistic. 

3. Motivation 

The determination of the position of a gamma-ray interaction inside a germanium detector uses a 

database of simulated realistic pulses. This process requires pulse shape analysis and determination of 

the best match between the measured pulses and the simulated ones. The simulation of pulse shapes for 

the iThemba LABS segmented clover detector is performed using the AGATA Detector simulation 

Library (ADL) software [1, 2]. In order to obtain a good match between the measured pulses and the 

simulated pulses, the default parameters, such as geometry, impurity profile, charge sensitive 

preamplifier response, cross-talk parameters [3, 4] and crystal orientation, used in the code should be 

replaced with experimentally measured ones that are specific for the iThemba LABS segmented clover 

detector.  

 For each simulated gamma-ray interaction within the germanium, ADL outputs the integrated 

current signal that reflects the movement of the charges, shown in figure 1 (red). This signal is rising 

fast and has sharp edges, different from the experimentally observed signal which has smooth edges 

figure 1 (blue). The difference is caused by the preamplifier response function. What is needed is to 

measure it, to find a best fitting function for it, to calculate its derivative, to normalise it and then to 

input it in the ADL. The ADL has a built-in function that convolutes the derivative of the response 

function with the charge signal. In this work analysis of the detector preamplifier response was 

performed in order to implement it in the ADL code. 

 

 

Figure 1. ADL simulated signal without the preamplifier response function (solid) and the 

experimental measured signal (dash). 
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4. Experimental measurements 

The measurements to extract the detector’s preamplifier response for the core signals were done using 

a pulse generator which produced a step function signal with 5 ns rise-time; see figure 2 (yellow). The 

pulser was connected to the four test inputs, one for each core of the segmented clover, and the output 

signals were measured, see figure 2 (blue). This allowed determining the response of the preamplifiers 

for the four core contacts but not for the segment contacts. As the input signal passes through the 

preamplifier the sharp edges are smoothed due to the finite bandwidth of the preamplifier [5], and the 

rise time is increased to ~40 ns. The preamplifier output has under-shoot just before rising and this is a 

characteristic feature of this charge sensitive PSC823C preamplifier [6]. 

 

 

Figure 2. The input pulser (yellow) and the output preamplifier response (blue) signals as observed 

on an oscilloscope for the core of crystal A. 

 

5. Data analysis and results 

Initially, the measured preamplifier response was compared with the function f(x), equation (1), used to 

fit the AGATA preamplifier response function [7], as shown in figure 3 (black). Then the preamplifier 

response was fitted with an exponential function g(x), equation (2), see figure 3 (red). Both response 

functions were found unsatisfactory, because the simulated pulse shapes showed considerable difference 

from the experimentally measured ones.  
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Figure 3.  The function f(x) (dash dot) and exponential g(x) (large dash) function were initially used 

to fit the measured preamplifier response (solid). The function h(x) (small dash) includes both 

exponential and an undershoot. 

 

𝑓(𝑥) = 𝑔 ∗ (
1

1−𝑐
) ∗ {

1

1+
1−𝑐

𝑐
∗exp(−𝑏∗𝑡)

− 𝑐} ∗ 𝑒𝑥𝑝 (−
𝑡

𝑡𝑑
),  ……………………..……….…… (1) 

Where b controls the slope, the rise of the signal, and 
1−𝑐

1
 shifts the point where the curvature changes, 

td is the decay time of 45µs.  

𝑔(𝑥) = {
𝑎 ∗ exp (−

(𝑡)

𝑡𝑑
)   for   𝑡 > 4.4 × 10−8

0                                  for 𝑡 < 4.4 × 10−8
} …………………………..…………...... (2) 

Where a is the gain. To obtain a better agreement a preamplifier response function describing also the 

undershoot was defined. Two functions, a polynomial of 4th order and an exponential function were 

employed to fit the preamplifier response signal, as shown in Figure 3 (green). These functions are: 

ℎ(𝑥) = {
(−𝐴𝑡4 + 𝐵𝑡3 − 𝐶𝑡2 + 𝐷𝑡 − 𝐸)  for 𝑡 > 2.28 × 10−8 and 𝑡 ≤ 4.6 × 10−8

𝑎 ∗ exp (−
𝑡

𝑡𝑑
)   for   𝑡 > 4.64 × 10−8 }…… (3) 

 

With parameter values: A = 1.3539E+30, B = 2.1716E+23, C = 1.1938E+16, D = 2.7033E+8, and E 

= 2.1556. The new preamplifier response function was implemented in the ADL. To test it, a pulser 

signal was simulated in ADL by selecting an interaction position very close to the electrode such that 

the rise-time of the signal is as short as that of the pulse generator, about 5 ns; see figure 4 (dash red). 

ADL convoluted this raw charge with the preamplifier response function; see figure 4 (solid blue) and 

the simulated signal is in agreement with the measured response function; see figure 4 (dash dot black).   

The preamplifier response function for core A of the iThemba LABS segmented clover detector was 

successfully implemented into the ADL simulation software, see figure 5. It was also ensured the ADL 

is performing the convolution of the simulated charge signal with the response function correctly.  
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Figure 4. Measured preamplifier response (solid), ADL simulated pulser (dash), and the ADL 

output of the convolution of charge signal with preamplifier response function (dash dot). 

 

 

 

Figure 5. Comparison of the experimentally measured (solid) and simulated signal (dash) for the 

core of crystal A at a positon of x = 35, y = 55 and z = 62 mm. 

 

As a next step the preamplifier response function of a segment was studied. Since one cannot measure 

directly the preamplifier response function for a segment contact, an alternative method to determine it 

was used. The comparison of the measured trace for the hit-segment A5 figure 6 (solid blue) and the 

simulated one assuming that the segment has the same preamplifier response function as the core (solid 

black) showed a large difference. The observed signal on the segment is rising much slower. To correct 

for this, a time difference between the core signal and the charge collecting segment signal was 

calculated. This difference was then added to the preamplifier response function of the core to delay it 

and have long rising time.  With this technique an agreement between the measured pulse and the ADL 

simulated charge collecting segment was obtained, figure 6 (dash red and the solid blue).  
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Figure 6. Experimentally measured pulse for hit segment 5 (solid blue), ADL simulated pulse with 

core preamplifier response function (solid black), and simulated pulse with delayed core 

preamplifier response function (dash red). 

6. Conclusion  

The preamplifier response for crystal A was measured with a step function signal of 5 ns rise-time and 

the core has showed a rise-time of 40ns. The preamplifier response functions for the core and charge 

collecting segment 5 were successfully implemented on ADL code. For both functions we have obtained 

an excellent agreement between the measured and simulated charge collecting signals for the core and 

charge collecting segment crystal A.  

Work to determine the response functions of the remaining contacts of crystal A, and of crystals B, 

C and D, is in progress. Note that the other simulation parameters such as crystal lattice orientation, and 

electron and hole charge drift velocities of crystal A were experimentally determined and implemented 

in the ADL to achieve this excellent results [8, 9, 10]. 
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The search for the Dark Vector Boson via the Higgs
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Abstract. The Standard Model (SM) is known to be incomplete. The introduction of a
Dark Sector via an additional U(1)D gauge symmetry added to the SM Lagrangian provides
a mechanism to introduce much needed new physics without perturbing the already excellent
agreement between the SM theoretical description and the Electroweak Precision Observables
(EWPO) experimental constraints. The model has a dark vector boson Zd which can mix with
the hypercharge gauge boson with the coupling . This opens the Hypercharge Portal which can
mediate the fluctuation of a Z to a Zd, or the decay of the Zd to SM leptons. If a dark Higgs
singlet s also exists, this then breaks the U(1)D, opening the Higgs portal and also allowing
for Higgs mass mixing between the SM and dark sectors, described by the Higgs mass mixing
parameter, k. Including dark fermionic fields in the Lagrangian allows for long-lived cold Dark
Matter candidates. The various connections between the Dark and SM sectors allow descriptions
of many key astro-physical phenomena. The Model is therefore a fascinating candidate for new
physics beyond the SM. It becomes crucial to search for experimental signatures of this model.
This contribution discusses a search for the dark force boson Zd using its production via the
Higgs Portal and its decay back to SM leptons: H hd ZdZd 4l. The results from ATLAS Run
1 and the further development of the search for Run 2 are presented.

1. Introduction
Introduction of the hidden or dark sector is a method to extend the Standard Model
(SM) [1, 2, 3, 4, 5, 6, 7, 8, 9, 10], to provide candidates for dark matter [11] and dark forces
which accomodate both the indirect and the (potential) direct evidence based on astronomical
observations or space platform experiments [12, 13, 14]. The hidden or dark sector can be
introduced with an additional U(1)d dark gauge symmetry [5, 6, 7, 8, 9, 10].

This analysis focusses on a Higgs Portal model, which has a Higgs level coupling between the
dark sector and the SM. Accordingly, the U(1)d symmetry is broken by the introduction of a dark
Higgs boson, which mixes with the SM Higgs boson [5, 6, 7, 8, 9, 10] with a coupling strength κ.
The observed Higgs boson would then be the lighter partner of the new Higgs doublet, which can
also decay via the dark sector. We then conceptually allow the decay H → hd → ZdZd. The dark
sector can additionally couple to the SM through kinetic mixing with the hypercharge gauge via
the kinetic mixing parameter ε. This allows the decay Zd → ``. The current EWPO restrict
the hypercharge portal to a greater degree than the Higgs Portal [5, 6, 7, 8, 9, 10, 15, 16]. We
can further assume the dark fermions are sufficiently heavy mfd < mZd

/2, so that the branching
ratio for the decay Zd → `` may be taken as 100%, even though the kinetic mixing parameter
ε can be set small to be consistent with EWPO, ε ≈ 10−4, and still satisfy the requirement
for prompt decays (a displaced vertex is not observed). The Higgs Portal is opened by the
observation of the discovered Higgs at 125 GeV [17, 18, 19] during Run 1 of the Large Hadron
Collider (LHC) [20, 21]. This ushers in a new and rich experimental program for physics beyond
the SM.
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This paper describes an ongoing search for the Higgs bosons decaying to four leptons via two
Zd bosons using pp collision data at

√
s = 8 TeV collected at the CERN LHC with the ATLAS

experiment. The Run 1 search used a dataset corresponding to an integrated luminosity of
20.3 fb−1 with an uncertainty of 2.8% for H → ZdZd → 4` [22] and was published in [23].
The search is being extended with Run 2 data and also incorporates several extensions and
improvements. In essence, same-flavor decays of the Zd bosons to electron and muon pairs are
considered, giving the 4e, 2e2µ, and 4µ final states. Final states including τ leptons are not
considered. In the absence of a significant signal, upper bounds are set on the relative branching
ratio BR(H → ZdZd → 4`)/BR(H → ZZ∗ → 4`) as functions of the mass of the dark vector
boson mZd

. The branching ratio limits are used to set upper bounds on the Higgs boson mixing
parameters [5, 6]. The search is restricted to the mass range where the Zd from the decay of the
Higgs boson is on-shell, i.e. 15 GeV < mZd

< mH/2, where mH = 125 GeV. For Run 1, dark
vector boson masses below 15 GeV were not considered whereas in the current Run 2 phase, this
threshold is dropped to 5 GeV. This low-mass region is also theoretically well motivated [7, 8],
and the high pT of the Zd boson relative to its mass leads to the phenomenon described as
”lepton jets” and requires dedicated treatment [24].

2. Experimental Setup, Monte Carlo Simulation : Signal and backgrounds
The ATLAS detector covers almost the whole solid angle around the collision point with layers
of tracking detectors, calorimeters and muon chambers. Further details can be found in [25]
The data are collected using an online three-level trigger system [26] that selects events of
interest and reduces the event rate from several MHz to about 400 Hz for recording and offline
processing. Signal : Samples of Higgs boson production in the gluon fusion (ggF) mode, with
H → ZdZd → 4` and were generated for mH = 125 GeV and 15 < mZd

< 60 GeV (in 5 GeV
steps) in MadGraph5 [27] with CTEQ6L1 [28] parton distribution functions (PDF) using the
Hidden Abelian Higgs Model (HAHM) as a benchmark signal model [5, 9, 10]. Pythia8 [29, 30]
and Photos [31, 32, 33] are used to take into account parton showering, hadronization, and
initial- and final-state radiation. Backgrounds : The background processes follow those used
in the H → ZZ∗ → 4` measurements [34], and consist of: Higgs boson production via the SM
ggF, VBF (vector boson fusion), also WH, ZH, and tt̄H processes with H → ZZ∗ → 4` final
states, ZZ∗ → 4` Z+jets and tt̄ and SM WZ and WW production. There are also backgrounds
containing J/ψ and Υ, namely ZJ/ψ and ZΥ. Further details may be found in [23].

3. Analysis procedure
The selection of four leptons (e, µ) proceeds in the same way as in the discovery analyis channel
H → ZZ∗ → 4` as described in [34] and is not described further here. The association of
these four leptons into two same flavour opposite sign (SFOS) pairs is different. Instead of
the requirement that a primary pair reconstructs back to a Z boson, there is the requirement
that the mass difference ∆m = |m12 −m34| is minimised. Here m12 and m34 are the invariant
masses of the first and second pairs associations which achieve this requirement. The mass
difference ∆m is expected to be minimal for the signal since the two dilepton systems should
have invariant masses consistent with the same mZd

. No requirement is made on ∆m; it is used
only to select a unique quadruplet with the smallest ∆m. Subsequently, isolation and impact
parameter significance requirements are imposed on the leptons of the selected quadruplet as
described in Ref. [34]. The 2D dilepton mass distributions are shown in Figs. 1. The ambiguity
in lepton pairing is emphasised which is why the Z particle vetos are applied for both pairings.

For the H → ZdZd → 4` search with hypothesized mZd
, after the impact parameter

significance requirements on the selected leptons, four final requirements are applied:

(1) 115 < m4` < 130 GeV where m4` is the invariant mass of the four leptons in the quadruplet.
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Figure 1. (a), (c) Simulated first pair invariant mass m12 as a function of the second pair
invariant mass m34 and (b), (d) first alternative pair invariant mass m14 as a function of the
second alternative pair invariant mass m23, for two signal samples (top : mZd

= 20 GeV,
bottom : mZd

= 50 GeV), for mH=125 GeV. These distributions are for the 4e final state. All
requirements defining the SR are applied, except the vetoes. The green dashed lines correspond
to mZ 10 GeV, i.e. the region where the Z veto is applied. The pink dashed lines correspond
to 12 GeV, i.e. the limit of the J/ψ − υ veto.

(2) Z, J/ψ, and Υ vetoes on all SFOS pairs in the selected quadruplet. The Z veto discards
the event if either of the dilepton invariant masses is consistent with the Z-boson pole mass:
|m12 − mZ | < 10 GeV or |m34 − mZ | < 10 GeV. For the J/ψ and Υ veto, the dilepton
invariant masses are required to be above 12 GeV.

(3) the loose signal region requirement: m12 < mH/2 and m34 < mH/2, where mH = 125 GeV.

(4) the tight signal region requirement: |mZd
− m12| < δm and |mZd

− m34| < δm. The
optimized values of the δm requirements are 5/3/4.5 GeV for the 4e/4µ/2e2µ final states
respectively (the δm requirement varies with the hypothesized mZd

but the impact of the
variation is negligible).

These requirements (1)–(4) define the signal region (SR) of H → ZdZd → 4` that is dependent
on the hypothesized mZd

, and is essentially background-free, but contains small estimated
background contributions from H → ZZ∗ → 4` and ZZ → 4` processes.

The analysis exploits the small mass difference between the two SFOS lepton pairs of
the selected quadruplet to perform a counting experiment. After the small mass difference
requirements between the SFOS lepton pairs, the estimated background contributions, coming
from H → ZZ∗ → 4` and ZZ → 4`, are small. These backgrounds are normalized with the
theoretical calculations of their cross sections. The other backgrounds are found to be negligible.
Since there is no significant excess, upper bounds on the signal strength, defined as the ratio of
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the H → ZdZd → 4` and ZZ → 4` rate normalized to the SM H → ZZ∗ → 4` expectation are
set as a function of the hypothesized mZd

. In a benchmark model where the SM is extended
with a dark vector boson and a dark Higgs boson, the measured upper bounds on the signal
strength are used to set limits on the branching ratio of H → ZdZd and on the Higgs boson
mixing parameter as a function of mZd

[5, 6].
These backgrounds are further suppressed by the requirements of the tight signal region. The

Z+jets and tt̄, WW and WZ backgrounds now yield zero events. In the case where the Monte
Carlo calculation yields zero expected background events in the tight signal region, an upper
bound at 68% CL on the expected events is estimated using 1.14 events [35], scaled to the data
luminosity and normalized to the background cross section:

The systematic uncertainties on the theoretical calculations of the cross sections used and the
event selection and identification efficiencies are taken into account. The effects of PDFs, αS,
and renormalization and factorization scale uncertainties on the total inclusive cross sections
for the Higgs production by ggF, VBF, V H and tt̄H are obtained from Refs. [36, 37]. The
renormalization, factorization scales and PDFs and αS uncertainties are applied to the ZZ∗

background estimates. The uncertainties due to the limited number of MC events in the tt̄,
Z+jets, ZJ/ψ, ZΥ and WW/WZ background simulations are estimated as described in [23].
The luminosity uncertainty [22] is applied to all signal yields, as well as to the background yields
that are normalized with their theory cross sections. The detector systematic uncertainties
due to uncertainties in the electron and muon identification efficiencies are estimated within
the acceptance of the signal region requirements. There are several components to these
uncertainties. For the muons, uncertainties in the reconstruction and identification efficiency,
and in the momentum resolution and scale, are included. For the electrons, uncertainties in
the reconstruction and identification efficiency, the isolation and impact parameter significance
requirements, the energy scale and energy resolution are considered.

4. Results
For the Run 1 results, four data events passed the loose signal region requirements, one in the
4e channel, two in the 4µ channel and one in the 2e2µ channel. Two of these four events pass
the tight signal region requirements: the event in the 4e channel and one of the events in the
4µ channel. The event in the 4e channel has dilepton masses of 21.8 GeV and 28.1 GeV, and is
consistent with a Zd mass in the range 23.5 ≤ mZd

≤ 26.5 GeV. The local significance of this
event is 1.7σ. For the event in the 4µ channel that passes the tight signal region requirements,
the dilepton invariant masses are 23.2 GeV and 18.0 GeV, and they are consistent with a Zd
mass in the range 20.5 ≤ mZd

≤ 21.0 GeV. The local significance of the 4µ event is 1.7σ. In the
mZd

range of 15 to 30 GeV where four data events pass the loose signal region requirements,
histogram interpolation [38] is used in steps of 0.5 GeV to obtain the signal acceptances and
efficiencies at the hypothesized mZd

.
For each mZd

, in the absence of any significant excess of events consistent with the signal
hypothesis, the upper limits are computed from a maximum-likelihood fit to the numbers of
data and expected signal and background events in the tight signal regions, following the CLs
modified frequentist formalism [39, 40] with the profile-likelihood test statistic [41, 42]. The
nuisance parameters associated to the systematic uncertainties are profiled [23]. The parameter
of interest in the fit is the signal strength µd defined as the ratio of the H → ZdZd → 4` rate
relative to the SM H → ZZ∗ → 4` rate:

µd =
σ × BR(H → ZdZd → 4`)

[σ × BR(H → ZZ∗ → 4`)]SM
. (1)

The systematic uncertainties in the electron and muon identification efficiencies, renormalization
and factorization scales and PDF are 100% correlated between the signal and backgrounds.
Pseudoexperiments are used to compute the 95% CL upper bound µd in each of the final states
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and their combination, and for each of the hypothesized mZd
. The 95% confidence-level upper

bounds on the H → ZdZd → 4` rates are shown in the left of Fig. 2 relative to the SM Higgs
boson process H → ZZ∗ → 4` as a function of the hypothesized mZd

for the combination of the
three final states 4e, 2e2µ and 4µ.

The simplest benchmark model is the SM plus a dark vector boson and a dark Higgs boson
as discussed in Refs. [6, 10], where the branching ratio of Zd → `` is given as a function of mZd

.
This can be used to convert the measurement of the upper bound on the signal strength µd into
an upper bound on the branching ratio BR(H → ZdZd). (One has also assumed the SM Higgs
boson production cross section and used BR(H → ZZ∗ → 4`)SM = 1.25× 10−4 [36, 37]).

abovecaptionskip -12pt The H → ZdZd decay can now be used to obtain a mZd
-dependent
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Figure 2. Left : The 95% confidence level upper bound on the signal strength µd =
σ×BR(H→ZdZd→4`)

[σ×BR(H→ZZ∗→4`)]SM
of H → ZdZd → 4` in the combined 4e + 2e2µ + 4µ final state, for

mH = 125 GeV. The ±1σ and ±2σ expected exclusion regions are indicated in green and
yellow, respectively. Right : The 95% confidence level upper bound on the Higgs mixing
parameter κ × m2

H/|m2
H − m2

S | as a function of mZd
, in the combined 4e + 2e2µ + 4µ final

state, for mH = 125 GeV. The ±1σ and ±2σ expected exclusion regions are indicated in green
and yellow, respectively.

limit on an Higgs mixing parameter κ′ [6]. The algebra and rationale are described in reference
[23]. Figure 2 shows the upper bound on the effective Higgs mixing parameter as a function of
mZd

: for mH/2 < mS < 2mH , this would correspond to an upper bound on the Higgs portal
coupling in the range κ ∼ (1–10)× 10−4.

5. Conclusion
The Run 1 H → ZdZd → 4` search for an exotic gauge boson Zd that couples to the discovered
SM Higgs boson at a mass around 125 GeV in four-lepton events are presented, using the
ATLAS detector at the LHC and covers the exotic gauge boson mass range from 15 GeV up to
the kinematic limit of mH/2. An integrated luminosity of 20.3 fb−1 at 8 TeV is used in this
search. One data event is observed to pass all the signal region selections in the 4e channel,
and has dilepton invariant masses of 21.8 GeV and 28.1 GeV and a local significance of 1.7σ.
This 4e event is consistent with a Zd mass in the range 23.5 < mZd

< 26.5 GeV. Another data
event is observed to pass all the signal region selections in the 4µ channel, and has dilepton
invariant masses of 23.2 GeV and 18.0 GeV and a local significance of about 1.7σ. This 4µ
event is consistent with a Zd mass in the range 20.5 < mZd

< 21.0 GeV. In the absence of
a significant excess, upper bounds on the signal strength (and thus on the cross section times
branching ratio) are set for the mass range of 15 < mZd

< 60 GeV using the combined 4e, 2e2µ,
4µ final states.
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Using a simplified model where the SM is extended with the addition of an exotic gauge boson
and a dark Higgs boson, and assuming the SM Higgs production cross section, upper bounds on
the branching ratio of H → ZdZd, as well as on the Higgs portal coupling parameter κ are set
in the range (2–3)× 10−5 and (1–10)× 10−4 respectively at 95% CL, for 15 < mZd

< 60 GeV.
For Run 2, the lower bound on the Zd mass searched for is dropped from 15 GeV to 0.5

GeV. There are additional improvements in the analysis procees. Further details and results to
appear later.
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Abstract. A measurement of the 9Be(3He,t)9B* reaction at 50 MeV was performed. A high-
efficiency silicon detector array was used to detect the brake-up particles from excited states in
9B∗ in coincidence with the tritons in the high-resolution K600 spectrometer focal plane. The
low-lying excitation region in 9B was populated and the different decay channels identified and
characterised; these populated excited states were the ground-state 3

2

−
, the 2.36 5

2

−
, and the 2.75

1
2

+
. Preliminary analysis are presented regarding the complex observation and characterisation

of the first 1
2

+
in 9B.

1. Introduction
The mirror symmetry in the 9Be/9B isospin doublet has been used to address important phe-
nomena in astrophysics and nuclear structure. For example, the properties of low-lying unbound
states in 9Be are important for determining the 4He(αn,γ)9Be stellar reaction rate, which is a
crucial reaction that occurs after core-collapse supernovae and results in the creation of seed
nuclei around A∼80 for the r-process [1]. A revised 4He(αn,γ)9Be reaction rate was obtained at
TRIUMF [2] by studying states in 9B produced via the decay of 9C and using isospin symmetry
to deduce the properties of states in 9Be, where experimental data was lacking. From a nuclear
structure perspective, this mirror nuclei have been described either as a cluster-like Borromean
system, where the nuclei are described in a similar configuration as a H+

2 molecule in which two
unbound α-particles are held together by a covalent σ-type neutron or proton [3] or as a 8Be
core plus a neutron or proton occupying the sd shell. By determining the Coulomb displacement
energies between the analog states in these nuclei will be possible to shed light in the nuclear
structure front. Despite the first observation of the unbound 9B nucleus 70 years ago, informa-
tion on the low-lying excitation region still remains inconclusive [4]. While the astrophysically

relevant first 1
2

+
in 9Be has been well established over several years, at Ex = 1.684 MeV with

Γ = 0.217 MeV, there have been discrepancies in both theoretical and experimental attempts

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 107



to identify its isobaric analog 1
2

+
in 9B. Calculations with a simple single-particle Woods-Saxon

potential model yield a regular Thomas-Ehrman shift, with Ex (12
+

;9B)≈ 1.0 MeV [5–8]. This
result is further validated by microscopic cluster model calculations [9, 10]. An R-matrix cal-
culation on the other hand, yields an inverted Thomas-Ehrman shift with Ex > 1.7 MeV [11],
due to the analog state in 9Be being above the 8Be(g.s) + s 1

2
neutron threshold. Finally, a

revised calculation by Barker [12] using a modified potential yielded the excited Ex (12
+

;9B) to
be either 1.36 or 1.74 MeV. On the experimental side, the results have been far from conclusive
as well. A 6Li + 6Li reaction [13] speculates the excitation energy lie between 0.8 - 1.2 MeV, in
agreement with a Thomas-Ehrman shift that is expected from solely an s-wave proton. Several
other experiments have been performed, reporting a highly discrepant excitation energies rang-
ing from Ex = 0.7 to 1.9 MeV [14–20] favoring either a cluster-like configuration or a shell-model
configuration. The most recent measurements were performed at Munich [18] and RCNP [20]
respectively, employing a transfer reaction with the 9Be(3He,t)9B*. In the former experiment, a
DSSSDs array was placed on the right side of the beam axis and was used to tag α-events from
the breakup of 8Be nuclei, while in the latter a triton singles spectrum was obtained using the
Grand-Raiden spectrometer at 0°, which was deconvoluted using an elaborate procedure. Both
these experiments indicated a resonance around 1.85 MeV which agrees with Barker’s R-matrix
predictions. However, there is no conclusive information in these experiments that obtain the
Jπ of the observed 1.85 MeV state.

2. Experimental Details
The experiment was performed at the iThemba LABS cyclotron with a 3He beam at an energy
of 50 MeV incident on a 600 µg

cm2 self supporting 9Be target (fabricated at the iThemba LABS).

The 9Be(3He,t)9B* (Q = –1.0866 ± 1 MeV) reaction of interest populated states in the low-lying
excitation region in 9B < 6 MeV, above the 8Be + proton threshold. The triton ejectiles were
detected and momentum-analysed at the K600 spectrometer (on a 0°configuration) by a multi-
wire chamber positioned at the middle-dispersion focal plane and a plastic scintillator detector,
the latter was also used for triggering CAKE (Coincidence Array for K600 Experiments) as
well as for particle identification purposes. The high-efficiency silicon detector array CAKE was
placed inside the scattering chamber at backward angles and is composed by five MMM-silicon
detectors, each segmented into 16 independent concentric strips on the front and 8 sectors on
the back, with a solid angle coverage of 26% and was used to detect the products from the decay
of excited states in 9B.

3. Preliminary Analysis
One of the first steps in the reconstruction of the excited region of interest in any K600
experiment is the identification of that particle of interest in the focal plane as shown in Fig. 1.
For the present work, the identification of tritons is vital, as mentioned above, as they were
utilised as a trigger for CAKE, and subsequently for the generation of the 9B spectra.
Once the tritons have been identified and momentum-analysed a triton spectrum was generated,
in which the triton energies correspond to a specific excitation energy of excited states in 9B as
it is shown in Fig. 2.
After the excitation region of interest was identified, a two-dimensional plot was generated in
order to find the different decay channels of excited states in 9B. For this, the focal plane X
position is plotted versus those events detected by CAKE as shown in Fig. 3. A time-gate was
placed in order to reduce the background and discard random coincidence. Fig. 4 shows the 3
different decay-channels in the reaction, 8Beg.s. + proton, the 8Be1st + proton and the 5Li + α
channel.
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Figure 1. Red dashed-box corresponds to those identified tritons through time-of-flight and
energy-loss in the focal plane.

Figure 2. Spectrum of the selected tritons in Fig. 1 corresponding to excited states in 9B.

Figure 3. Two-dimensional plot showing triton events at the focal plane versus those detected
at the silicon array CAKE.

A calibration of the focal plane was required in order to obtain the precise excitation energy of
the populated resonances in 9B (the ground-state, the 2.3 MeV and the 2.7 MeV) as shown in
Fig. 5. From this two-dimensional plot, it was possible to generate a gate around the 8Beg.s. +
p locus, so the contribution of the sharp 2.3 MeV state was reduced. In Fig. 6 are shown both,
the projection of the two-dimensional plot on the x-axis corresponding to the total low-lying
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Figure 4. Two-dimensional time-gated plot. From top to bottom, the first diagonal line
corresponds to the 8Beg.s. + p decay channel, the second to the 8Be1st decay channel and the
vertical line to the 5Li + α decay channel.

spectra in 9B and the projection of the gated region around the locus of interest. The latter
clearly shows the broad resonances under the sharp 2.3 MeV excited state.

Figure 5. Boron-9 excitation energy versus decay particles detected by CAKE. The 8Beg.s. +
p decay channel shown inside the red box.

As shown in Fig. 6, the broad resonance of 2.7 MeV is clearly identified when gating in the
8Beg.s. + p, showing the robustness of the coincidence two-dimensional plot, but also it is clear

that the identification of a 1
2

+
state in that range of energy is complicated. As it was mentioned

in reference [18], the expected energy of such state should be at or below 1.9 MeV decaying
exclusively via the 8Beg.s. + p channel. Further analysis will follow including an angular proton

distribution for states of interest, specifically for the first 1
2

+
.

4. Conclusions
An experiment was performed using the 9Be(3He,t)9B transfer reaction at a beam energy of
50 MeV where the low-lying excitation energy region in 9B was populated and identified. The
robustness of the detection technique used in the presented work which includes the combination
of the K600 and the silicon detector array CAKE for the identification of different decay channels
was discussed, being highly efficient in reducing the background and random coincidences. A
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Figure 6. Black color line represents the projection onto the x-axis of Fig. 5 and red line the
projection of the gate around the locus of interest showing the broad resonances under the sharp
2.3 MeV peak.

broad energy region below the 2.3 MeV excited state in 9B was identified, which mainly decays
through the 8Beg.s. + p channel.
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Abstract. The channelling phenomenon applies to the correlated motion of charged particles
within a crystal lattice in a direction closely aligned with atomic rows (strings) or crystal planes.
When the incident charge particle is highly relativistic, the emitted channeling radiation is
boosted by a factor of γ2, where γ is the Lorentz factor. Bremsstrahlung may also be coherent for
these conditions, and coherent enhancement leads to both quasi monoenergetic peaks and also
significant increases in intensity as compared to the normal process. In the special condition that
the crystal is periodically bent, such as in a periodic superlattice, one may also have undulator
radiation. All of these phenomena are potential sources of MeV and GeV range intense gamma
radiation. The latter phenomenon is proposed as potentially the most important source of
monochromatic high energy photons. In principle it can also lead to coherent radiation based
on the Free Electron Laser (FEL) principle with intensities similar to an extrapolation of what
may be obtained at modern light sources. In this contribution we describe a search for crystal
undulator radiation using 2.5 – 6.0 GeV positrons incident on a diamond crystal undulator.
The experiments were performed at the T9 Beam-line of the Proton Synchrotron at CERN.
The experiment was the result of a winning proposal for the 2015 CERN Beam-line for Schools
Competition.

1. Introduction
A crystal undulator is similar to a normal undulator [1] as typically found at a synchrotron
for the production of extremely brilliant X-ray beams. The difference is that the magnetic
lattice is realized by the periodic electrostatic potential of a crystal lattice as seen from the
reference frame of an impinging GeV range electron or positron beam. The extremely relativistic
incident particle beam has a crystallographically aligned incidence and is captured in a high index
crystallographic channel of the crystal superlattice. The crystal lattice undulation period can be
in the tens of microns scale. The particle beam will then “see” a many Tesla range periodically
varying magnetic field. The larger fields and shorter undulator periods in the crystal undulator
as compared to the conventional magnetic lattice undulator are significant. This method could
theoretically lead to an MeV range gamma ray laser by the FEL principle.

This paper describes an attempt to commission a tagged photon beamline and then to
measure undulator radiation (CUR) at the T9 beam-line of the CERN Proton Synchrotron
(PS). The school based authors of this paper developed a successful proposal ”Accelerating
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Africa” to test a diamond crystal undulator within the CERN Beam-line for Schools [2] project.
The goal of the experiment was to search for radiation enhancement effects related to aligned
incidence of the positron beam on the diamond superlattice (undulator).

2. Parameters for the diamond crystal undulator
The theoretical feasibility study to produce powerful monochromatic undulator radiation in
the gamma ray region by means of a crystal undulator (periodically bent crystal) and ultra
relativistic light lepton beams (energy εe+) impinging on the lattice with incidence aligned to a
crystallographic axis is presented in several references [3, 4, 5] and references therein. Figure 1
indicates the trajectory of a charged particle captured in the channeling condition in a low
index crystallographic direction. The channelled trajectory has an oscillation within the channel,
leading to the emission of channeling radiation (CR, energy εch). In addition the particle follows
the periodic undulations of the lattice, and as such, it will also emit CUR (energy εu).

Figure 1: A charged particle captured in a
undulating crystal channel [6].

The parameters for a Large Amplitude Long
Period (LALP) diamond crystal undulator
optimised for the positron beams available at
the T9 beamline at the CERN PS are shown
in Table 1, where an important condition is
λu >> a >> d. These symbols are defined
in Figure 1. This means λu > λc where
λc is the CR wavelength, so that the CUR
will have a lower energy than the CR. There
is an alternative scenario known as Small
Amplitude Short Period (SASP) where λu <
λc and where a also has to be small [7]. Table 1
also collects the SASP parameters.

Table 1: Typical physical parameters for a 110 diamond crystal undulator for Ee+ few GeV.

Parameter Value
εe+(GeV) 2 3 4 5 6 7 8 9
Le+(0) (µm) 1059 1563 2061 2553 3042 3528 4012 4493
Le−(0) (µm) 43 64 86 107 129 150 171 193
εch (MeV) 9.6 17.6 27.0 37.8 49.7 62.6 76.5 91.3
εu (MeV) for SASP λu = 600 nm 60 140 240 370 0.52 700 900 1120
εu (MeV) for LALP λu =10 µm 2 10 30

For the SASP case, the CUR is of a higher energy than the CR (one source of background).
The brehmsstrahlung radiation (BR) has a 1/Eγ photon energy distribution, which dominates
for lower photon energies, so this is the principal source of background, especially for the LALP
CUR case. Furthermore, in the SASP case, the undulator layers may be thinner, and therefore,
currently, technologically more easily produced. A further effect to consider is the straight
crystal dechanneling length L(0), which is much larger for positrons than electrons, but where
the overall length should still be minimised. For these reasons, a decision was made to first
produce a SASP diamond crystal undulator for positron incidence in the proof of principle
experiment.

3. The diamond graded superlattice
Doping diamond with single substitutional atoms of boron dilates the lattice. The boron can be
introduced during the growth of synthetic diamond in the Chemical Vapour Deposition (CVD)
process in a regulated way, leading to the periodic variation of the lattice constant.
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Figure 2: The lattice dilation due to
boron doping in diamond [8].

Figure 3: The development of an undulation in the 110
direction due to graded boron doping [9].

The measured lattice dilatation for diamond due to graded boron doping is taken from
references [8, 10]. The boron is expected to be uniformly distributed in substitutional sites
leading to epitaxial coherent layer growth following the diamond structure up to at least a
boron concentration of CB = 0.45% (atomic). At first the dilatation effect proceeds based
on Vergard’s Law, and when the Mott transition is reached, the expansion is faster as the
hole state impurity band modifies the Fermi level. Figure 2 quantifies this behaviour. The
intrinsic substrate constrains the lattice to an expansion only in the growth direction, as shown
in Figure 3. This longitudinal elongation is known as the Poisson effect and can be quantified
using the elasticity constants for diamond together with the quantified dilation behaviour, as
well as a model for the progression of the undulator effect, as in the reference [9]. This leads to
the determination of the undulation amplitude as a function of the boron doping concentration.
This has been done in [9] but also in more detail with direct modelling in [11].

Element Six Technologies prepared a CVD grown diamond crystal undulator with the
parameters λu ≈ 0.6 µm and a ≈ 0.4 Åwith 6 such undulator layers on a 300 µm High Pressure
High Temperature (HPHT) synthetic diamond type Ib 110 oriented substrate. The diamond
undulator was roughly pre-aligned using an on-line X-ray Laue system at the University of
Johannesburg and then fine aligned using a highly collimated Bragg condition X-ray Diffraction.

4. Experimental Details
The measurements were performed at the T9 area of the PS at CERN in September 2015. A
primary 24 GeV/c proton beam produced a series of secondary beams from a carbon production
target, including kaons, pions, muons and electrons and their antiparticles. We have focused on
the positrons in the few GeV energy range. Two Cerenkov detectors were set to discriminate
the particle identity (PID). A dipole magnet and a collimator set the momentum byte for
the experiment. The incident flight path traversed a scintillator (Scint1) for triggering and
a second veto scintillator which defined the beam position on the crystal. The first two
Delay Wire Chambers (DWC1 and DWC2) provided transverse spatial hit position measurement
(∆x ≈ 200µm). The incident phase space of each particle trajectory could then be measured
(∆θ ≈ 500µrad). The charged particles could be swept away with the dipole magnet after the
crystal position and their momentum reconstructed from their deflection as measured in the
third chamber (DWC3). The radiated photon(s) captured in the photon calorimeter (BGO)
could be tagged with PID and the momentum of the radiating particle. Calorimetry of the
charged particles was performed in a lead glass calorimeter array. Figure 4 illustrates this
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Figure 4: The tagged photon beam-line at the PS-T9 area at CERN (modifed from [2]).

discussion.

5. Analysis of Data
5.1. Initial validation
The data was available as an event by event stream in a ntuple which could be processed offline
using the ROOT C++ analysis framework [12]. Particle tracking, particle identification, incident
angle reconstruction, particle deflection, particle energy and momentum measurement, photon
energy measurement, photon tagging could all be successfully established and validated. Some
of these steps are described below.

5.2. Drift-chamber commissioning
Figure 5 below left shows the expected linear correlation between the positron hit position for
the x-axis on the first two delay wire chambers, DWC1 and DWC2. The full beam envelope
has been filtered in reconstructed incident angle phase space to show only those trajectories
closely parallel to the ideal central path. The neighbouring plot shows the difference between
the actual hit position on the last delay wire chamber, DWC3, and the projected hit position
based on the trajectory reconstructed from DWC1 and DWC2. The third DWC3 could be used
to measure the deflection and hence reconstruct the momentum of the beam after the dipole
MNP17 in Figure 4. A positron which radiated a photon would have a hit in DWC3 with a
greater deflection (lower momentum). Gating on positrons which radiated was used indicating
the facility had a tagged photon beam-line.

Figure 5: The correlation between x-DWC1 and x-DWC2 (left) and the difference between the
actual hit position on DWC3 and the projected hit position based on the trajectory reconstructed
from DWC1 and DWC2 (right)
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5.3. Event selection and background reduction
The red and black scatter plots in Figure 6 below show the evolution of the beam envelope in
DWC1, DWC2 and DWC3 when a elliptic cut is made on the first DWC1. The veto scintillator
is next to DWC2, and the operation of this device is clear. The incident angle (θx, θy) for each
particle could be calculated, and a further cut could be made within this two-dimensional phase
space, restricting the divergence within the beam envelope. The final plot in Figure 6 is the
photon spectrum in the photon calorimeter for a calibration positron beam energy of 1 GeV.
All the curves exhibit a positron peak at the nominal beam energy, as well as a broad photon
spectrum with the typical 1/E shape for bremsstrahlung. A peak due to muons passing through
the photon calorimeter with the fixed energy loss of minimum ionising particles is also evident at
0.25 GeV. The bremsstrahlung background could be reduced and the muons could be excluded
by the filters described above.

Figure 6: Scatter plots for the three DWCs under the conditions described in the text above.
The last plot is the photon spectrum from the photon calorimeter.

5.4. Selection of events aligned to the crystal axis
The critical angle for CR for 6 GeV positrons incident on the 110 axis of diamond is θc = 86
µrad.

Figure 7: Incident angle phase space.

The two dimensional incident angle phase space plot
on the left shows that the useful beam divergence
had a range of ∆θx = 3 mrad and ∆θy = 6 mrad.
The angular resolution is about 0.3 mrad. This was
larger than anticipated and would smear out evidence
of enhanced yield for aligned radiation phenomena.
The incident angle space was scanned for enhanced
radiation yields based on CR and coherent enhanced
BR, in order to fine-align the diamond to the beam
axis. Graphical cuts were placed to define the
incident angle phase space leading to aligned or
non-aligned radiation phenomena. The Figures 8
(filtering events away from axial / planar incidence)

and 9 (filtering events close to axial / planar incidence) below are examples of this, where the
former yields the expected flat spectrum for BR.
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Figure 8: Photon calorimeter selecting
for non-aligned incidence events.

Figure 9: Photon calorimeter selecting
for aligned incidence events.

6. Conclusion
In the experiment time available it was possible to successfully commission the T9 beam-line of
the CERN PS as a tagged photon beam-line. In this set-up, there was large BR background
mostly resulting from beam-air interaction upstream of the target. The DWCs unfortunately had
a poor resolution, leading to insufficient angular resolution. Suggestive but inconclusive results
were obtained (higher radiation yields for aligned incidence). Nonetheless it was sufficiently
promising to show that given certain improvements, the T9 beamline could indeed be expected
to perform sufficiently well to search for CUR in a future experiment.
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Abstract. The Tile Calorimeter of the ATLAS detector relies on plastic scintillators to aid in 

the energy reconstruction of hadrons, taus, and jets of quarks and gluons that arise from the 

proton-proton collisions within the Large Hadron Collider of CERN. These scintillators are 

exposed to harsh radiation environments and therefore sustain damage. In 2018, current plastic 

scintillators employed in the Gap region of TileCal will be replaced with more radiation 

tolerant plastics. A series of investigations are currently being conducted into the radiation 

hardness of several polyvinyl toluene (PVT) and polystyrene (PS) based plastic scintillators 

which are candidates for the upgrade. In this study, we investigate the damage induced by 6 

MeV protons to the light fluorescence capability of 350 µm thick scintillators. Presented here 

are the results of the damage for proton doses ranging between 800 kGy to 80 MGy conducted 

using the 6 MV tandem accelerator of iThemba LABS.  

1.  Introduction 

Plastic scintillators are organic materials which undergo luminescence upon interaction with ionizing 

radiation. They are employed by the Tile Calorimeter of ATLAS, to detect the hadronic particles 

which result from the proton-proton collisions within the Large Hadron Collider of CERN [1]. Their 

properties of high light output and high optical transmission ensure that good resolution in 

measurements can be achieved. Their fast rise and decay times are ideal since fast timing responses 

are required by the detector. The main problem encountered by plastic scintillators however, is 

radiation damage incurred due to their interactions with the ionizing particles to be detected. This 

damage leads to a significant decrease in the light yield of the scintillator and may compromise the 

detectors performance. 

With the LHC gearing up to run proton collisions at increased center of mass energy, with 

luminosities of a factor of 10 beyond the current design value by 2022, the radiation environment 

within the ATLAS detector is expected to become much harsher. The Tile Calorimeter has therefore 

implemented a series of upgrades in order to ensure that the detector performance can be sustained for 

several years to come. Part of phase two of this upgrade will be implemented in 2018 where 

scintillators from the GAP region of the Tile Calorimeter will be replaced with more radiation hard 

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 118



plastics. To aid in the choice of a replacement candidate, a series of investigations which examine the 

radiation hardness of several commercially available plastic scintillators have been conducted. In this 

paper, results on the impact of radiation damage to the fluorescence capability of PVT and PS based 

plastic scintillators is presented.  

2.  Background 

Plastic scintillators generally consist of organic fluors suspended in a polymer base. Ionizing radiation 

causes the molecular excitations of delocalized π-electrons typically in the base. These may de-excite 

through several mechanisms [2], i.e. fluorescence, phosphorescence, delayed fluorescence, radiation-

less internal conversion or vibrational losses. The fluorescence process occurs for transitions from the 

lowest vibrational first excited state to the ground state whereby energy is emitted in the form of light 

of a characteristic wavelength. This wavelength ranges around 300-350 nm in general for polymer 

bases. The base however, tends to have a low fluorescence light yield due to the small Stoke’s shift 

between their excitation and emission ranges.  

Primary fluors are thus added in small concentrations (typically < 3% by weight). These are chosen 

such that their absorption spectra match the emission spectra of the base and generally contain a high 

quantum yield of the energy transfer transition. Light can be transferred between base and fluor via 

either radiative re-absorption, or by a non-radiative coulombic interaction called Forster resonance 

energy transfer. [3] 

Forster energy transfer is limited by the distance between the interacting states and is therefore 

more likely to occur with increasing fluor concentrations until a saturation is reached. Light is then 

emitted by the fluors at higher wavelengths, generally in the UV range of 350-400 nm. Since this 

wavelength is still below the peak efficiency of common photomultipliers, a secondary fluor is added 

at concentrations of < 0.1% by weight. The secondary fluor acts as a wavelength shifter (shifting 

emission to 400-500 nm) and prevents re-absorption of scintillation light by the primary fluor. It also 

helps to increase the bulk attenuation length of the emitted light. Energy transfer between the primary 

and secondary fluors occurs via radiative exchange. [3] 

Whilst ionizing radiation may lead to molecular excitations and hence scintillation, prolonged 

exposure can also cause the breaking of chemical bonds thereby modifying the polymer properties. 

The optical properties of the scintillator can be effected in two ways, either a decrease in actual 

scintillation light output due to damage to the fluorescent component, or through a degradation in its 

transmission character as a result of the formation of optical absorption centres. The change in 

transmission character further affects the light attenuation length of the scintillator.  

In [4], preliminary transmission and Raman studies on 6 MeV proton irradiated PVT samples of 

250 µm thickness were presented. The study looked at irradiated doses of ~1.8 kGy, 164 kGy and ~1-

1.5 MGy. At these doses, an increase in transparency over the wavelength region of 300 - 410 nm was 

observed for the blue emitting scintillators, whilst an absorptive tint began to form for the green 

emitting scintillator. In [5], the study was extended to cover doses of approximately 0.8 MGy, 8 MGy, 

25 MGy and 80 MGy in 350 µm thick samples where visible discolouration in samples developed. At 

these higher doses, the absorptive tint shifted to higher wavelengths with increasing dose and could be 

correlated to free radical production.  

3.  Methods and materials 

The main properties of the scintillators under study are summarised in table 1. The light output is 

given relative to the light output of anthracene which has the highest known light output amongst all 

organic scintillators. The scintillator response times are given in terms of the rise time and decay time. 

The rise time characterizes the sharp increase in intensity of a measured scintillation light pulse, whilst 

the decay time measures the time taken for the intensity to exponentially drop to 1/e of the maximum 

value. The wavelength at which maximum intensity of light emission occurs is also given.  

EJ208 emits at a slightly higher wavelength as compared to the other blue scintillators, whilst 

EJ260 emits in the green range. These higher wavelength shifting scintillators are marketed for 
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exhibiting greater radiation tolerance since radiation damage causes the optical attenuation of light 

across the lower visible wavelength range [6].  

Samples cut and polished to dimensions of 5 mm by 5 mm and of 350±30 µm thickness were 

subjected to 6 MeV proton irradiation using the 6 MV tandem accelerator (operated at 3 MV) at the 

iThemba LABS, Gauteng. The procedure for irradiations has been described previously in [4] and [5]. 

The light fluorescence of each plastic scintillator was measured using the LabRAM HR Raman 

spectrograph. A 229 nm laser with a power of ~3-5 mW was employed to provide energy for 

molecular excitations to occur and thereby prompt light emission through luminescence. At this 

wavelength, the laser energy is sufficient to be absorbed by the PS or PVT base, and the successive 

light transfer from base to primary and secondary fluors can occur. 

 

Table 1: Properties of the scintillators under study. 
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Photographs of the LabRAM HR are shown in figure 1. The laser is guided through a series of 

mirrors and optics in the machine, and is incident on the sample through the Olympus microscope 

aperture. As the sample fluoresces, the backscattered light is passed through a 150 lines/mm grating 

and collected by a CCD detector to obtain a differential wavelength spectrum.  

The main obstacle to overcome during testing, was the effect of photo-bleaching of the fluorescent 

light. For excitation wavelengths below 250 nm, photo-bleaching occurs more prominently since the 

probability of exciting the electron to the triplet state increases. This is a stable state with a long 

lifetime and can interact with other molecules to produce irreversible covalent modifications. Photo-

bleaching therefore results in a decrease to the fluorescence yield since molecules undergo photon 

induced chemical damage.  
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The destruction of the molecule is proportional to the emission intensity, the emission time and the 

number of excitation and fluorescence cycles undergone. In order to reduce the effect of photo-

bleaching undergone during testing, the laser was scanned over a 20x20 µm2 area and the acquisition 

time was limited to one second per spot tested.  

Three spots along the irradiated region and three spots along the un-irradiated regions of each 

sample were tested in order to gauge the ratio of loss to fluorescence yield over the wavelength range 

of 350-500 nm.  

Figure 1: (a) Back view showing the path travelled by the laser into the LabRAM HR, (b) front view of the 

spectrograph, (c) enlarged view of the sample undergoing fluorescence 

 

4.  Results of fluorescence testing 

The fluorescence spectra for EJ200 samples are shown in figure 2. An indication of the visual 

discolouration of the irradiated spot for the approximate dose exposures are also shown. A similar 

trend in the loss to fluorescence peak features were observed for the other scintillator types [10].  

 
Figure 2: Fluorescence spectra of 350 µm thin EJ200 samples after exposure to several doses of 6 MeV 

protons 
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The fluorescence spectra in the un-irradiated EJ260 samples showed a very small amount of 

fluorescence over the 450-500 nm region despite its wavelength of maximum emission being at 490 

nm. It was realized that since backscattered fluorescence light was detected, a large component of the 

measured light could have been from the surface which could have had less interaction with the fluors. 

Hence, a large component of “un-shifted” base scintillation light was measured. 

For doses of ~0.8-1 MGy, an overall intensity loss occurs, with a more distinct loss to fluorescence 

peaks at the higher emission regions of 375-500 nm. This wavelength range correlates with emission 

expected from the fluor dopants. At this dose, very minimal transmission losses were observed, 

although a feature indicating loss to absorption by the fluors occurred. At progressively higher doses, 

the fluorescence intensity is further decreased, with significant loss to base emission peaks and fluor 

emission peaks. At the 70-90 MGy dose range, a very weak signal is obtained with an additional peak 

feature appearing in some of the spectra. This peak feature could not be correlated to any particular 

damage effect and may be influenced by several factors such as sample thickness and irradiation dose 

rate. 

In order to compare the effect of fluorescence loss against radiation dose for the different 

scintillator types, a ratio between the integrated spectra over 350-500 nm, for the irradiated and un-

irradiated regions were computed. A crude exponential fit was implemented to the data in order to 

provide a rough visual guide of the overall trend. This plot is shown in figure 3. The different 

scintillators perform within a 20% variation of each other. EJ208 exhibits the least fluorescence ratio 

loss, with UPS923A scintillators performing comparably against it, particularly at the higher dose 

exposures. The TileCal scintillators perform well against loss at the low doses, but lose light much 

faster at higher doses. After 25 MGy, EJ200 performs on par with EJ208 and UPS923A.  

The results for EJ260 are not a true performance indicator as a very small component of the 

wavelength-shifted fluorescence was measured. In the Tile Calorimeter however, scintillation light is 

collected by wavelength shifting optical fibers which then lead to photo-multiplier tubes. The fibers 

presently used, Y11 fibers from Kuraray, have an absorption range of 420-450 nm and peak at 430nm. 

EJ260 therefore will not couple well to these fibers.  

 

 
Figure 3: Ratio of fluorescence integrated over 300-500 nm for irradiated and un-irradiated regions of 

plastic scintillator samples.  
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5.  Conclusion 

The effect of 6 MeV proton induced radiation damage to the fluorescence capability of 350 µm thin 

PVT and PS based plastic scintillators was investigated. Fluorescence was measured off the surface of 

the samples using a 229 nm laser excitation. The following results were deduced: 

 Fluorescence loss increases exponentially with increasing dose exposure.  

 For doses below 1 MGy, a portion of the fluorescence arising from the added fluors is lost. 

Since a decrease in absorption corresponding to the fluors occurs for this dose as well, a 

bleaching-like effect may be the cause of damage to the fluors.  

 As the dose exposure progresses to 8 MGy and above, fluorescence loss occurs for both the 

base and fluor emission regions. This ties in with Raman studies in [5], indicating that 

structural damage occurs to the polymer base. Colour centres or free radicals formed 

through the damage processes compete for absorption of base emitted light as well as some 

visible light over the lower blue region [5].  

 At 70-90 MGy, minimal fluorescence over the fluor emission region is observed, whilst the 

base component of emission is lost. The different scintillator grades perform within a 20% 

variation of each other, with EJ208 exhibiting the least loss in fluorescence ratio.  

A large component of the fluorescence light measured in this experiment was un-shifted light from 

scintillation off the polymer base since the geometry of the set-up minimised spatial interaction. 

Within the TileCal, scintillators employed are much larger and bulk effects play an important role in 

the scintillators performance. Whilst studying the thin samples give an indication of the finer damage 

mechanism at play, a study of the bulk effects is imperative for choosing the replacement candidate for 

the TileCal. Future work will therefore study the attenuation length and transmission of scintillation 

light in thick scintillators. Damage to the overall light loss in scintillator-fiber coupled systems will 

also be investigated. In addition, investigations using neutron irradiation are ongoing, and a new 

inorganic LYSO scintillation crystal is being added to the study.  
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Abstract. W±W± −→ W±W± is a rare Standard Model process which can be used to
investigate the spontaneous symmetry breaking present in the Standard Model. Previous
analysis, using

√
s = 8 TeV proton-proton collision data recorded by the ATLAS detector

at the Large Hadron Collider, of events with two reconstructed same sign leptons (e±e±,e±µ±,
and µ±µ±) and two jets were analysed and W±W±jj production cross sections were measured.
First evidence for W±W±jj production was observed to a significance of 4.5 σ. Starting in
2015, analysis is underway to attempt to increase the significance for the measurements using√
s = 13 TeV proton-proton collision data recorded by the ATLAS detector at the Large Hadron

Collider. Since the process is very rare, it is dominated by various backgrounds, one of which
is tt̄ decay. In this presentation we discuss estimating the fake muon background coming from
tt̄ decay using Monte Carlo simulations.

1. The Standard Model of Particle Physics
The Standard Model [1, 2, 3, 4] of particle physics was developed in the latter half of the
twentieth century. It describes how matter is compromised of point-like, basic building blocks
called fundamental particles, and interacts via four fundamental forces. The Standard Model
has successfully been tested many times and is widely regarded as the most accurate and stable
[5] model of particle physics.

The Standard Model classifies the fundamental particles that make up matter into either
lepton or quarks. Both leptons and quarks comes in three so-called generations, with the
members of the first generation being the lightest and most stable, while those of the third
generation are the heaviest and least stable. In ascending order of generation the leptons are:
the electron and electron neutrino, the muon and muon neutrino, and the tau and tau neutrino.
These particles posses half-integer spin and are known collectively as fermions.

The Standard Model describes three of the four fundamental interactions in nature. In
increasing order of strength, these are the weak, electromagnetic, and strong forces. According
to the Standard Model, the strong, weak, and electromagnetic forces result from the exchange
of force-carrier particles. These force carriers posses integer spins and are collectively called
bosons. Specific bosons are said to mediate a particular force. The strong force is mediated by
the gluon, the electromagnetic by the photon, and the weak by the W and Z bosons.

A deficiency of the Standard Model is that it does not describe the gravitational interaction.
Theories that seek to expand upon the Standard Model in order to incorporate gravity are said
to be ”beyond” the Standard Model.
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Figure 1: Feynman diagram showing
the scattering of two same-sign W-
bosons which subsequently decay lep-
tonically.

Figure 2: Cut-away view of the ATLAS detector
showing its various components. [6]

2. The ATLAS Detector
Some of the experimental confirmation of the Standard Model has come from the European
Organization for Nuclear Research (CERN) in Switzerland. In particular CERN is home to the
largest and most powerful particle accelerator in the world: the Large Hadron Collider (LHC)
[7]. The ATLAS (A Toroidal LHC Apparatus) detector [8] is one of the seven particle detectors
at the LHC and is one of two general purpose detectors designed to take advantage of the
unprecedented energy available at the LHC and investigate physical phenomena that involve
high mass particles that were not previously observable at earlier low-energy accelerators. In
particular the ATLAS experiment has been involved in the search for the Higgs boson [9], extra
dimensions and dark matter particles [10]. ATLAS is 46 metres long, 25 metres in diameter and
has a mass of about 7000 tonnes.

3. W-Boson Scattering
The scattering of W-bosons can be a useful process in the probing of electroweak symmetry
breaking. Without a Higgs boson the longitudinally polarised amplitude of W-boson scattering
violates unitarity when theWW centre-of-mass energy exceeds approximately 1 TeV [11, 12, 13].
With the discovery of the 125 GeV Higgs boson [9, 14] , the high energy value of the cross-
section again becomes unitarised within the Standard Model, giving insight as to whether it is
the Standard Model Higgs boson.

The W-boson scattering can be either opposite-sign W±W∓ or same-sign W±W±. The
case of opposite-sign scattering is dominated by background contributions from Quantum
Chromodynamics (QCD). This is however not the case for same-sign scattering, making it the
preferable channel for analysis. Considering the leptonic decays of the W-boson, the distinctive
experimental signature for this study is then two same-sign leptons (e±e±, e±µ±, µ±µ±), along
with two jets, and missing transverse energy from neutrinos. This is graphically represented in
Fig (1).

First evidence for same-sign WW (ssWW ) scattering using
√
s = 8 TeV proton-proton

collision data was found with a significance of 4.5 σ by ATLAS [15], while a similar analysis
by the CMS experiment [16] found a significance of 2.0 σ. These proceedings report on some
of the work to increase the significance for the measurement using

√
s = 13 TeV proton-proton

collision data recorded by the ATLAS detector.
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4. Fake Lepton Background
Leptons coming from a W-boson are said to be prompt, while those those coming from the decay
of a hadron are said to be non-prompt. Non-prompt leptons contribute to background in events
selected for ssWW measurement. This background is subsequently referred to in this note as
the fake lepton background. The dominant contribution to the fake lepton backgrounds comes
from the process tt̄ −→WbWb −→ `νbbqq.

The degree to which leptons are isolated can be used to reduce the fake lepton background.
Isolation is a measure of the number of particles produced in a cone in η − φ space, defined by
∆R =

√
(∆η)2 + (∆φ)2,with η being pseudorapidity and φ being the azimuthal angle, around

the detector signature corresponding to the reconstructed lepton. “pT cone20” is the sum of the
transverse momenta of all tracks within a cone of ∆R = 0.20, while “eT cone20” is the sum of
the transverse energy within a ∆R = 0.20 centred on the lepton’s deposit in the calorimeter.
Since hadrons are often produced in collimated flows, called jets, fake leptons are less likely to
be isolated than prompt leptons. The primary goal of this work is to optimise the event selection
criteria related to the lepton isolation to reduce the fake lepton background.

5. Results
The plots shown in Fig (3). display the isolation variables for muons with three different
origins. The tt̄ sample is produced using the PowHeg-Box event generator [17], while ssWW
sample is produced by the Sherpa event generator [18]. Using a tt̄ sample as a background,
reconstructed muons were matched to truth muons using the standard ATLAS Mone Carlo
(MC) truth classifier tool. It was found that the majority of the background muons come from
either W-bosons (63%) or b-mesons (12%), representing a prompt and non-prompt background
respectively.

These backgrounds are plotted with the ssWW sample. Note that the muons from the ssWW
and the prompt background muons are similarly isolated since both originate from W-bosons.
The muons coming from b-mesons are less isolated, indicative of the muon having originated
from a jet. A large fraction, 34%, of the reconstructed muons are unable to be truth-matched
using the MC classifier tool.

6. Future Studies
Cuts motivated by the plots in Fig 3. suggest how the signal-to-background ratio may be
optimised in analysis using experimental data.
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Figure 3: Simulation plots of the isolation variables for reconstructed muons with three different
origins.
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Abstract. Following the comparative study of proton induced radiation damage on various
plastic scintillator samples from the ATLAS detector [1][3-5], a study on neutron irradiation
and damage assessment on the same type of samples is currently being conducted. The samples
were irradiated with different neutron fluxes produced in favourable nuclear reactions using the
IBR-2 pulsed reactor at the Joint Institute for Nuclear Research (JINR) in Dubna. The MCNP
5 code was utilized in simulating the neutron transport for determining the dose rate. Light
transmission tests were performed in order to assess the radiation damage on the scintillators.
The first results of the effect of neutron irradiation on the transmission properties of a number
of plastic scintillator materials is presented.

1. Introduction
The ATLAS detector is used to measure what happens in proton-proton collisions at the Large
Hadron Collider (LHC) to find evidence of new physics. The tile calorimeter is part of the
ATLAS detector, it is the hadronic calorimeter responsible for detecting hadrons, taus, and jets
of quarks and gluons. The tile calorimeter consists of a central barrel and 2 extended barrels.
Each barrel contains 64 modules that consists of a matrix of steel plates and plastic scintillators.
The steel plates act as an absorber medium that converts the incoming jets into a shower of
particles. The plastic scintillator tiles then absorb the energy of the particles and fluoresce
to emit light. The light from the scintillators is passed through wavelength shifting optical
fibres and is detected by photomultiplier tubes. The signal is further processed using readout
electronics in order to digitize the data for further analysis [1][2].
Between the central barrel and extended barrels there is what is referred to as the Gap region.
This region contains additional plastic scintillators that are radially distributed. During the first
run of data taking, the scintillators in the gap region were exposed to a radiation environment
of up to 10 kGy/year. It is predicted that during the high luminosity (HL)-LHC run time, the
scintillators in the Gap region will sustain a significantly large amount of radiation damage and
will require replacement during the phase 2 upgrade in 2018. This prediction has led to the
comparative study of proton induced radiation damage on plastic scintillators conducted by H
Jivan [1][3], C Pelwan [4] and S Liao [5].
With 2018 rapidly approaching, the comparative study of proton irradiated plastic scintillators
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has been extended to study the effect of neutron induced radiation damage on plastic
scintillators. In this paper, we report some of the results obtained from radiation damage
induced by neutron irradiation.
Neutron interaction with matter makes the study more interesting since unlike with proton
irradiation where the interaction with the plastics is through direct ionization, with neutron
irradiation the interaction will be through indirect ionization. Neutron bombardment on
materials creates a collision cascade within the material that results to point defects and
dislocations. The collisions cause a massive transfer of kinetic energy to the lattice atom that
has been displaced from its lattice site, becoming what is known as the primary knock-on atom
(PKA). The knock-on atoms then lose energy with each collision and that energy therefore
ionizes the material [6].

2. Scintillation Mechannism
The plastic scintillator samples that were studied are organic scintillators, these scintillators have
a basic scintillation mechanism that involves Föoster energy transfer and self-absorption. They
consist of one or two dopants. The scintillation mechanism of organic scintillators is determined
by the characteristics of the benzene ring. An organic scintillator scintillates regardless of its
crystal form, whether it be a liquid, a gas or imbedded in a polymer. The chemical bonds found
within a benzene ring are: σ-bonds that are in the plane with bond angle 120◦ and are from
sp3 hybridization. The other chemical bonds found are π-orbitals which are out of plane and
overlap. The π-electrons are completely delocalized.
Looking at the scintillation mechanism after the scintillator has absorbed the photon or
excitation by ionization, the molecule will undergo vibrational relaxation to the S10 state. The
S10 excited state radiatively decays to the vibrational sub-levels of the ground state. The lifetime
of the S10 state is in the nanoseconds time range. The short lifetime allows for the fluorescence
emission spectrum to be roughly a mirror image of the absorption spectrum, in other words,
they have the same spacing. The emitted photons have less energy than the S00-S10 phase
transition and thats where the important Stokes shift is observed. There is no S2-S0 emission,
thus there is an internal non-radiatively de-excitation occurring within the scintillator taking
place in the picoseconds time range and, the excited triplet state cannot decay to the ground
state as a result angular momentum selection rules, it therefore results in a delayed fluorescence
and phosphorescence [7]. This is clearly illustrated in figure 1.

Figure 1. A fluorescence absorption and emission spectra (left) and scintillation mechanism
for an organic scintillator (right) [7].
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3. Experimental Details
Four plastic scintillator grades were under study, three of which were obtained from ELJEN
technologies and one from Dubna. The three plastic scintillators obtained from ELJEN tech-
nologies are composed of a polyvinyl toluene base and 3% added organic fluors [1], the fourth
plastic scintillator grade is the Kharkov (UPS923A) type manufactured by the Institute for Scin-
tillation Materials (ISMA). The plastic scintillator grades under study are the EJ200, EJ208,
EJ260 and the UPS923A.
Several samples of each plastic scintillator grade were cut and polished at the Dzhelepov Labo-
ratory of Nuclear Problems (DLNP) at JINR. Sixteen samples were cut to dimensions 20 mm by
20 mm, with 6 mm thickness. Special sample holders were made to accommodate our samples
due to their size. Channel 3 of the IBR-2 pulsed reactor at the Frank Laboratory of Neutron
Physics (FLNP) in JINR was used to irradiate the samples [8]. The samples were subjected to
irradiation with a beam of fast neutrons with energies ≥ 1 MeV for 337 hours, the length of
the April Run 2016. The reactor was operating at an average power of 1875 kW. The samples
were placed at three different positions from the reactor core to expose the samples to different
neutron fluxes to achieve various doses. The neutron flux density ranged between 1 × 106 ∼
7.7 × 106 n/cm2/s.
Taking into account the reactor spectrum, the Monte Carlo N-Particle (MCNP) 5 [9] code was
used to simulate neutron transport through plastic scintillators and to determine the dose rate.
The Monte Carlo method is used to simulate statistical processes theoretically, in particular
complex problems that cannot be solved/modelled using computer codes that use deterministic
methods. Table 1 shows the neutron flux density, neutron fluences and doses at the various
positions.

Table 1. Neutron flux density, neutron fluences and doses at the various positions.
Sample number Flux density (n/cm2/s) Fluence (n/cm2) Dose (Gy)

1, 5, 12, 19 1.0 × 106 1.2 × 1012 66
2, 6, 13, 20 3.6 × 106 3.6 × 1012 199
3, 7, 14, 21 7.7 × 106 9.4 × 1012 510

Light spectroscopy was conducted using the Varian Carry 500 spectrophotometer to characterize
the optical properties of the irradiated samples due to the damage of the neutron irradiation.
The light transmission of the samples was measured relative to the transmission in air over a
laser wavelength range between 200-800nm. Transmission spectra were collected a few week-
s after irradiation, control samples were left un-irradiated in order to gauge the transmission loss.

4. Light Transmission Results and Analysis
The light transmission spectroscopy results for each scintillator grade relative to the light
transmission in air are shown below on the spectra on the left in Figures 2-5. In Figure 2,
it is observed that at a wavelength of 400 nm the absorptive edge falls away completely for the
EJ200 grade. Figure 3 shows the light transmission spectrum of the EJ208 grade. It is observed
from the spectrum that the absorptive edge falls away at 385 nm. At the highest exposed
neutron flux density, there is an increase in transmission. At neutron flux densities lower than
3.6 × 106 n/cm2/s, there is a decrease in light transmission. We observe a relative increase in
transmission above ∼ 700 nm fro samples EJ200 and EJ208. The transmission spectrum for the
EJ260 is shown in Figure 4, it is observed that transmission starts to occur at wavelength 355 nm
for a short wavelength range as seen from the mini peak on the spectrum. The absorptive edge
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falls away completely at 460 nm. The overall transmission of the grade decreases with radiation
damage. Figure 5 shows the transmission spectrum of the UPS932A grade, the absorptive edge
for this grade falls off completely at 400 nm. It is observed that the overall transmission of the
grade increases with increasing dose.
The transmission loss is observed at wavelength 450 nm as this corresponds to the peak
absorption wavelength of the wavelength shifting optical fibres coupled with these scintillators
within the Tile Calorimeter. We consider the transmission loss of the highest neutron flux
density 7.7×106 n/cm2/s . We observe a 3.4% transmission loss for the EJ200, 3% transmission
increase for the EJ208 and no transmission loss for the EJ260 as the sample absorbs light in
the wavelength range from 400 nm to 460 nm. The UPS932A grade shows a 2.9% transmission
increase. The transmission loss is clearly shown in Figures 2-5 on the spectra on the right.

Figure 2. Left: Transmission spectrum for un-irradiated and irradiated samples for the EJ200
grade. Right: Enlarged spectrum at wavelength 400 800 nm.

Figure 3. Left: Transmission spectrum for un-irradiated and irradiated samples for the EJ208
grade. Right: Enlarged spectrum at wavelength 400 800 nm.

5. Conclusion
From the results obtained in this study, neutron irradiation has indeed have an observable
effect on the light transmittance of plastic scintillators. We considered the transmission loss at
wavelength of approximately 450 nm which corresponds to the peak absorption wavelength of the
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Figure 4. Left: Transmission spectrum for un-irradiated and irradiated samples for the EJ260
grade. Right: Enlarged spectrum at wavelength 460 800 nm.

Figure 5. Left: Transmission spectrum for un-irradiated and irradiated samples for the
UPS932A grade. Right: Enlarged spectrum at wavelength 400 800 nm.

wavelength shifting optical fibres coupled with these scintillators within the Tile Calorimeter.
The EJ200 showed the highest transmission loss with a 3.8% loss whilst for the EJ260 no
transmission occurs in the wavelength range of 400 460 nm. Unlike the EJ200 and EJ260,
the EJ206 and the UPS932A have an increase in transmittance by 3% and 2.9% respectively.
The overall transmission for the EJ200 and EJ260 decreases with exposure to radiation but
there is no clear relationship between the neutron flux density and the light transmittance from
the neutron flux densities under study. For the EJ208 and UPS932A, the highest neutron flux
density shows an increase in transmittance. The highest neutron flux density shows an increase
in light transmission whilst neutron flux density below 3.6 × 106 n/cm2/s show that there is
a transmission loss for the EJ208. The Kharkov grade shows transmission loss for the lowest
neutron flux density, below 1.0 × 106 n/cm2/s and an increase in transmission for neutron flux
density above 3.6 × 106 n/cm2/s. No additional features were observed on the spectra due to
radiation damage for all the grades compared to those observed in the proton irradiated samples
[1].
All the results in this study are preliminary, they will be used as a guide in future studies. No
conclusions can be made in this study on which plastic scintillator grade performed better under
neutron radiation.
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6. Upcoming Work
Light yield tests will be done next. Raman spectroscopy will also be performed to observe if
any structural damage occurred from the radiation damage. More samples will be irradiated at
higher exposure doses to study on how the plastic scintillators behave higher doses of radiation
damage. A study on the thickness dependence of the plastic scintillators will also be conducted.
This will focus on studying the relationship between the thickness and the transmittance of the
sample after undergoing radiation damage.
The project aims to extend these studies to include radiation assessment damage of any
component that processes the scintillating light and deteriorates the quantum efficiency of the
Tilecal detector, namely, photomultiplier tubes, wavelength shifting optical fibres and readout
electronics will also be exposed to neutron irradiation and the damage will be assessed in the
same manner. The linear accelerator and the SAFARI-1 reactor will also be used to irradiated
the samples under study.
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Abstract. Medium energy hadronic scattering and reactions at very small scattering angles,
including zero degrees, can be studied with low background and high energy resolution with the
K600 magnetic spectrometer at iThemba LABS. Such measurements are notoriously difficult to
perform, but highly sought after due to the advantage of being very selective to excitations with
low angular momentum transfer. This simplifies the analysis of the many possible contributions
to the spectra due to the complex nature of the nuclear interaction. The recent addition of
coincident particle and gamma detection to the zero degree capability enhances the selectivity
of such a facility, which opens up a host of new opportunities to be explored. The details of the
new facility and capabilities thereof are described.

1. Introduction

The K600 magnetic spectrometer at the iThemba Laboratory for Accelerator Based Sciences
(iThemba LABS), South Africa, is a kinematically corrected quadrupole dipole dipole (QDD)
magnetic spectrometer for light ions. In recent years the capability to measure inelastically
scattered particles and reactions at extreme forward angles that includes zero degrees was
successfully developed [1], making it one of only two facilities worldwide (the other being at
RCNP, Japan [2]) where high energy resolution is combined with zero degree measurements at
medium beam energies.

The advantage of such measurements is the selectivity it provides to excitations with low
angular momentum transfer. For this reason it represents a valuable experimental tool for
research into a wide range of topics such as studies of the fine structure of giant resonances
such as the giant dipole resonance (GDR) [3] and the giant monopole resonance (GMR) [4],
pygmy dipole resonance (PDR) studies [5], finding and identifying cluster states [6], as well as
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astrophysical investigations related to the Hot-CNO breakout process and type I X-ray bursts
[7].

The selectivity of zero degree measurements can be improved through coincident decay
measurements. For example, coincident gamma detection during inelastic alpha-particle
scattering measurements at zero degrees is known to enable detailed spectroscopy of electric-
dipole excitations below the particle threshold, allowing the PDR to be completely isolated from
other multi-polarities [8].

While such measurements can in principle be performed with the existing infrastructure,
various modifications and improvements were made to improve detection efficiencies. For
example, the geometry of the 524 mm diameter sliding seal scattering chamber [1] is not
optimized to accommodate ancillary detector systems, either Si detectors inside or high-purity
germanium (HPGe) detectors outside. A new, smaller, 280 mm diameter scattering chamber was
therefore designed and installed in 2014. This new scattering chamber presents substantially
less material for gammas and charged particles to scatter from before reaching the ancillary
detectors. Especially for detectors mounted outside the sliding seal scattering chamber the 50
mm thick Al walls 32 mm above and below the scattering plane presented a problem. The new
scattering chamber has detachable shells, greatly improving operator access when working on
internal detector setups. These detachable shells consists of only 3 mm thick Al for most of the
azimuthal angle range. They can be replaced with flat sheets which will allow for a minimum
separation of 50 mm between the target and any external detectors mounted on the scattering
plane.

Coincident detection techniques are nothing new, nor is it the first time that such
measurements are performed with the K600. However, the efficiency, granularity and also the
fact that these measurements are made at zero degrees, all combine to make the facility unique.
The new dedicated coincident charged particle decay detector system which can be mounted
inside the new scattering chamber will be described in Section 2. A description of the coincident
gamma decay detection system will be provided in Section 3. A summary and future outlook is
presented in the last section.

2. Coincident charged particle decay detection

Charged particle decay products can be observed with the Coincidence Array for K600
Experiments (CAKE), which consist of five TIARA HYBALL MMM-400 double sided silicon
strip detectors (DSSSDs) in a lampshade configuration, as shown in Fig. 1. Each of the 400
µm thick wedge-shaped DSSSDs consists of 16 rings and 8 sectors, and can be positioned at
either forward or backward angles with the rings covering the polar angle range 114◦ ≤ θlab ≤

166◦. This results in coverage of ∼26% of the decay particle solid angle for the case of inelastic
α-scattering, where the recoil nucleus is practically stationary. The DSSSD’s allows for the
detection of protons up to 7 MeV and α-particles up to 28 MeV. The target-detector separation
is ∼ 100 mm which is sufficient for identification of protons and α’s through TOF measurements,
as shown in Fig. 2.

For each focal-plane event all signals from CAKE within a time window of six µs are digitized
in four 12-bit peak sensing VME Analog-to-Digital Converters (ADC). These are the 32-channel
CAEN V785 models. Acquiring data in this manner yields both K600 singles as well as K600
+ CAKE coincidence events. A beam pulse selector at the entrance of the cyclotron can be
employed to ensure a sufficient time window for coincidence measurements. DSSSD rates of less
than 5kHz per detector are routinely experienced. This rate is shared by the 24 active elements
per detector, resulting in rates of only a few hundred Hz per active element. The typical energy
resolution for the DSSSD’s of ∼60 keV (FWHM), determined with a 228Th source, does not take
into account target thickness effects during the coincidence measurement.

As an example where a better understanding of nuclear structure can be achieved through
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Figure 1. A picture of the Coin-
cidence Array for K600 Experiments
(CAKE).
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Figure 2. A particle identification
(PID) plot of the time-of-flight
(TOF) versus the energy of decay
particles detected with CAKE. The
top locus represent protons, and
the bottom locus represents α-
particles.

coincident decay measurements of charged particles at zero degrees, we consider clustering
phenomena in light nuclei, in particular α-clustering. Light nuclei are expected to exhibit
cluster-like properties in excited states with a low density structure. The Hoyle state, the 0+2
state at 7.654 MeV in 12C, may be considered the prototype of a state that exhibits α-particle
condensation [9], i.e. it is considered to have a 3α gas-like structure similar to a Bose-Einstein
condensate consisting of three α particles all occupying the lowest 0S state. It is expected that
equivalent Hoyle-like states should also exist in heavier Nα nuclei such as 16O. The measurement
of particle decay widths of the 0+6 state in 16O, presently considered to be a candidate for a
Hoyle-like state, is required for a characterization of its cluster structure.

Inelastic α-particle scattering at zero degrees has the advantage that it only excites natural
parity states, and particularly the 0+ states. Such a measurement, coupled with coincident
observations of the 16O decay products, is therefore an ideal tool to measure the particle decay
width of the 0+6 state in 16O. An experiment was performed at iThemba LABS where the
16O(α,α′) reaction at 200 MeV was investigated [10]. A natLi2CO3 target was employed as the
best non-gaseous compromise for an 16O target. Coincidence data were extracted by gating on
the prompt peak in the coincidence time spectrum, which yielded a random-to-real coincidence
ratio of 1

50
. The coincidence matrix for all events with the target excitation energy as measured

by the K600 on the horizontal axis and the energy of the charged particle decay as measured in
CAKE on the vertical axis is shown in Fig. 3.

The facility was also successfully used to, amongst others, measure the proton decay branching
ratios in unstable nuclei by means of the (p,t) reaction on a stable target [11]. Such measurements
have astrophysical relevance due to the influence of the branching ratios on the calculation of
breakout reactions in type 1 X-ray bursts.

3. Coincident gamma decay detection

The array referred to as the Ball of Germaniums and LaBr3 detectors (BaGeL) was conceived
to take advantage of the capability to perform high energy-resolution inelastic α scattering
measurements at 0◦. This makes it possible to pursue high-resolution spectroscopy of the low-
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Figure 3. Two-dimensional coincidence matrix for inelastically scattered α-particles from a
natLi2CO3 target summed over all CAKE channels. Three 16O decay channels (α0, α1, p0) are
indicated, as well as prominent low spin states in 16O. The indicated Li breakup locus appears
prominently in the lower excitation energy region, and extends weakly into the α0 decay channel.
At higher excitation energies numerous proton decay channels from 12C and 16O are visible. A
display threshold of >3 was used in plotting the data.

lying E1 strength through the (α,α′γ) reaction.
BaGeL refers not only to the array of HPGe’s that will be used in coincidence with the

K600, but to the whole infrastructure designed to make coincident γ detection possible. This
includes, amongst others, the necessary LN2 cooling and monitoring systems, which is designed
to be independent of the existing systems of the AFRican Omnipurpose Detector for Innovative
Techniques and Experiments (AFRODITE) array [12]. Furthermore, the design of BaGeL was
made in such a way that it is highly flexible and configurable, making it easy to install a range
of different detector systems for a wide range of geometries. This allows one to tailor detection
capabilities to the experimental requirements, e.g. the high energy resolution capabilities of
HPGe detectors or the high detection efficiencies of LaBr3 detectors. The basic BaGeL support
structure has a clamshell design as shown in Fig.4. The center of rotation for the two arms are
828 mm from the beam center, and during beam tuning the detectors in the 90◦ position can
be removed to a perpendicular distance of 2045 mm away from the beam-line. This will ensure
minimum neutron damage to sensitive HPGe detectors during beam tuning.

For the BaGeL commissioning run scheduled for October 2016 [13] it is envisaged that the
eight HPGe Clovers (each with four crystals approximately 40 x 40 x 70 mm3 in size) available
at iThemba LABS will be used. The expected γ-ray energy resolution is ∼15 keV for the energy
range of interest to PDR studies, which is 5-8 MeV. The absolute photo-peak efficiency for the
array was calculated to be 0.6% for a target-detector separation of 170 mm for γ-rays of 6 MeV
(assuming add-back). The currently available 12-bit CAEN ADCs are not optimum to exploit
the high energy resolution capabilities of HPGe detectors. For this reason the collaboration
acquired two 8-channel 16-bit Struck SiS3302 ADCs. Once these are fully commissioned more
will be acquired to enable the full instrumentation of eight HPGe’s with 16-bit ADCs.
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Figure 4. An illustration of the one arm of BaGeL on the beam-right side, instrumented with
nine HPGe’s. The particle beam enters the central scattering chamber from the right. The K600
is located on the left. Note however that for the near future the HPGe detectors will only be
placed at backward angles.

4. Summary and outlook

During the past decade the constant developments of K600 magnetic spectrometer at iThemba
LABS has helped to create a powerful facility that can be used to perform unique measurements
in nuclear structure research. The developments to enable coincident decay particle measurement
were already used to good effect in multiple experiments, and we are optimistic about the future
of the BAGEL development.

At the same time we are looking ahead to further development of the facility. For particles
below ∼80 MeV in the focal plane the K600 is at present operated in a single scintillator
trigger mode, due to the fact that the particles stop in the first scintillator in the focal plane.
The resultant high trigger rate, mostly due to zero degree background (very low energy particles
that do not penetrate beyond a mm into the scintillator), ultimately limits data acquisition rates
and therefore potentially limits the scope of studies that could be performed. A new trigger
scintillator that will consist of scintillating fibers was therefore designed. These scintillating
fibers (1.5 x 1.5 x 1800 mm3) are much thinner than existing scintillators (thickness = 3.175
mm, 6.35 mm or 12.7 mm ), which means that a trigger made by a coincidence signal of two
scintillators will again be possible for particles of 80 MeV and below, in this way getting rid of the
unwanted low energy background. The much improved light transport capabilities compared to
existing scintillator trigger geometry ( thickness x 100 x 1000 mm3) means that the scintillating
fiber detector will be much more efficient than using a standard scintillator with dimensions 1.5
x 100 x 1000 mm3.

Finally, in order to detect heavy ions in the focal plane a new position sensitive detector is
required. This could also benefit the detection of low energy light ions (as well as 200 MeV
α’s) since the thick Kapton vacuum exit window in front of the existing focal plane detectors
limits the position resolution. Potential candidates include different geometries of cathode strip
MWPC (Multi Wire Proportional Counter) detectors. Such a development, envisaged to start
in the near future, is however dependent on manpower and financial restrictions.
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Abstract.  Proton therapy requires precise delivery of the accelerated particles to the cancerous 
tissue in order to maximize its considerable benefits.  Unfortunately, there is no way to directly 
monitor the actual dose delivered to the patient.  Prompt Gamma Imaging (PGI), specifically 
using a Compton camera, is a promising option for in vivo verification of the 3D dose 
distribution.  A Compton camera relies on an incident gamma undergoing multiple Compton 
scatters within its multiple stages.  The information (energy deposited and location) from the 
Compton scatters (2 or more) can be used to reconstruct a cone of origin.  With a sufficient 
number of cones and appropriate image reconstruction techniques, a 3D image of the dose can 
be produced.  Of course, the accuracy of the image reconstruction relies heavily on the quality 
of the data measured by the detector, specifically the energy and position of the detected 
electron.  This work uses the Geant4 Monte Carlo toolkit to track the Compton electrons within 
the individual stages of the Compton camera in order to better understand the accuracy of the 
detected electron position and energy.  The energy and range of the secondary electrons are 
broken down by scatter sequence order.  Two detector configurations were investigated.  The 
work provided some clear indications of the expected accuracy from the energy and position 
measurements of the electrons in a Compton camera. 

1.  Introduction 
Proton therapy was first performed in South Africa more than 20 years ago at iThemba LABS in 
Somerset West.  In the last 5-10 years, there has been a huge increase in the number of clinical proton 
therapy treatment facilities around the world due primarily to the decreasing cost of particle 
accelerators.  Since the 1940s, the benefits of protons for the treatment of cancer have been well 
known.  The basic advantage of proton radiation therapy is the way that protons interact with material, 
specifically a minimal entrance dose and a sharp increase in energy deposition near the end of the 
proton range.  The lack of exiting protons has made it difficult to produce an actual image of the dose 
deposition within the patient; and the uncertainty in the dose delivery has made the need for an in-vivo 
dose verification system extremely important.  A suggested method of dose verification is the use of 
the secondary gammas produced by proton-nucleus inelastic collisions in the patient [1].  These 
“prompt” gammas are produced during treatment at the location where the dose is deposited, making 
them an ideal candidate [2]. 
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There are a number of ways to detect these prompt gammas, using both physically and 
electronically collimated devices [3-6], but this work concentrates on a device called a Compton 
camera.  A Compton camera, originally developed for use in astronomy applications [7], relies on a 
particular gamma ray to interact two or more times within the detector, capturing energy and position 
data each time.  This data can then be used to project the expected gamma creation position onto a 
cone.  As more prompt gammas are detected, the intersection of the cones can be used to reproduce an 
image of the dose deposited within the patient.  The advantage of this type of device would be a 
relatively compact system that could produce full three-dimensional pictures of the dose being 
deposited in the patient [8]. 

Several groups are working on developing a Compton camera for prompt gamma detection [4, 9-
12], but this work will focus on understanding an existing solid-state system consisting of multiple 
detection stages composed of Cadmium zinc telluride, (CdZnTe) or CZT [13].  The reconstruction of 
useable images from a Compton camera relies heavily on the information (energy deposited and 
location) gathered from each Compton interaction.  Any uncertainty in this data will result in 
difficulties in image reconstruction and consequently, reduced image quality.  A primary source of 
position uncertainty has to do with the recorded position of electron produced during the Compton 
interaction. 

This work uses the Geant4 Monte Carlo toolkit to track the Compton electrons within the 
individual stages of the Compton camera in order to better understand the accuracy of the detected 
election position and energy.  The energy and range of the secondary electrons are broken down by 
scatter sequence order while two different detector configurations were investigated.  These results are 
used to make some estimation of the expected deviations in the energy and position measurements due 
to the electrons in the Compton camera. 

2.  Method 

2.1.  Compton Camera 

2.1.1.  Basics.  The basic function of a Compton camera (CC) is to track an incident gamma as it 
undergoes multiple Compton scatters, recording the energy deposited (∆𝐸) and the position of each of 
the Compton interactions.  There are two basic types of events, a double-scatter event where the 
gamma scatters once and is then absorbed, or a triple-scatter event where the gamma has two Compton 
interactions followed by a third position-recording event (Compton, photoelectric, or pair production).  
For double-scatter events, the initial energy (𝐸#) of the gamma is simply determined by 

 𝐸# = ∆𝐸% + ∆𝐸', (1) 

where ∆𝐸% and ∆𝐸' is the energy deposited during the Compton and photoelectric interactions.  For 
triple-scatter events, the initial energy is found using [14] 

 𝐸# = ∆𝐸% +
%
'
∆𝐸' + ∆𝐸'' +

(∆)*+,-*

%./012*
, (2) 

where 𝜃' is the scattering angle of the second interaction, 𝑚5 is the mass of the electron and 𝑐 is 
the speed of light.  The scattering angle is determined by the positions (𝑝%, 𝑝', 𝑝9) of the three 
interactions (see figure 1).  The initial scattering angle (𝜃%) can be determined by 

 cos 𝜃% = 1 + 𝑚5𝑐'
%
)>
+ %

)>.∆)?
. (3) 

The origin position of the gamma cannot be determine explicitly, but is restricted to the surface of 
the “cone-of-origin”, which has an opening angle 𝜃% and apex 𝑝%.  The axis of the cone is along the 
line containing the points 𝑝% and 𝑝'.  This cone (along with many others) can then be used to produce 
an image of the original gamma distribution using an image reconstruction technique.   
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Figure 1. Diagram of the 
3-stage Compton camera 
setup in parallel-plane 
geometry showing the 
Compton scatter angles 
(3%8 3') and the gamma 
ray energy ("#8 "%8 "') as 
it travels through the 
detectors (D1, D2, D3), 
as well as the projected 
code used to reconstruct 
the images. Figure 
reproduced from ref 4. 

2.1.2.  Compton Electrons.  There are number of uncertainties that can hinder the effectiveness of a 
Compton camera, such as Doppler broadening and finite energy and spatial resolutions of the CC 
detectors.  This work will look specifically at the impact of the recoil electron on the two measured 
quantities: deposited energy (!") and interaction position (7).  We are able to focus solely on the 
recoil electron by removing Doppler broadening from our simulations and using an “ideal” detector 
with infinite position and energy resolution.  

2.1.3.  Detector Configuration.  Two different detectors were used for the work.  First, the actual 
detector, the Polaris J detection system from H3D [15, 16] was used to determine the impact of the 
Compton electron in a realistic situation.  Second, an “infinite” detector was used to explore specific 
features of the Compton electron. 

 

 

 

 
Figure 2. Configuration of the 
experimental Polaris J setup. 

 Figure 3.  Configuration of the 
simulated “infinite” detector. 

 
The Polaris J system [13] consists of four stages, each stage containing four CZT crystals, with two 

stages having 20 mm x 20 mm x 15 mm detector crystals, while the other two have 20 mm x 20 mm x 
10 mm crystals.  For this work, the four stages were arranged in a 1-2-1 configuration (as shown in 
figure 2) with a spacing of 5 inches (127 mm, center to center) between the three layers of detectors.  
The two middle detectors were each offset 2 inches (50.8 mm) from the CC axis, while the front and 
back detectors were placed in line with the CC axis.  The CC was positioned 6 inches (152.4 mm) 
from the source.  This configuration mimics the standard experimental setup used in previous work 
[13]. 
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The infinite detector was composed of four 200 mm x 200 mm stages with the thickness varying 
from 5 to 25 mm.  Each stage was simulated as a single CZT crystal and the four stages were arranged 
in a 1-2-1 configuration (as shown in figure 3) to mimic the Polaris J setup described above.  This 
configuration was used in order to explore the Compton electron while saving computation time. 

2.2.  Monte Carlo 
The simulations performed for this work used a previously developed Geant4 (v9.4.p01) model used 
for CC efficiency studies [4, 17], an image reconstruction study [8] and experimental comparisons 
[13].  The model has been expanded to look specifically at Compton electrons, but uses the same 
settings as previous work [4, 8, 13, 17].  An isotropic point source of 4.44 MeV gammas was used to 
produce the Compton scatters.  The 4.44 MeV source was used to replicate one of the primary prompt 
gammas produced during proton irradiation.  Only electrons produced during a triple-scatter event 
were tracked.  An electron range cut of 0.01 mm was used (equivalent to an energy threshold of 44.4 
keV) and each run started with 1 x 108 gammas.  Escaped electrons were not tracked after they left the 
detector, although any energy deposited within a detector and the range of the electron was recorded.  
The electron energy deposition was recorded by scatter and also compared to the energy lost by the 
gammas.  The Polaris J simulation required 1.1 x 1011 gammas. 

 

 

  

Figure 4. Average electron range for infinite 
detector at various thicknesses, with a 
breakdown by individual scatters.  Average 
values for the Polaris J detector also included.  

 Figure 5. Histogram of the electron range 
broken down by scatter for the infinite detector 
with a 15 mm thickness.  The y-axis (log scale) 
is the number of gammas at a given range.  

3.  Results and Discussion

3.1.  Electron Range 
Figure 4 shows the average electron range for the infinite detector at various thicknesses.  The range of 
the electron for the first Compton interaction (Scatter 1) is significantly longer than for the other 
interactions, due to the higher incident gamma energy.  The scatter angle of the Compton interaction 
will also impact the electron energy and range, but due to the geometry of the infinite detectors, the 
range of scatter angles for each scatter remains approximately the same, and thus will only have a 
smaller contribution on the electron range than the incident gamma energy.  There is also a slight 
decrease in the range of the first scatter as thickness increases due to the fact that as thickness 
increases, the number of escaping electrons decreases (see Figure 6).  Figure 5 shows the distribution 
of electron ranges for the 15 mm thick infinite detector.  The first scatter consists primarily of 
electrons with long ranges in comparison to the second and third scatters.  Figure 6 shows the sharp 
decrease in the number of escaping electrons with increasing thickness.  

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 143



 
 
 

 
 

 

 

 
Figure 6. Percentage of Compton electrons 
that escape from the infinite detector 
broken down by scatter.  Results from the 
Polaris J detector are also shown. 

 Figure 7. Average electron energy deposited in 
the infinite detector at various thicknesses, 
including the breakdown by individual scatters.  
Results from the Polaris J detector also shown.  

3.2.  Electron Energy Deposition
Figure 7 shows the average energy deposited by the electron in the infinite detector.  Again, the first 
scatter has a much larger energy deposition and starts to decrease at the largest thicknesses due to the 
smaller number of escaping electrons while the second and third scatters are capturing more energy. 
Figure 8 shows the distribution of energy deposition for the 15 mm thick infinite detector (top panes).  
The top left shows the energy lost by the Compton gammas while the top right shows the energy 
deposited by the Compton electron.  Notice a slight left-hand shift in the electron energy curve 
indicating a net loss of energy deposition, particularly at the high energies.  For the 15 mm thick 
infinite detector, the average electron deposition for all scatters is 0.2 MeV below the expected value 
(energy lost by the Compton gammas). 

3.3.  Polaris J  
Figures 4, 6, 7 show results from the simulated Polaris J Compton camera detector overlaid on the 
infinite detector results.  In each figure, the Polaris J results show less deviation between the different 
scatter interactions while the overall values line up quite closely.  In contrast to the infinite detector, 
the second scatter in the Polaris J detector produces the longest range (Figure 4) and the largest energy 
deposition (Figure 7) instead of the first scatter.  The reason for this can be seen in Figure 8 (bottom 
panes).  Notice the large bump in the energy deposition of the second scatters around 1.5 MeV, 
resulting in a higher average energy deposition and consequently, a higher average range.  Because of 
the Polaris J detector geometry, a successful triple scatter interaction will have a very narrow angular 
window and due to the angular dependence of the Compton equation, will, consequently, have a very 
narrow energy acceptance window, resulting in the 1.5 MeV energy bump.   

3.4.  Deviations in Polaris J Measurements Due to the Compton Electron  
The deviation in measured position by the Polaris J detector due to the path of the Compton 

electron is estimated to be 0.3 mm, which is roughly half of the simulated electron range, based on 
results from Figure 4.  This assumption is likely an overestimation due to the fact that an electron path 
is not linear and does not take into account how the detector electronics capture the position of the 
interaction.   

The deviation in measured energy deposition is estimated to be 0.2 MeV, which is the average 
energy difference between the expected energy lost by the gamma and the actual electron energy 
deposited. 
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Figure 8. Histogram of the energy lost by the gamma (left panes) and the energy deposited by the 
electrons (right panes) for the 15 mm thick infinite detector (top panes) and the simulated Polaris J 
detector (bottom panes).  The energy histograms are also broken down by scatter sequence number.  
The values on the y-axes are the number of gammas.   

4.  Conclusion 
The Geant4-based Compton electron simulation estimated the deviations in the Polaris J detector to be 
0.3 mm in position and 0.2 MeV in energy deposition for a 4.44 MeV gamma.  The Compton electrons 
will certainly have an impact on a system that has stated resolutions of 1-2 mm and less than 0.1 MeV. 
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5Université des Sciences et de la Technologie H.Boumediéne (USHB), Algeria
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Abstract. Over the last few decades remarkable progress has been made in radiotherapy
treatment modalities towards effectively delivering a radiation dose to the planning target
volume (PTV) while increasing the survival and reducing the side effects of cancer patients.
Proton therapy has become an increasingly popular treatment modality due to its superior dose
distribution. However, the advantage of proton beams cannot be fully utilized since no proper
method is currently available to measure in-patient proton dose. The detection of secondary
prompt gamma rays have been proposed as an in-situ method to determine the proton range
since the location of the prompt gamma emission is strongly correlated with the proton depth
dose profile. Previous work, using Monte Carlo simulations, has shown discrepancies with the
production of prompt gamma data particularly in prominent elements found in tissue within the
therapeutic range (50-250 MeV). The goal of this study is to investigate (using simulations and
measurements) the prompt gamma emission for the element of carbon. Measurements using a
thin target of natural Carbon at the energy 95 MeV were performed at iThemba LABS using
the AFRODITE detector system. The experimental setup was then simulated using the Geant4
Monte Carlo toolkit and the results were compared to the measurements.

1. Introduction
The foremost goal of radiation therapy is precise targeting of the tumour volume with minimal
exposure to surrounding normal healthy tissues. Proton therapy takes advantage of the steep
dose fall-off at the end of the range of the protons in tissue, resulting in a significant reduction
in dose to the organs at risk and precise dose conformity while increasing tumour control
probability. However, the location of the distal fall-off (Bragg peak) is an uncertain parameter
due to the various uncertainties in the treatment delivery.

In radiotherapy, sources of uncertainty are a recognized concern and are addressed by
increasing the size of the treatment margins. While there are many possible uncertainties (organ
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motion, set-up errors, imaging artifacts) [1], the most critical factor in proton therapy treatment
is precisely knowing the range of the proton beam, allowing for more exact dose delivery. A
dislocation of the Bragg peak due to these uncertainties can lead to either under-dosage or
over-dosage in the treatment delivery. Therefore, in order to fully utilize the advantage of a
proton therapy treatment beam it is important to verify the location of the Bragg peak. Due
to the fact that treatment protons stop within the patient, secondary prompt gammas have
been proposed as a technique for range verification. Although it has been shown that prompt
gamma emission is well correlated with the proton Bragg peak [2, 3], Monte Carlo simulations
have not been able to accurately reproduce the spectra for prompt gamma spectra produced by
carbon [4, 5, 6]. Therefore, this study investigates the prompt gamma spectra from carbon using
the AFRODITE (AFRican Omnipurpose Detector for Innovative Techniques and Experiments)
detector system by comparing both simulated and experimental results.

2. AFRODITE Detectors
The AFRODITE detection system is a medium sized array that has the ability to detect
both low and high energy photons with a reasonable efficiency by using escape suppressed
n-type high purity Germanium (HpGe) clover detectors and p-type LEPS (Low Energy Photon
Spectrometer) detectors. Each clover detector consists of four n-type separate coaxial HpGe
crystals that are packed in the configuration of a four leaf clover and placed in the same cryostat.
In order to optimize close packing, the high purity Germanium crystals are tapered at the front
face providing a 41 mm X 41 mm square face. A Compton suppression shield (BGO- Bismuth
Germanate) surrounds the cover and rejects the Compton-scattered gammas. The AFRODITE
frame has the shape of a small rhombicuboctahedron with sixteen detector positions. The target
chamber also consists of the same geometry with thin Krypton windows. The clover detectors
and escape suppressors were supplied by Eurisys and Crismatec respectively. The diameter and
length of the HpGe before shaping are 51 mm and 71 mm respectively. The solid angle of the
detector (percentage of 4π) is 1.34% and the taper angle is 7% [7].

3. Geant4 model of AFRODITE detector system
Geant4 is an object oriented Monte-Carlo toolkit which is implemented in the C++ programming
language [8]. It is used to simulate the interaction of particles with matter and it plays a major
role in particle physics, nuclear physics, astrophysics and medical physics due to the versatility
of the Geant4 code. The AFRODITE clover detector system was modelled using the Geant4
Monte-Carlo code (version 10.01.p03). The geometry of the germanium crystals, the BGO
crystals, the rhombicuboctahedron shape target chamber, and the collimator were developed
using CAD drawings. The complex geometry of the AFRODITE clover detector system was
imported using the direct CAD model import interface, CADMesh [9, 10].

The Geant4 model of one crystal assembly with 16 BGO crystals shielding is shown in figure
1. In the Geant4 AFRODITE model, each BGO crystal is connected to a photo multiplier tube
(PMT) but the PMTs were not included in the simulation studies. The Geant4 model of one of
the clover detectors is shown in figure 2. For both the measurements and the simulations, eight
clover detectors were used in the AFRODITE array. Four clovers were placed at 900 and the
other four clovers were placed at 1350 to the beam line.

4. Experiment
The measurements were carried out with the nuclear research division at iThemba LABS using
the AFRODITE clover detector system. A proton beam of 95 MeV was used to hit a natural
carbon target of thickness 8.40 ± 0.07 mg/cm2. A thin target was selected to avoid multiple
interactions. The target was prepared at iThemba LABS. An energy calibration was performed
before the proton beam irradiation by using three standard gamma emitting sources,152Eu,
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Figure 1. Geant4 model of the closely
packed germanium crystals housed in-
side the Compton escape shielding

Figure 2. Geant4 model of one of the
clover detectors

60Co, and 137Cs. In order to reproduce the distance between the target and the detectors, the
gamma sources were placed at the target position. Aluminium (0.88 mm thickness) and Copper
(1.21 mm) absorbers were used to reduce the counts from low energy X-rays, with the copper
placed closest to the source followed by the aluminium. The data were collected for 30 minutes
for each gamma emitting source in direct detection mode. These collected data sets were used
to calibrate the energy by considering 17 photo peaks from the above gamma sources. The
same data set was also used to determine the absolute detector efficiency for each high purity
germanium crystal [11].

5. Simulation
5.1. Validation of AFRODITE model
In order to get accurate, reliable results from a Monte-Carlo model, validation of the model is a
requirement. Therefore, the Geant4 model of the AFRODITE system was tested by using the
standard gamma emitting source of 60Co as used in the experiment. The Geant4 model of the
AFRODITE detector system attempted to model the experimental setup as closely as possible.
The standard gamma source was generated using the Geant4 General Particle Source package
(GPS) and placed at the target position. The GPS package is able to describe the primary
source particle with various spatial, spectral, and angular distribution specification. The source
was modelled as an isotropic gamma source and was run with 1.5 x 109 histories.

5.2. Prompt gamma simulation
For the simulations of prompt gamma production, the Geant4 model of the AFRODITE detector
was used as in the experimental setup. When using the Geant4 Monte-Carlo code, it is important
to select a suitable physics list. The QGSP BIC Physics list package was used. The thickness
for the carbon target was optimized as 0.5 mm in order to decrease the simulation time and to
improve statistics. The prompt gamma simulation required 1.2 x 1012 proton histories and 1.8
x 105 CPU hours.

6. Results and Discussion
6.1. Measurement of prompt gamma emission
Figure 3 shows the raw data from the 95 MeV proton bombardment of the carbon target
as measured by the 4 clovers placed 90 degrees to the beam direction. This spectra include
all backgrounds (room background, background radiations from empty frame with beam on
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and beam off) measured during the experiment. All background radiation measurements were
normalized according to the time acquisition and the integrated proton charge.

Figure 3. The red line shows the raw data for the 95 MeV proton bombardment of the carbon
target, cyan color line is room background, the blue line indicates the background radiation from
the frame with the beam on, and the gray line shows the background from the target frame with
the beam off. These spectra were measured by the clovers placed at 90 degrees to the beam line.
Normalization was done according to the time acquisition and the integrated proton charge.

6.2. Validation of Geant4 AFRODITE model
The Geant4 Monte-Carlo model of the AFRODITE detector system was validated by using the
standard gamma emitting source of 60Co as shown in figure 4. The simulated gamma spectrum
was normalized against the experimentally obtained gamma spectra by comparing the number of
gammas emitted by the gamma source (calculated from the source activity and the acquisition
time) in the experiment and number of gamma histories used in the simulation. Both the
experimental and simulated spectra have been Compton-suppressed.

Looking at the spectra in figure 4 the two major photo peaks as well as the Compton edge
and back scattered peaks are aligned. Comparing the simulated and experimental spectra
shows that the Geant4 AFRODITE model had a higher efficiency than the experiment since
the simulated photo peaks were higher than the experimental photo peaks. Based on the
total gamma production in the experimental and simulated spectra, the Compton shielding
of the Geant4 model was determined to work about 15% better than actual Compton shielding
detector.

6.3. Prompt gamma spectrum comparison
The prompt gamma energy spectrum was simulated and experimentally measured at 95 MeV.
In order to make an absolute comparison between the experimental and simulated results, three
primary factors were considered: the difference in the number of incident protons, the difference
in the target thickness and the absolute detector efficiency correction factor. Each of these
elements resulted in a correction to the simulated spectra. First, the difference in the number
of incident protons was corrected by multiplying the simulated spectra by the ratio of the total
number of protons from the experimental run to the total number of simulated protons. Next,
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Figure 4. Comparison of the simulated and experimental gamma spectra from 60Co for the
AFRODITE clover detector system. The green line shows the simulated spectrum and red line
shows the experimental spectrum. Normalization was done according to the number of gammas
emitted by the source in the experiment and number of gamma histories in the simulation.

the difference in the target thickness was corrected by multiplying the simulated spectra by
the ratio of the experimental target thickness to the simulated target thickness. Lastly, the
difference in the absolute detector efficiency needed to be corrected for each crystal individually
based in the absolute detector efficiency correction factors. The simulated spectra from each
crystal was divided by its respective correction factor. The combination of these corrections
provided a way to make an absolute comparison of the experimental and simulated spectra, as
shown in figure 5.

Overall, the two spectra align quite well, showing good peak agreement along the energy scale,
particularly for the 4.438 MeV peak. The spectra also agree reasonably well in the number of
counts with two noticeable gaps (between 2.0 and 3.5 MeV and above 4.5 MeV) where the
simulation spectra is higher than the experimental spectra. The stretches where the simulations
spectra are higher could be a result of the historic overestimation of the prompt gamma
production in Geant4 or possibly the timing settings of the simulated Compton suppression.
The total gamma production (determined by summing the gamma counts up to 6.0 MeV) for
the experimental and simulated spectra in Figure 5 reveals that the simulated results were 40%
higher than the total measured gamma production values. Finally, looking more closely at the
4.438 MeV 12C photo peak shows that the simulated peak is broader than the experimental
peak.
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Figure 5. Gamma spectra comparison of the experimental and simulated results for a 95
MeV proton collision on the carbon target. The red line shows the corrected Geant4 simulated
spectrum and the black line shows the experimental spectrum. Inset: Enlarged view of the
4.438 MeV gamma peak. Normalization was done according to the difference in the number
of incident protons, the difference in the target thickness and the absolute detector efficiency
correction factor.

7. Conclusion
The AFRODITE detector system was modelled using the Geant4 Monte-Carlo code (version
10.01.p03) and was validated by comparing to experimentally measured gamma spectrum using
the standard gamma emitting source of 60Co. This validation of the AFRODITE model led to
the conclusion our Geant4 AFRODITE model had a slightly higher efficiency than the actual
detector setup. The overall absolute gamma energy spectra from the 95 MeV experimental
and simulation runs were compared and displayed a 40% overestimation for the total gamma
production values. Comparison of the 4.438 MeV peak showed an unsatisfactory discrepancy in
the shape of the simulated peak for the prompt gamma production from carbon. The Geant4
AFRODITE model will be used to further investigate these highlighted issues with the hadronic
physics lists for prompt gamma production.
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Abstract. At the Large Hadron Collider, W±W± boson scattering has been identified as
a promising interaction for understanding of the Electroweak Symmetry Breaking. This is a
rare Standard Model process with small cross-section. The previous measurements have found
evidence for the process to a significance of 4.5 σ using

√
s = 8 TeV proton-proton collision

data recorded by the ATLAS detector. This paper aims at understanding the fake background
in same sign `±`± + Emiss

T + jj channel coming from the scattering of two W bosons with the
same electric charge. The two W ’s are required to decay leptonically with only electrons and
muons in the final state. The background processes that can mimic the signature of same sign
`±`± + Emiss

T + jj are W+jet, tt̄, single top or QCD multijet processes where one or two jets
are mis-reconstructed as leptons. The main objective of this work is to understand non-prompt,
fake, backgrounds coming from tt̄ decay using Monte Carlo simulations.

1. Theoretical Background
The study of fundamental particles began in the first decade of 21st century when scientists
started to observe new particles as a result of an increase in collision energies. The properties
of these particles were not well explained till late 1970’s when physicists of the time developed
what became the Standard Model (SM) [1, 2, 3, 4, 5, 6] of particle physics. This is the only
model that successfully describes the properties and interactions of the fundamental building
blocks of nature at the smallest scales. The W boson is one of the SM particles responsible
for weak interactions. It was discovered in 1983 at LEP collider [7, 8]. The W boson can be
positively or negatively charged and has a mass of 80.385± 0.015 GeV.

In proton-proton collisions, same sign WW boson scattering can occur through non-resonance
direct processes depicted in Figure 1 where both W bosons decay leptonically into eν orµν. This
is a rare Standard Model process with small cross-section that has not yet been observed, but
previous measurements have found evidence for the process to a significance of 4.5 σ by ATLAS
experiment [9] and 2.0 σ by CMS experiment [10]. The experimental signature of two same-
signed leptons (electrons or muons), missing transverse energy, and two jets is used because of
the relatively low background from diboson production, tt̄ and Z + jets.

W±W± → `±`± + EmissT + jj

This paper presents some of the ongoing work in understanding the backgrounds in the search
for same sign WW boson scattering (ssWW) within the ATLAS experiment.
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Figure 1. 1st order Feynman diagram of the same sign WW boson scattering.

Figure 2. ATLAS detector and its subsystems[11].

2. The LHC and the ATLAS Experiment
In 2001, the LEP collider at the CERN was decommissioned so that the Large Hadron Collider
(LHC) [12] could be installed in the 27km tunnel. The primary goal of ATLAS was to observe
the SM Higgs particle. Inside the LHC tunnel, two beams of protons circulate in opposite
directions and collide at four points instrumented with detectors. In the middle of 2015, the
LHC started running in proton-proton collision mode at a centre of mass energy of 13 TeV and
luminosity of about 1x1034 cm−2s−1. To date, the LHC has delivered approximately 8 fb−1 of
data under these conditions.

ATLAS detector [11] is one of the general purpose experiments installed on the LHC. It
is made up of cylindrical barrel region and end-cap region on either side, refer to Figure 2.
Both barrel and end-cap are comprised of many subsystems that are classified into three sub-
detectors; inner tracker, calorimeters and muon spectrometer. Each subsystem is designed to
measure specific properties of the particles passing through it to identify the signature they
leave in the detector. A particle is identified either by interacting directly with the detector or
by its decay into particles which can be then interact directly. It is possible for the detector
to misidentify a particle. These fake signatures contribute to the background in the search for
ssWW. To better model the backgrounds, particle physicists rely on Monte Carlo numerical
methods.
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3. Event Generators and Detector Simulations
In particle physics experiments, Monte Carlo (MC) based event generators and detector
simulations are critical for understanding the data produced. The event generators model
the proton-proton collisions, while the detector simulations model the interaction of particles
in the detector. The MC samples thus come with two pieces of information; the truth
information including the list of particles produced in the event generator and the reconstructed
(reco) information containing the signatures that were reconstructed with a detector simulation
framework based on GEANT4 [13]. By comparing the reco to the truth, the MC samples can
be used to estimate the amount of mis-modelling in the reconstruction of particle signatures.

To compare the reco to truth, each reconstructed object is required to have a corresponding
truth object within a specified distance in η− φ space: ∆R =

√
∆η2 + ∆φ2. φ is the azimuthal

angle, φ = arctan y
x , measured in the xy−plane. At hadron colliders, scientists deal with very

energetic products of the collision, in this highly relativistic regime changes in rapidity ∆y are
Lorenz invariant. Hence, the rapidity (y) which reduces to the pseudo-rapidity (η) when the
particle mass can be neglected, is used as a co-ordinate in the yz−plane. Both these parameters
are computed as follows: y = 1

2 ln E+pz
E−pz , where E and pz define the energy and momentum of

the particle along the z−axis, respectively, and η = − ln
(
θ
2

)
.

The ATLAS standard comparison algorithm, called the ‘ATLAS MC Classification Tool’ was
developed by the ATLAS analysis software group in order to classify reconstructed objects such
as electrons, muons, taus and photons according to their truth origin or ancestry. However, this
classification tool has some limitations, it failed to classify nuclei, some hadrons and neutrinos for
a significant fraction of the semi-leptonic tt̄ events that pass the ssWW event selection criteria.
Classification of these fake events is important for understanding the non-prompt background,
coming from a decay of hadrons and not from a W boson. For these cases where the ATLAS
tool failed to do the classification, a new tool called ‘My MC Truth Classification Tool’ has been
developed.

The flow chart depicted in Figure 3 shows how both of these tools work. The ATLAS MC
Classification Tool takes reco lepton and checks whether it has a truth particle associated with
it. For the cases where this fails, My MC Truth Classification Tool takes the same lepton and
return the list of all the closest truth particles within the cone size of ∆R = 0.2. At the next
stage it picks the particle with minimum ∆R from the list and checks if it belongs to the same
decay chain as the other particles in the list, if it does the first generation is used as origin. The
type depends on whether the list contain hadrons.
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Figure 3. Flow of information between two classification tools.

4. My Truth MC Classification tool
Understanding the format of the event generator record is an important first step in classifying
the truth origin of reconstructed signature as this may differ depending on the type of the
generator. The decay chain from semi-leptonic tt̄ event simulated by Sherpa event generator
[14] is given in Figure 4. When there is hadronisation involved along the decay channel, it is
more likely to reconstruct a lepton from hadron decay as a ‘real’ lepton, in this scenario a µ−.
This particular event illustrated in the diagram has two reco leptons, the first one is associated
with truth e− the second one has a µ− as the closest truth match.

In addition to the non prompt background due to hadronisation, there are other classes of
events that the ATLAS official tool classifies as two isolated leptons with opposite sign. When
looking at the details of the truth record, the reason they pass the ssWW selection is that there
is a photon conversion that is not property recorded by the tool.

5. Results and Discussion
Leptons originating from the underlying event are referred to as Background (Bkg) leptons.
Mesons and baryons are hadrons, any lepton coming from these particles is non-isolated. The
classification of truth particles for ATLAS standard tool is shown in Figure 5. However, other
events failed the tool, indicated with red, this are the inputs in My MC Truth Classification
tool, the distribution of truth origin as an output of this tool is shown in Figure 6.
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Figure 4. This diagram shows how tt̄ event can end up being reconstructed with two same
sign final state leptons, circled in red. One of these leptons, the µ−, is a fake, or in this case
non-prompt lepton; meaning that it come from a hadron and not from a W boson. UEP stands
for underlying event particles and pp means proton-proton collision.

Figure 5. Different cases where tt̄ events fake signal events with two leptons, electrons or
muons, as defined by ATLAS MC classification tool. Each event is required to have two
leptons, the plot shows the truth origin and type for both leptons. The unknowns are indicated
in red, and are classified in My Truth MC Classification tool.

6. Conclusion
A new MC classifier tool has been developed to classify the truth origin of reconstructed
signatures and to understand non-prompt background in tt̄ production process. Preliminary
results are summarised in figure 6 where we see that almost 40% of events which pass our
selection are from an unknown source according to the standard ATLAS tool, and 27% from
B meson decays. The events from unknown sources in figure 6 are further investigated using a
cone matching algorithm and the results of this, summarised in figure 7, show that the dominant
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Figure 6. Truth origin and type of reconstructed leptons that failed ATLAS standard tool.
These are the results from My MC Truth Classification tool. The case where both tools
failed is marked in grey.

contribution is from D mesons. However 20% of these events remain unclassifiable. As future
work, an understanding of this type of background will be used to optimise isolation and signal-
to-background ratio for fake background studies in same sign WW production.
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Abstract. With Run 2 of the LHC currently under way at a record-breaking centre of mass
energy of 13 TeV, new physics searches are becoming more feasible than ever before. In
particular, the ATLAS and CMS collaborations are beginning to focus more on searches which
may extend the Higgs sector of the Standard Model. Here it is shown that Run 1 data from both
ATLAS and CMS hint at the existence of a new heavy scalar with a mass around 270 GeV. This
work will also extend this idea by introducing a full Two-Higgs Doublet Model and outlining the
potential Run 2 searches which could constrain the parameters of such a model, should it exist
in nature. This will be presented in the context of searches for Higgs production in association
with missing energy, leptons and large jet multiplicities. Some preliminary studies related to the
rates and kinematic distributions of processes of interest are presented and their implications
are discussed in the context of the ATLAS Z+MET search.

1. Introduction
The experimental discovery [1, 2] of the Standard Model (SM) Higgs boson (h) has finalised the
minimal particle content which the SM requires. Most of what has been observed about this
particle is consistent with what we expect in terms of its spin-parity [3, 4] and coupling strength
to the SM particles [5]. There are, however, some measurements on the Higgs boson’s properties
which show deviations from what is expected in the SM.

The deviations which are considered here involve the following: distortions in the Higgs pT
spectra, di-Higgs resonance searches, V V resonance searches (where V is a weak vector boson
– either Z or W±), and enhancements of top associated Higgs production cross section. Due to
space constraints, the reader is encouraged to read reference [6] for a review of these references.

This short paper explores the result of combining these deviations under the common
hypothesis that a heavy scalar H exists with assumptions on its production mechanism and
decay modes. As opposed to previous studies done on this topic (i.e. those in references [6]
and [7]), this short paper first summarises the introduction of the model, and then focuses on
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a particular final state with the data in mind – that is, two same flavour opposite sign (SFOS)
leptons plus large missing energy. In section 2, an effective theory approach is taken to determine
how well the hypothesis can explain data. The possible consequences of embedding H into a
two Higgs doublet model (2HDM) are discussed in section 3, after which an interesting search
channel is presented for this approach in section 4. The work is concluded in section 5.

2. The effective model
It can be argued that each of the afore-mentioned deviations can be explained by the existence
of a heavy scalar:

• The boosted Higgs pT spectra can be explained if the Higgs is a decay product of some
heavy resonance H to give H → h+ X.

• Deviations around 300 GeV in the hh and V V searches could be due to the same resonance.

• Top associated H production is enhanced if the H couples weakly to the vector bosons.
This idea has been explored in reference [8].

The most minimalistic way to model this hypothesis is to write down an effective Lagrangian
which allows H to decay to the necessary final states which explain the deviations. Under the
assumption that H is produced dominantly through gluon fusion (ggF), we can extend the SM
by adding the following beyond SM (BSM) sectors to the SM Lagrangian [6]:

LHgg = −1

4
βg κ

SM
hggGµνG

µνH, (1)

LHV V = βV κ
SM
hV V VµV

µH, (2)

LY = − 1√
2
yttH t̄tH −

1√
2
y
bbH
b̄bH, (3)

LT = −1

2
λ
Hhh

Hhh− 1

2
λ
hχχ

hχχ− 1

2
λHχχHχχ, (4)

LQ = −1

4
λ
HHhh

H2h2 − 1

4
λ
hhχχ

h2χ2 − 1

4
λHHχχH

2χ2 − 1

2
λ
Hhχχ

Hhχ2. (5)

Here, Equation 1 describes an effective interaction between H and the gluon field in order
to model ggF. It is multiplied by a dimensionless free parameter βg, which controls the rate
of H production. Similarly Equation 2 models the decay of H → V V , controlled by the free
parameter βV . The decay of H → hh is brought about by the first term in Equation 4.

In order to model the H → h+X to explain the distortion in the Higgs pT spectra, a massive
scalar dark matter (DM) candidate χ has been introduced. The fourth term of Equation 5 allows
for an H → hχχ decay mode which allows for an h+ Emiss

T search channel.
Assuming that H can only decay to hh, V V and hχχ, one can fix the former two’s branching

fractions against the data mentioned in section 1 and, in doing so, fix the latter by allowing it
to saturate the remaining width. Then the free parameter βgcan be fixed by making a fit to the
Higgs pT spectra. This was done by generating Monte Carlo (MC) events in MadGraph [9]
at leading order (LO), showering them in Pythia 8.2 [10] and passing them through an
appropriate analysis using the Rivet [11] framework. A χ2 function was minimised to find
the best fit value of βg. This can be done for any value of mH (the mass of H), so a scan
was performed to find the best fit to all of the public Higgs pT spectra simultaneously. The
best fit result of this is shown in Figure 1. Note here that mχ = 60 GeV ' mh/2 in order
to suppress the invisible branching fraction of the Higgs boson. The best fit point was at
mH = 270 GeV, with BR(H → hh) = 0.030 ± 0.037, BR(H → ZZ) = 0.025 ± 0.018 and
BR(H →WW ) = 0.057± 0.041. The parameter βgwas best fit at the value of 1.5± 0.6.
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Figure 1. Fits to the h → γγ and h → ZZ → 4� pT spectra for both ATLAS and CMS. On the
left is the ATLAS h → γγ spectrum, where the green blocks represent the NLO SM prediction as
calculated using MINLO [12] reweighted to NNLO and normalised to the cross section computed
in reference [13]. The contribution from other Higgs prodcution modes is included. The black
dotted line represents the Higgs pT coming from gg → H → h+X, and the blue is a sum of the
SM and BSM contributions. Due to space constraints, only the ratio plots are shown for the
other channels (on the right).

This fit method can be done for any value of mH in the range [2mh, 2mt] – the lower bound
is because we require H → hh to be an on-shell decay and the upper bound is to avoid a large
H → tt̄ branching fraction. Doing a scan on mass points, the χ2 for the hypothesis against the
data is shown in Figure 2 (a). Interpolating between these points gives a minimised value at
mH = 272+12

−9 GeV. This mass point corresponds to the best fit point for H mass hypotheses,

with an error having a 1σ coverage. In Figure 2 (b), a test statistic of ∆χ2 is used to measure the
significance of this result. It can be seen from this plot that at 272 GeV, the local significance
of the BSM hypothesis over the SM is around 3σ.

3. Extending the model
A local 3σ hint at a new ∼ 270 GeV heavy scalar is a promising thought from an experimental
point of view. There are, however, theoretical grievances with the effective model presented in
section 2. For one, we have assumed that the three body decay of H → hχχ dominates the width
of H, where it would be far more natural if the two body decays were dominant. In addition to
this, gauge invariance stipulates that the Lagrangian is incomplete. There are terms which arise
from the gauge structures in the theory that have been omitted, some of which might influence
the results presented here.

For this reason, the theory can be made more natural by introducing two theoretical
modifications, as suggested in reference [7]. Firstly, we can easily make the assumption that
H is the CP-even component of a 2HDM. 2HDMs are well motivated models which have no
theoretical issues pertaining to unitarity, gauge invariance, etc. The ramifications of requiring
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Figure 2. The results of a χ2 calculation (a) and ∆χ2 = χ2
SM − χ2

BSM (b) as a function of the
mass of H. These results were obtained by fitting to all pT spectra, hh rates, V V rates and tt̄h
rates. The free parameter βgwas marginalised for each value of mH so as to minimise the χ2.

a 2HDM are that four new particles are introduced: the CP-even (scalar) H, the CP-odd
(pseudoscalar) A, and two charged scalars H±.

Secondly, we solve the issue of the dominant three body decay by introducing a singlet scalar
S. We then postulate that H can decay to SS or Sh (in addition to hh, V V , etc.) and that S
can decay invisibly to χχ as well as to SM particles. Doing this transforms the three body decay
into a chain of two body decays – this is shown in Figure 3. S can take on a mass in the range
[mh, mH −mh] so that decays of H → SS, Sh can be kept on-shell in most of the parameter
space. The admixture of SS and Sh is controlled by the parameter a1, which is a ratio of the
H → Sh and H → SS branching fractions.

4. A→ ZH: a potential search channel
As mentioned before, using a 2HDM introduces four new bosons to the theory. With some
hints that H exists, one should also ask whether the model presented here can be used to make
searches for the other new bosons too. Here a search channel for A is presented in the context
of an ATLAS supersymmetry search.

H

h

�

�

(a)

S
H

h

�

�

(b)

Figure 3. The effective decay of H → hχχ (a) is replaced by a tree level decay process when
the singlet scalar S is introduced (b).
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Given that the model is embedding into a 2HDM, we find the following mixing terms in the
Lagrangian of the theory:

LV φφ ⊂
mW

v cos θW

[
sin(β − α)Zµ (A∂µH −H∂µA) + cos(β − α)Zµ(A∂µh− h∂µA)

]
, (6)

where α and β are mixing angles, and v is the vacuum expectation value. For an SM-like H,
we require that cos(β−α) ∼ 0. This necessarily sets sin(β−α) ∼ 1, meaning that the A -Z -H
coupling is far stronger than the A -Z -h coupling. Therefore, if A is produced through ggF, we
could expect a non negligible rate of pp→ A→ ZH events, where H → SS, Sh.

If S has a large branching fraction to χχ, this should be a viable in Z+MET supersymmetry
searches. These searches typically search for a Z → `` candidate with large missing energy
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Figure 4. Sample distributions for A → ZH with the final state `` + Emiss
T + X. Events were

generated in Pythia 8.2 and analysed according to the Run 2 ATLAS Z+MET cuts [14] using
Rivet. These show the di-lepton pT (a), the jet multiplicity (b), the HT – a scalar sum of jet
and lepton pT (c), the the missing transverse energy (d).
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and jets. This final state could be predicted by certain supersymmetry models, but the model
presented here could also predict this final state with S → χχ or jets and h→ jets.

In order to test the validity of this, a sample of pp → A → ZH was simulated and decayed
with Z → `` and H → SS, Sh in Pythia 8.2. S was given Higgs-like branching fractions as
well as a 50% branching fraction to χχ. mA was considered at 600 GeV and 800 GeV, while
mH was fixed at 300 GeV, mS = 150 GeV and mχ = 60 GeV. These events were selected and
plotted using the ATLAS Run 2 Z+MET SRZ selection [14], where a 2.2σ excess was observed
in data.

Some sample distributions from this procedure are shown in Figure 4 for the Z → µµ channel.
Here we see that the di-lepton pT is a good discriminant in determining the effect of mA, since
a lower mass A predicts a softer spectrum which is arguably observed in the ATLAS data. The
jet multiplicity is small compared to the supersymmetry models considered in reference [14],
which is closer to what is seen in the data. The HT and Emiss

T spectra shown resemble tails of a
distribution rather than peaks, which is also close to what the data shows. The efficiencies for
the events passing the cuts are 0.68% and 1.86% for mA = 600 and 800 GeV, respectively (for
both the Z → ee and µµ channels).

5. Concluding remarks
Under the assumption that various deviations observed in Run 1 of the LHC can be explained
by the existence of a heavy scalar H, an analysis has been done to show that the data can be
explained better by this hypothesis with a significance of 3σ over the SM. This approach has
been expanded to fit with a 2HDM in association with a singlet scalar to resolve theoretical
issues. Using this theory, a search channel has been presented for the pseudoscalar component
of the 2HDM, A. A viable channel has been identified in the generic Z+MET supersymmetry
searches.

While some tantalising results have been presented, it is noted here that much work is still
needed to explain the theory fully. Since this work is data driven and can only progress when
ATLAS and CMS publish more results, further studies will be done when these results are
available.
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Abstract. Research has uncovered that one of the plausible reasons for cancer relapse is the 
existence of stem like cells, possessing cancer properties, called cancer stem cells (CSCs). 
Cancer research is highly focused on improving current cancer treatments. One method of 
targeted cancer therapy is Photodynamic therapy (PDT), where Low Intensity Laser Irradiation 
(LILI), along with a photochemical compound, is used. When implementing a mechanism by 
which CSCs are targeted, LILI might pose as a viable treatment option. Studies have shown that 
using high fluences of LILI (HF-LILI) can induce cell death in normal and neoplastic cells. 
Further investigations on cell death induced by HF-LILI of CSCs still needs to be explored.  
Lung CSCs were isolated using the stem cell marker CD 133 and were exposed to LILI at 
wavelengths of 636, 825 and 1060 nm at fluences ranging from 5 J/cm2 to 40 J/cm2. Post 
irradiation biochemical assays were conducted to monitor cellular responses including: viability, 
proliferation and cytotoxicity, after 24 hours incubation. Studies have indicated that LILI, when 
treating lung CSCs, can induce either a bio-stimulatory or bio-inhibitory effect depending on the 
wavelength and fluence used. This study indicated successful cell damage of lung CSCs when 
using HF-LILI, as well as, stimulation of ATP production, when using lower fluences of LILI.  
 
 

1. Introduction  
Cancer is the term used to describe a disease where there is abnormal proliferation of cells, which can 
affect any part of the body. Cancer is one of the primary diseases contributing to mortality rates globally. 
Lung cancer is the most commonly diagnosed cancer in both men and women [1]. Poor prognosis of 
lung cancer can be attributed to deficient treatment modalities and relapse caused by its metastatic 
capabilities [2]. Research have found that a subpopulation of tumour initiating cells referred to as cancer 
stem cells (CSCs) drive tumour genesis and relapse as it has been said to regenerate tumour formation 
after treatment thus being accountable for therapeutic resistance [3, 4]. This subpopulation of cells 
residing within a malignant tumour display a variety of stem-like properties; as they are clonal in origin, 
can regenerate and proliferate exponentially [5, 6]; as well as tumorigenic properties such as drug 
resistance, evading apoptosis, tumour initiation and metastatic potential [7]. CSCs reside within a niche 
that keeps them quiescent and enhance DNA repair, which contribute to their therapeutic resistance [8]. 

Normal lung tissue is maintained by stem cells (SCs) that are controlled by several pathways 
controlling these pulmonary precursors enabling them to develop into their different lineages. Abnormal 
pulmonary SC development can lead to lung CSCs arising from these lineages causing tumour formation 
[9]. CSCs have been identified and characterised using SC markers [10]. Promonin-1 (CD 133) is a gene 
encoding for a pentaspan transmembrane glycoprotein localized to membrane protrusions. It is an adult 
stem cell marker maintaining stem cell properties by suppressing differentiation. It is considered a 
primary marker for CSCs as its high expression is said to be an adverse prognostic factor [11].  
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Photobiomodulation is a form of phototherapy which uses Low Intensity Laser Irradiation (LILI) 
with wavelengths ranging from visible to near infrared light (600 – 1070 nm) which allows for optimal 
tissue penetration [12]. The effects seen are generated at a mitochondrial level where photobiological 
responses are generated from the intracellular chromophores causing different metabolic reactions 
depending on the wavelengths and energy output of the incident light [13]. Studies conducted on 
different cell lines found that when using LILI with low fluences (LF-LILI) ranging from 1 – 15 J/cm2 
and wavelengths of 600 nm – 700 nm it stimulated biological processes by increasing proliferation and 
viability [14-18], but have an inhibitory effect when using increased wavelengths of  800–830 nm and 
fluences larger than 10 J/cm2 [15, 19,20]. An innovative therapy currently under investigation is 
photodynamic therapy (PDT), which uses the activation of a photo chemotherapeutic chemical by low 
level light emitting lasers. Reasons for new therapies being under investigation is to avoid current 
therapies failing to reject recurrence of cancer and having viewer side effects. 

This exploratory study evaluated the effects of LF-LILI (5 – 20 J/cm2) and high fluence LILI (HF-
LILI) (40 J/cm2), where different fluences were calculated through laser time exposure and output (mW), 
with wavelengths of 636 nm, 825 nm and 1060 nm on isolated lung CSCs. Biochemical analysis of 
irradiated lung CSCs included viability, proliferation and cytotoxicity.    
 
2. Methodology 
Lung CSCs were cultured in complete media consisting of Rosewell Park Memorial Institute 1640 
medium (RPMI), with additional supplements consisting of 10% foetal bovine serum (FBS) and 1% 
antibiotics consisting of 0.5% penicillin/ streptomycin and 0.5% amphotericin B. Incubation took place 
at  37°C with 5% CO2 in an 85% humidifying incubator.  

Prior to irradiation lung CSCs were seeded at a number of 1 x 105 cells in culture plates of 35 mm in 
diameter along with 3 ml complete media and incubated for 24 hours allowing attachment to the culture 
dish. After 24 h incubation the culture dish was rinsed 3 times using Hanks Balanced Salt Solution 
(HBSS) and replaced with 3 ml complete media before placing the culture dish underneath a fibre optic 
irradiating the cells with a semiconductor diode laser in the dark with a fluence of 5 – 20 J/cm2 and 40 
J/cm2. Control cells received no irradiation. This procedure was used for all wavelengths used of 636 
nm, 825 nm and 1060 nm. All lasers were kept at a constant power output of 85 mW with a continuous 
pulse.  

Post irradiation biochemical assays were conducted to monitor cellular responses including: viability, 
proliferation and cytotoxicity, after 24 hours incubation. Cell viability was determined using the dye 
exclusion test. Trypan blue is a diazo dye which is expelled by live cells which still have intact 
membranes. Cells undergoing cell death or damage will take up the dye when added to the cell 
suspension. Viability was measured as a percentage value. Cell proliferation only takes place in 
metabolically active cells. To measure cellular metabolism we looked at the amount of ATP present. 
This was measured using an ATP luminescent assay where the luminescent signal measured is 
proportional to the amount of ATP present. Cytotoxicity was calculated by measuring the amount of 
LDH in the media. LDH release indicates membrane damage and that cells are not metabolically active. 

Statistical significant differences between groups were indicated as p<0.05 (*), p<0.01 (**) and 
p<0.001 (***).  

 
3. Results 
All assay results are combined and indicated as stimulation (↑) or inhibition (↓) of viability and 
proliferation of lung CSCs and cytotoxicity as in increase (↑) in cell membrane damage that was 
statistically significant. Results indicated with an (↑/↓) were not statistically significant and (--) no 
difference was observed. 
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Table 1. Photobiostimulation or inhibition of lung CSCs at different irradiation levels. 

 
  Viability Proliferation Cytotoxicity 

636 nm 

5 J/cm2 

↑ ↑ 
--- 

10 J/cm2 

↑ ↑* 
--- 

20 J/cm2 --- --- --- 

40 J/cm2 

↓ ↓* ↑* 

825 nm 

5 J/cm2 

↑ ↑ 
--- 

10 J/cm2 

↑* ↑** 
--- 

20 J/cm2 --- --- --- 

40 J/cm2 

↓*** ↓* ↑* 

1060 nm 

5 J/cm2 

↑ ↑ 
--- 

10 J/cm2 

↑ ↑ 
--- 

20 J/cm2 --- ↑ 
--- 

40 J/cm2 

↓ ↓ ↑* 
 
 
4. Discussion and Conclusion  
Potential outcomes of LILI on lung CSCs were explored in this study. There was an increase seen in 
both viability and proliferation when using LF-LILI on the lung CSCs. The increase in cell viability 
correlates with similar proliferation results seen. A statistical significance was seen when using LF-LILI 
at a wavelength of 825 nm and fluence of 10 J/ cm2 for both viability and proliferation. Significant 
stimulation in proliferation was also seen when using a wavelength of 636 nm and 10 J/cm2. No 
cytotoxicity was observed when using LF-LILI for all respective wavelengths. These findings are in 
accordance to similar studies conducted on SCs [14,18].  

This indicates that photobiostimulation is achieved when irradiating lung CSCs with LF-LILI. When 
using HF-LILI of 40 J/cm2 photobioinhibition is achieved as there was a decrease seen in proliferation 
when using wavelengths of 636 nm and 825 nm. Cytotoxicity results revealed that cell membrane 
damage was induced when irradiating lung CSCs with all respective wavelengths and HF-LILI of 40 
J/cm2. Similar results were seen in a study where replication inhibition was demonstrated [21].  

The photobiomodulatory effects seen can be attributed to intracellular chromophores found in 
organelles such as the mitochondrion of a cell. The response triggered by LILI is due to these 
chromophores absorbing the light, having either a biostimulatory or bioinhibitory effect depending on 
the wavelength and fluence used. Photobiomodulation relies on specific parameters such as wavelength, 
fluence, power density, pulse structure, and treatment time when applied to biological tissue. This allows 
for targeting of specific light-absorbing molecules in specific tissues, operating on the principle of 
photochemistry, as opposed to photo thermogenesis. The light energy absorbed causes singlet state 
excitation of oxygen molecules, leading to triplet state excitation causing an energy transfer to ground 
state molecular oxygen (a triplet) to form the reactive species, singlet oxygen. Alternatively superoxide 
may be formed as a result of electron reduction. LILI operates at an exact wavelength of light, which 
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influences the depth of tissue penetration. Similar to normal cells, cancer cells also contain with 
intracellular chromophores. Different cellular chromophores are stimulated at different wavelengths. 
Therefore, the prediction can be made that in targeting cancerous cells, the outcome expected can be 
controlled by the wavelength as well as by the energy output that will lead to either stimulation or 
inhibition. The exact mechanism behind the stimulation of the light-absorbing molecules producing 
these two different effects is still being investigated [22,23].  

Cell death studies conducted using lung cancer cells and PDT indicated that cell membrane damage 
and apoptosis was induced [2]. This type of photochemical therapy has shown to be a promising 
treatment for lung cancer. Further studies should include whether similar results are achieved when 
using PDT on lung CSCs as well as the mechanism behind the cell death induced.  
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Abstract. Plasmonics is the study of the interaction of light and conduction electrons at metal-

dielectric interfaces. Here, surface plasmon polaritons (SPPs) are hybrid photon-electron 

excitations that can be confined to subdiffraction scales. This feature affords enhanced coupling 

to emitter systems (e.g. quantum dots) to SPPs, making them suitable candidates for a wide range 

of on-chip quantum photonic components – most notably single-photon sources. This potential 

use of SPPs, along with the nonlinearity provided by emitter systems, opens up quantum 

plasmonics as a viable route to realising quantum information processing. In this setting, the 

excitation of single SPPs on waveguides via single photons and the confirmation of single-

photon states upon output is an important goal. In our work we experimentally probe plasmonic 

waveguides with single photons and measure a second-order quantum correlation function 

of 𝑔(2)(0) = 0.10 ±  0.02. A value less than 0.5 is indicative of single-excitation states. 

1.  Introduction 

Quantum plasmonics offers an alternative to a purely photonic realisation of quantum information 

processing. A major advantage it offers is the subdiffraction confinement of plasmonic modes such as 

SPPs and localised surface plasmons (LSPs) [1]. This allows enhanced coupling of single photons to 

emitter systems, such as nitrogen vacancy centres and quantum dots, by reducing the large size 

discrepancy between the modes [2-4]. This strong coupling makes on-chip single-photon and single-

SPP sources possible [5]. Additionally, it can provide nonlinearity via the photon-blockade [6], where 

an emitter excited by a photon of a particular frequency cannot be further excited. This process has 

application in the development of active switches [7], which are useful for implementing controlled 

quantum logic gates. 

To further motivate the suitability of SPPs for quantum information applications, several 

demonstrations have been made suggesting that photonic entanglement and quantum information can 

indeed be encoded in plasmonic states. It has been shown that polarisation-entangled photon pairs 

maintain entanglement after conversion to and from SPPs [8]. The same has been shown for photon-

number statistics of single photons used to excite single SPPs [9].    

As a first step in developing the capacity to explore further the quantum properties of single SPPs 

and their application to quantum information processing, we follow the lead of Di Martino et al. We 

couple single photons generated via spontaneous parametric down-conversion into SPP modes on 

plasmonic stripe waveguides and confirm single excitation states upon output by a measurement of the 

second-order correlation function at zero time delay 𝑔(2)(0). 

1.1.  Photon-number Statistics 

Generally 𝑔(2) is a function of the time-delay 𝜏 between two measurements. At a fixed position it is a 

measure of the joint probability of detecting a photon at time 𝑡 and another at some later time 𝜏. 
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Equivalently for classical fields, it is a measure of the correlation between intensities. It can be measured 

at the two outputs of a beamsplitter, as in the Hanbury-Brown Twiss (HBT) intensity interferometer 

shown in the lower part of figure 1b. Classically it is given by [10] 

 

  
 

where IB and IB’ are the intensities measured by detectors B and B’ respectively.  For a 50:50 beamsplitter 

(1) one be written in terms of the input intensity I. Then at zero time-delay and after applying the 

Cauchy-Schwartz inequality, (1) becomes 

 

 
 

Thus 𝑔(2)(0) has a lower bound of 1 for classical light, while for photon-number states 𝑔(2)(0) takes 

the form [11] 

 
 

where �̂� is the photon-number operator and 𝑛 is the mean photon number. In the case of single-photon 

states 𝑛 = 1 and so 𝑔(2)(0) = 0. For 𝑛 = 2,  𝑔(2)(0) = 0.5, and so for a single-SPP excitation we expect 

a value less than 0.5 and ideally close to zero. 

2.  Experimental Details 

To experimentally probe plasmonic waveguides a compound microscope stage was used. The stage was 

built to allow imaging of the waveguides as well as excitation of SPPs. SPPs could be excited using an 

alignment laser for the classical regime. A single-photon source, however, was used to excite single-

SPPs. These two critical components are discussed in what follows. 

2.1.  Single-Photon Source 

Spontaneous parametric down-conversion (SPDC) is a nonlinear optical process by which a photon of 

frequency ωp from a pump beam is converted into a correlated photon-pair at lower frequencies and at 

particular angles relative to the pump. One photon of the pair is called the signal with frequency ωs while 

the other is called the idler with frequency ωi. The frequencies and angles of the output photons must 

satisfy the conservation of energy and momentum: 

 

 
 

 
 

where 𝒌⃑⃑  ⃑𝒑,  �⃑⃑� 𝒔,  �⃑⃑� 𝒊, are the pump, signal, and idler wavevectors respectively. This results in a conical 

region in which correlated photons are located on opposite sides of the pump. 

In the single-photon source shown in figure 1a, a 3mm thick β-BaB2O4 (BBO) crystal is pumped 

with a 200mW continuous-wave laser of wavelength 405nm. A small percentage of pump photons 

undergo SPDC in the BBO crystal to produce photon-pairs with a half-opening angle 3° and a central 

wavelength of 810nm. A narrow wavelength band of correlated photon-pairs in arms 1 and 2 as shown, 

are selected by (810 ± 5) nm interference filters. These photons are then coupled into single-mode (SM) 

fibres. The smaller numerical aperture of these fibres acts to spatially select the centre of the down-

conversion mode. This results in better correlated photon-pairs. Since the down-converted photons are 

𝑔
𝐵𝐵′
(2)

(𝜏) =  
⟨𝐼𝐵(𝑡 +  𝜏)𝐼𝐵′(𝑡)⟩

⟨𝐼𝐵(𝑡 +  𝜏)⟩⟨𝐼𝐵′(𝑡)⟩
,                                                      (1) 

𝑔
𝐵𝐵′
(2) (0) =  

⟨[𝐼(𝑡)]2⟩

⟨𝐼(𝑡)⟩2
= 𝑔(2)(0) ≥ 1.                                                 (2) 

𝑔
𝐵𝐵′
(2) (0) =  

⟨�̂�(�̂� −1)⟩

⟨�̂�⟩2
= 1 − 

1

𝑛
 ,                                                       (3) 

𝜔𝑝 =  𝜔𝑠 +  𝜔𝑖                                                                         (4) 

�⃑⃑� 𝒑 = �⃑⃑� 𝒔 + �⃑⃑� 𝒊                                                                            (5) 
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produced in pairs, a photon in arm 1 can be used to herald the arrival of a photon in arm 2. This 

effectively post-selects true single photons.  

To measure 𝑔(2)(0), a HBT intensity interferometer is used and is shown in figure 1b. The single-

mode fibre of arm 1 is connected to a multimode (MM) fibre through which heralding photons are 

decoupled and focused onto a single-photon avalanche diode detector (SPAD) A. The single-mode fibre 

on arm 2 which is also polarisation-maintaining (PM) is similarly connected to a multimode-mode fibre. 

The heralded photons from this fibre is subject to the HBT interferometer such that we may measure 

correlations between photo-detections at SPAD detectors B and B’. The signals from each detector are 

sent to a counting module (CM) which then outputs the single-photon count rates at each detector and 

the coincidence rates between detectors to a PC. The coincidence rate is the number of detections in B 

and B’ collectively that occur within 8 ns (the chosen coincidence window) of a detection in A. 

 
 

 

Figure 1. a) SPDC single-photon source showing all components. The waveplates are used for state 

tomography when the source is used to generate polarization-entangled photons. b) Hanbury-Brown 

Twiss setup with detectors and counting module needed for g(2) measurements. The signal from 

detector A is delayed to account for the length introduced by the microscope stage. The MM fibres 

shown are a fixture of the HBT setup, allowing it to be used with various other photon sources. The 

larger core of these fibres ensures a more efficient coupling to the SM fibres. c) Microscope used to 

probe the plasmonic waveguides. PM fibres were used to ensure minimal warping of the single photon 

polarisation and thus increase the number of photons available for SPP excitation. d) 3D diagram of 

the plasmonic waveguide supporting SPPs. 
 

 

In the context of the experiment, 𝑔(2)(0) for single-photons can be expressed in terms of photon 

count rates as [9] 
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where each factor is a count rate with a subscript indicating at which detector. Two or more subscript 

letters represents coincidence rates between the indicated detectors. Ideally  𝑁𝐴𝐵𝐵′ should be zero, 

however we find that this is not the case due to detector dark-counts, background light, and a non-zero 

down-conversion linewidth. The measurement procedure was to record 12 sets of all count rates with 

an integration time of 5s using a LABVIEW program. We then calculate  𝑔(2)(0) using these count rates 

in equation (6). Typical count rates obtained: 𝑁𝐴~ 220000 𝑐𝑝𝑠, 𝑁𝐵~ 120000 𝑐𝑝𝑠, 𝑁𝐵′~ 140000 𝑐𝑝𝑠, 

𝑁𝐴𝐵~ 4500 𝑐𝑝𝑠, 𝑁𝐴𝐵′~ 5500 𝑐𝑝𝑠, 𝑁𝐴𝐵𝐵′~ 7 𝑐𝑝𝑠. 

To calculate  𝑔(2) as a function of the delay time 𝜏, a variable delay must be introduced on either the  

signal from detector B or B’. The coincidence terms in equation (6) now become functions of 𝜏. Varying 

𝜏 and collecting count rates,  𝑔(2)(𝜏) can be calculated in the same manner as described above for 

 𝑔(2)(0). A plot of  𝑔(2)(𝜏) will exhibit a dip at 𝜏 = 0. This alone does not indicate photon sub-

Poissonian statistics, which is a signature of single-photon states. Instead we require only to demonstrate 

that  𝑔(2)(0) < 0.5 to confirm single excitations [11]. 

 

2.2.  Waveguide Structure and Probing Microscope 

The structures probed were gold stripes 2 𝜇𝑚 wide and 70 𝑛𝑚 thick with a 90 𝑛𝑚 high surface-relief 

diffraction grating at either end. They were fabricated in a two-stage electron-beam lithography and gold 

evaporation process onto a silica substrate. The first stage puts the flat waveguides onto the substrate  

 
Figure 2. a) Plot of input grating efficiency as a function of the grating period. Peaks occur at 750 

nm and 800 nm. b) Simulated electric field norm of SPP decoupled using a 740 nm grating. c) SPP 

decoupled using 800 nm grating. Note that the 740 nm period decouples the SPP more rapidly. d) 

Geometry of probed waveguides. e), f) Sample images obtained using the microscope setup - f) shows 

classical SPP excitation on the longest waveguide in e). 

 𝑔(2)(0) =
𝑁𝐴𝐵𝐵′𝑁𝐴

𝑁𝐴𝐵𝑁𝐴𝐵′

,                                                              (6) 
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while the second stage applies the gratings. A range of waveguide lengths and grating periods were 

fabricated. To estimate the optimal period for excitation by single photons of wavelength 810 𝑛𝑚, 

waveguides of different periods were simulated in COMSOL to obtain their input efficiencies. The 

resulting graph shown in figure 2a exhibits two peaks, one at 750 𝑛𝑚 and another at 800 𝑛𝑚. The 

grating period chosen was 740 𝑛𝑚 (the closest to 750 𝑛𝑚 that was available). The 800 𝑛𝑚 grating 

proved to decouple SPPs less efficiently in the experiment. 

The microscope setup used to probe the plasmonic waveguides is shown in figure 1c. The most 

important constituent is the diffraction-limited microscope objective which allows us to adequately 

image the waveguides on the CCD camera, as well as focus the input beam to a spot size of 

roughly 2 𝜇𝑚. The plasmonic chip containing a range of waveguides is mounted on a Thorlabs 

NanoMax XYZ translation stage to allow positioning. The input beam is injected via a PM fibre 

connected to a beam-collimator. To excite SPPs, the input grating of the chosen waveguide is positioned 

at the beam spot. Light can then be seen at the output grating when using a 775 𝑛𝑚 alignment laser. A 

linear polariser is used to remove any elliptical character from the input, while the first half-wave plate 

can be used to maximise throughput. The second half-wave plate is used to rotate the polarization such 

that it is parallel to the SPP propagation direction to maximise the coupling. For more efficient 

measurements the beamsplitter is flipped out of the beam path and a D-shaped mirror is used to pick off 

the output and direct it to a fibre-coupler to which a SPAD detector or spectrometer may be connected. 

Once the microscope stage is aligned and optimised using the alignment laser, the PM fibre on arm 

2 of the single-photon source is connected via the beam-collimator. The MM fibre leading to the HBT 

interferometer is then connected to the output of the microscope setup. Due to the difference in 

wavelength between the alignment laser and the down-conversion photons, the alignment will require 

adjustment. This is easiest done with higher photon rates since plasmonic waveguides suffer great loss. 

Higher rates are achieved by using a wider (800 ± 20) nm interference filter on arm 2. The probing 

system is then optimised by increasing the count rate of output photons from the waveguide. Typical 

count rates obtained: 𝑁𝐵~ 4000 𝑐𝑝𝑠, 𝑁𝐵′~ 4500 𝑐𝑝𝑠,  𝑁𝐴𝐵~ 110 𝑐𝑝𝑠, 𝑁𝐴𝐵′~ 120 𝑐𝑝𝑠, 𝑁𝐴𝐵𝐵′ ≪
1 𝑐𝑝𝑠. 

 To calculate the value of 𝑔(2)(0) for single-SPPs, count rates were recorded with 1 𝑠 integration 

time for 1.5 ℎ𝑜𝑢𝑟𝑠. Due to instability over long collection times,  𝑔(2) was obtained for zero delay only. 

As mentioned in the previous section, this is sufficient for confirming single excitations are present.  

3.  Results 

A photonic  𝑔(2)(0) was obtained from each of the twelve sets of count rates. The average was taken to 

yield a value of g(2)(0) = 0.074 ±  0.006, which violates the classical lower bound of 1. In the SPP 

case, the records were grouped to obtain counts over a longer integration time. This was done to reduce 

error due to the low three-fold coincidence 𝑁𝐴𝐵𝐵′ which causes large fluctuations in the 𝑔(2) value. 

Figure 3 shows a plot of  𝑔(2)(0) at increasing integration times, clearly exhibiting the decrease in error. 

 

 

 
Figure 3. Single-SPP g(2)(0) values at increasing integration times. 
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The value at an integration time of 900 s is g(2)(0) = 0,  10 ±  0,02. This value suggests single-

excitation states upon conversion from photon to SPP.  

4.  Conclusion 

The ability of single-SPPs to preserve the photon-number of their exciting photons has been 

demonstrated. A possible next step would be a more direct method to demonstrate the single-quanta 

nature of the excited SPPs. This can be achieved by using a plasmonic beamsplitter waveguide in place 

of the bulk one used in the HBT interferometer, allowing us to avoid conversion back into photons. We 

are now also in a position to explore coupling of SPPs to nitrogen vacancy centres for on-chip sources 

and switches, as well as waveguide fabrication using a newly installed atomic force microscope (AFM).  
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Abstract. We present a single-element plane-wave laser rate equation model and its 

implementation as a graphical laser simulation library using Matlab Simulink. Simulink’s 

graphical interface and vector capabilities provide a unique layer of abstraction for numerical 

integration particularly well suited for laser simulation. Numerical integration of the coupled 

laser rate equations in Simulink enables simulation of laser dynamics for a range of intricate 

and novel laser cavity designs. In particular, simulation and real-world results will be 

compared for a dual crystal Ho:YLF oscillator with one of its two birefringent crystals rotated 

by 90° about the optical axis for efficient absorption of the incident unpolarised pump light. 

1. Introduction 

Solid-state laser gain dynamics can be fairly accurately modelled using coupled rate equations for 

inversion population and cavity photon density which is used extensively in the design and 

optimisation of solid-state lasers. The basic theory and derivation of both three and four level laser rate 

equations have been covered in detail by Siegman [1] and Koechner [2], with several expanded 

models presented in literature [3, 4]. As general analytic solutions don't exist, numerical integration 

and simulation are typically done using script-based computer programming like Matlab [5] or 

LAS-CAD [6]. 

In previous work [7] we presented a single-element plane-wave laser rate equation model with 

numerical simulations done using Matlab’s ordinary differential equation solvers. Customising these 

Matlab scripts for multiple laser systems were complicated and time-consuming, and limited in the 

complexity of the laser cavity design. This same set of laser rate equations have been adapted and 

implemented in Matlab Simulink, providing a graphical programming environment with vector 

support to enable simulation of a variety of complicated laser system designs. In this proceeding we 

present the adapted rate equation model, it’s implementation as a Simulink laser library and a 

comparison between simulated and measured results obtained from a dual crystal Ho:YLF oscillator. 

2. Laser rate equation model 

Both four and three level solid-state laser systems can be approximated by a simplified two energy 

level scheme, given that the non-radiative transitions between different energy levels occur much 

faster than the primary laser transition, and that effective absorption and emission cross-sections are 

used to account for stark level splitting and level degeneracy. The upper laser level population density 

N2(t) and the cavity photon density Ω(t) as functions of time are then represented by the following 

coupled rate equations: 
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 where Rp is the pump rate, N1 is the ground manifold population density, σ
em

 and σ
abs

 are the 

effective emission and  absorption  cross-sections (at either  the  pump or laser wavelength depending 

on the subscript), τ2 is  the  upper  laser  level  lifetime, ηp  the  pump efficiency and Vcrystal, lcrystal and l0 

are the crystal volume, crystal length and corrected optical cavity length respectively. Furthermore, 

define c as the speed of light, τc as the cavity lifetime (equal to 2l0/cδ with δ the logarithmic round-trip 

loss including the output coupler) and vpump as the frequency of the pump light.  

The coupled differential equations were carefully implemented in Simulink as shown in detailed 

block diagram form in Figure 1 and Figure 2. Simulink provides basic building blocks, such as a 

numerical integrator block to enable the construction of mathematical models. For readers unfamiliar 

with Simulink it helps to start at the integrator block and follow the signal wires to realise the block 

form version of a differential equation. The two differential equation block diagrams were each 

encapsulated in a Simulink subsystem (i.e. one gain medium block and one cavity mode block, as 

shown in Figure 3) with signals for simulated and spontaneous emission, and cavity photons 

connecting between them. Factors and terms were carefully grouped in order to confine input variables 

to either of the two subsystems (i.e. cavity length is only referenced in the “cavity mode” block). This 

was done in order to achieve logical separation and allow easy construction of novel resonator cavities 

containing multiple gain media blocks and cavity modes. Additionally, Simulink’s intrinsic vector-

based signals were exploited to further this goal, essentially implementing multiple-coupled 

differential equations in the form: 
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Finally, the pump rate Rp
 
was also vectorised to allow orthogonal polarisation components to be 

propagated throughout the subsystem blocks.  
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Figure 1. Block diagram for cavity photon density as per equation (4). 
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3. Model validation  

The combined subsystem blocks have been organised into a laser simulation Simulink library 

(“Simulaser”) as shown in Figure 3, together with additional blocks for diagnostics and Q-switching. 

The Simulaser library has been used to simulate several different laser designs at the CSIR National 

Laser Centre, though mostly classical single crystal, single cavity designs. For validation of the 

vectorised laser rate equation model, a recently developed dual-crystal Ho:YLF pulsed laser 

system [8] was simulated and used to determine the optimum mode size in the crystals.  

 

 
 

The Ho:YLF based laser was designed for high efficiency and required optimal absorption of the 

84W unpolarised Tm-fibre laser pump light. Since Ho:YLF crystals are naturally birefringent (c-axis  

cut  perpendicular  to  the optical  axis), strong polarisation dependant absorption occurs which 

effectively polarises the transmitted pump beam after absorption in a single crystal. A second crystal 

with its c-axis rotated by 90° with respect to the first crystal strongly absorbs the remaining pump light 

making efficient use of the unpolarised pump. The Simulaser block diagram implementation of this 

dual crystal laser is shown in Figure 4. The 90° rotation of the gain media was achieved by rotating 

both absorption and emission cross-sections vectors supplied in the properties of the second crystal. 

 

 Figure 4. Dual-crystal Ho:YLF pulsed laser design implemented in Simulaser  

Figure 3. Simulaser block diagram library implemented in Matlab Simulink.  
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4. Results and discussion 

The simulation results for laser output power as a function of (a) mode radius in the crystals and (b) 

input pump power are shown in Figure 5. The maximum laser output power is achieved for mode sizes 

of 300 µm radius and below. However, below 300 µm the risk for optical damage increases 

considerably with less than 5% gain in output power. As such, the actual laser system was developed 

with a 300 µm pump and laser mode radius in both crystals. The laser was pulsed at 50 kHz and 

achieved a maximum of 45.1W average power with a slope efficiency of more than 66% (vs. incident 

pump power). The experimentally measured data of the laser in pulsed mode is also shown in Figure 

5(b). The simulation results were in very good agreement with measured data, especially at high pump 

powers. The simulated continuous wave (CW) slope results provide an upper bound for pulsed 

performance. Simulated transmitted pump power through both crystals at full pump power equaled the 

experimentally measured transmitted power of 7.1 W. 

  

 
 

The output power discrepancies at lower pump powers are due to a number of factors including that 

model parameters (mode size, pump wavelength etc.) are best known at full power and that the model 

does not account for thermal lensing (the model assumes a perfect mode overlap between pump and 

laser mode that does not vary with pump power). Furthermore the model does not account for smaller 

pump sizes at low pump powers intrinsic to the operation of the Tm-fibre laser, the shift in pump 

wavelength with increasing pump power and the known water absorption loss around 40 - 50W of 

pump power (as the pump wavelength shifts through a water absorption line). 

5. Conclusion 

A novel, highly flexible and easy to use laser dynamic simulation library has been demonstrated by 

exploiting the graphical abstraction and vector capabilities of the Matlab Simulink numerical 

integration platform. The model’s ability to simulate multi-mode/multi-gain media resonators was 

validated against measured results for a previously published efficient dual-crystal Ho:YLF 

oscillator [8]. The model was used to determine optimal laser cavity parameters such as the ideal laser 

mode size in the laser crystal. Measured and simulation results were in good agreement, especially at 

the high pump powers where simulation input parameters closely matched actual parameters. 
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Abstract. In this paper we report on the study of two-level and multilevel atoms interacting
with one or more laser beams. The system is analyzed using the semi-classical approach where
the dynamics of the atom is described quantum mechanically using Liouville’s equation, while
the laser is treated classically using Maxwell’s equations. Firstly, we present results of a two-
level atom interacting with a single laser beam and demonstrate Rabi oscillations between the
two levels. We then examine the effects of laser modulation on the dynamics of the atom.
The behaviour of the laser as it propagates through the atomic ensemble is studied by solving
Maxwell’s equations numerically. We study the nonlinear process called four-wave mixing that
occurs when two or more pump beams, having different frequencies, interact with four different
levels of a nonlinear medium. We make use of general energy levels in a diamond configuration.
We present results of four-wave mixing for various detuning.

1. Introduction
Recently there has been a number of papers describing entangled photon pair generation using
four-wave mixing in Rubidium atomic ensemble[1, 2, 3]. At the Cape Peninsula University
of Technology an experiment is under development to investigate the properties of entangled
photons generated by four-wave mixing in warm and cold Rubidium atoms. These atoms will
be used for quantum key distribution in the future. In this paper we report on computational
simulations of this process.

We report on the computational study of the interaction between laser beams and two
and multilevel atoms. We use a semi-classical approach in which the dynamics of the atoms
(described by the density matrix elements) are governed by the Von Neumann-Liouville equation,

ı~
∂ρ

∂t
=
[
Ĥ, ρ̂

]
+ relaxation terms (1)

while the laser beam is described by the wave equation derived from Maxwell’s equations. The
Hamiltonian of the total system is Ĥ = Ĥ0 + ĤI , where Ĥ0 is the unperturbed Hamiltonian
and ĤI is the interaction term. The relaxation terms contain the dissipative effects. We first
discuss a two level atom interacting with a single laser beam and examine the dynamics of the
populations and coherence terms of the density matrix elements. Thereafter we examine the
behaviour of the laser beams as it propagates in multilevel atoms.
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The overview of the paper is as follows: Section 2 describes the interaction of a two level atom
with a single laser beam. Results showing the effects of a uniform and modulated laser beam
are given. The study of the two-level atom is included to introduce basic ideas such as Rabi
frequency, detuning and density matrix elements. Four-wave mixing is discussed in Section 3.
Results are given for various parameters.

2. Laser-atom interactions
The interaction between a laser beam and a sample of stationary atoms having only two possible
energy levels (separated in frequency by ω0) has the following interaction Hamiltonian:

ĤI = −e ~E · ~̂D cosωt (2)

Here −e ~̂D represents the dipole moment operator of the atom, ~E is the electric field or amplitude
of the laser beam and cosωt represents the time variation of the electric field of the laser beam
where ω is the laser radian frequency. ĤI is then used in the Von Neumann Liouville equation
to describe the time evolution of the density matrix elements of the system. The Von Neumann
equation is used to derive the following equations for a two level atom (called Optical Bloch
equations):

∂ρ11
∂t

=
1

2
ıΩ(ρ12 − ρ21) + 2γspρ22 (3)

∂ρ12
∂t

=
1

2
ıΩ(ρ11 − ρ22) +

[
ı(ω0 − ω)− γsp

]
ρ12 (4)

∂ρ21
∂t

= −1

2
ıΩ(ρ11 − ρ22) +

[
− ı(ω0 − ω)− γsp

]
ρ12 (5)

∂ρ22
∂t

= −1

2
ıΩ(ρ12 − ρ21)− 2γspρ22 (6)

where Ω = eE〈D〉/~ is called the Rabi frequency and γsp represents a decay/de-coherence
coefficient. ρ11 and ρ22 tells us the probability of the atom being in the ground and excited states,
respectively. ρ12 and ρ21 are the interference terms of the atom indicative of superposition. We
solve the above numerically.

2.1. Results
Results of the numerical solution of Equations 3-6 are given in Figures 1-2. Figure 1 corresponds
to a uniform laser beam and Figure 2 deals with a modulated laser beam. In Figure 1, the blue
curve represents ρ11, the red curve ρ22, the green curve ρ12 and the magenta curve ρ21. The laser
is switched on at t = 0 s with ρ11 = 100% and ρ22 = 0%. Rabi oscillations are demonstrated in
Figure 1A where ω0−ω = 0. In Figure 1B the laser is detuned i.e. ω0−ω 6= 0. The interference
between Ψ1 and Ψ2 is decreased, where Ψi is the wave function corresponding to level i. A
small dissipation is introduced in Figure 1C in the form of γsp. This results in the interference
between Ψ1 and Ψ2 to decay to the point where the probability of superposition is close to 0%.
The phase space plots in Figure 1D are related to Figures 1A-C: Rabi oscillation where the
atom continues on the same path infinitely, (— black); laser detuning where the atom continues
on the same path but at a different frequency to the Rabi frequency, (— purple); dissipation
where the atom never follows the exact same path and diminishes at 0, (— orange).

The laser frequency, ω in the above equations, equations (3) to (6), is altered by including
terms of modulation by means of a sinusoidal variation to the laser frequency. The modulated
detuning is then

(ω0 − ω) = δ +D sin(2πfmt) (7)
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Figure 1. General features of a two-level atom interacting with a uniform laser beam. Plots
A-C are the density matrix elements corresponding to (A) zero laser detuning demonstrating
Rabi oscillation, (B) non-zero laser detuning, (C) zero detuning with added dissipation. Plot
(D) shows the phase space plot, ∂ρ11/∂t vs ρ11 for the above cases.
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Figure 2. Two-level atom interacting with a laser beam where the modulated frequency is
approximately equal to the Rabi frequency and the amplitude of modulation is small. The plots
are: (A) time series; (B) phase space plot and (C) fast Fourier transform.

where δ has a fixed value, fm is the modulation frequency and D represents the level of
modulation. Making use of various parameters in equation (7) gives rise to interesting behaviour
of the atomic dynamics. These are seen in Figure 2. The time series, Figure 2(A), shows an
irregular curve. The phase space plot (B) shows that the atom deviates from the ground state
from cycle to cycle - the path does not repeat itself. The atom behaves in a chaotic manner. In
the Fourier spectra (C) there are three components that arise at 2.36 Hz, 10.72 Hz and 15.37
Hz, none of which appear at the Rabi frequency, Ω = 12.73 Hz (ignoring the DC component at
0 Hz). These results show that the atom has tendencies to behave in a chaotic manner. Similar
results have been seen by Pisipati et al. [4].

3. Nonlinear mixing in multilevel atoms
Next, we study the parametric process of four-wave mixing by having two pump beams, of
different frequencies, interact with four levels of a hypothetical atom. Figure 3 shows the energy
level structure where |1〉, |2〉, |3〉 and |4〉 are four relevant energy levels of the atom with |1〉
being the ground state and |2〉, |3〉 and |4〉 being excited states.
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Figure 3. Four-wave mixing geometry. A- E1 to E4 are the corresponding energies of each
level, ω1 and ω2 are the frequencies of two pump laser beams and ω3 and ω4 are the frequencies
of two internally generated photons. B- E1 and E2 represent the electric fields of the pump
beams and E3 and E4 represent the internally generated photons (these should not be confused
with the energies).

In our analysis co-propagating beams, E1 and E2, having different wavelengths are used as
pumps beams. We investigate the production/variation of E3 and E4 across the longitudinal
section of the sample. We assume that the pump laser beams are strong enough so that they
do not get depleted as they propagate through the atomic ensemble. We also assume that all
photons propagate in the positive z-direction. The atomic levels are assumed to be such that
the photons of frequency ω1, ω2, ω3 and ω4 couple only transitions between |1〉 ↔ |2〉, |2〉 ↔ |3〉,
|3〉 ↔ |4〉 and |4〉 ↔ |1〉, respectively, that is, they are very much detuned compared to the other
transitions.

We now explain the derivation of the equation needed for predicting the electric fields, E3

and E4. Further details of these derivations are provided in [5]. The behaviour of the electric
fields E3 and E4 corresponding to frequencies ω3 and ω4 respectively are described by Maxwell’s
equations:

∂

∂z
E3(z) = ı

ω3

2εc

N

V
µ34ρ

(3)
34 (8)

∂

∂z
E4(z) = ı

ω4

2εc

N

V
µ41ρ

(3)
41 (9)

where ρ
(3)
ij are the third order density matrix elements and are obtained from the master equa-

tion. These equations, equations (8) and (9), are derived from Maxwell’s wave equation [6]

where we have written the polarization in terms of ρ
(3)
34 and ρ

(3)
41 .

The total Hamiltonian is
H = H0 +HI (10)

where HI = −µ̂ ·E, −µ̂ is the dipole moment of the atom and E is the total electric field. The
master equation (Liouville-von Neumann equation) that we solve is

ρ̇ = − ı
~
[
H ′I , ρ

]
+ relaxation terms (11)

where the interaction Hamiltonian term, H ′I , is in the interaction picture.

Making use of perturbation theory we let

ρ = ρ(0) + λρ(1) + λ2ρ(2) + ... (12)
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and expand and group terms by order to obtain the the population and coherence terms. The
third order terms that are important for solving Maxwell’s equation for the ω3 and ω4 terms are

ρ̃
(3)
34 and ρ̃

(3)
41 . The expansion for ρ̃

(3)
34 is

ρ̃
(3)
34 =

1

(∆34 − ıΓ34)

[
1

~3
µ21µ32µ14Ẽ1Ẽ2Ẽ

∗
4

(∆42 + ıΓ42)

(
1

(∆21 − ıΓ21)
− 1

(∆41 + ıΓ41)

)
+

1

~3
µ34|µ14|2Ẽ3|Ẽ4|2

γ41

(
2Γ41

∆2
41 + Γ2

41

)
− 1

~3
µ21µ32µ14Ẽ1Ẽ2Ẽ4

(∆21 − ıΓ21)(∆31 − ıΓ31)

− 1

~3
µ34|µ14|2Ẽ3|Ẽ4|2

(∆41 − ıΓ41)(∆31′ − ıΓ31)

]
e−ıω3t

(13)

where ∆ij represents the detuning between levels |i〉 and |j〉, Γij represents the decay rate of
the corresponding coherence ρij and γij represents the decay of the population ρii. µij are the
matrix elements of the dipole moment µ in the basis |1〉, |2〉, |3〉 and |4〉. A similar equation is

obtained for ρ̃
(3)
41 . Equations for the fourth order terms which give the populations of each state

as a function of detuning can be found in [7].

3.1. Results
We solve equations (8) and (9) numerically for various values of z and use updated values of

ρ̃
(3)
34 and ρ̃

(3)
41 each time. We provide plots of the Rabi frequencies (which are proportional to

the electric fields) of the emerging beams. Population values are also provided. Figures 4 and 5
show results of the population as a function of detuning of pump1 (∆21) and pump2 (∆32).

Figure 4 shows results for pump1 (∆21) at a constant negative detuning as pump2 (∆32)
is varied. The atoms will not get excited from |1〉 → |2〉 easily due to the negative detuning
of pump1 (∆21). From the slight decrease in ρ11 we can assume that most of the atoms have
remained in the ground state. As ∆32 decreases, corresponding to a smaller detuning, we see
ρ22 decreasing slightly. This is because atoms have been excited from |2〉 → |3〉. At the same
time ρ33 and ρ44 have increased by approximately the same amount. Note that ρ33 and ρ44 are
shifted to the right relative to zero detuning to counteract the negative detuning of pump1 beam
in order to get maximum transfer of population to levels |3〉 and |4〉.

Figure 5 shows results for pump2 (∆32) at a constant positive detuning as pump1 (∆21) is
varied. Plots for ρ11 and ρ22 show a decrease and increase in the populations at the respective
levels as ∆21 decreases. We see that the plots for ρ33 and ρ44 have been shifted in the negative
direction to counteract the positive detuning of the pump2 beam in order to get maximum
transfer of population to levels |3〉 and |4〉.

We note that spontaneously generated photons are directly proportional to the populations
ρ22, ρ33 and ρ44. There are certain values of detuning for which there is maximum coherent
beam intensity while the populations are away from their peak values.

4. Summary and Conclusion
We have investigated laser-atom interactions by first examining a two level atom interacting
with a single laser beam where Rabi oscillations have been demonstrated. Dissipation effects
show up as decay in the populations and de-coherence terms in the density matrix elements.
Chaotic behaviour was also seen to occur when a modulated laser is used.

The analysis was extended to include the nonlinear process called four-wave mixing. One
of the advantages of entangled photons generated in cold atoms via four-wave mixing is that
they have better spectral characteristics and are better matched for absorption by the same
type of atom. Various scenarios have been tested where one laser beam was kept constant while
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Figure 4. Plots from top to bottom
are of Rabi frequency (|Ω|2) and
populations (ρ11, ρ22, ρ33 and ρ44) as
the pump2 beam is varied (∆32/Γ32).
Pump1 beam is kept constant at a
negative detuning (∆21).
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the other was varied and vice versa. Maximum intensities of the coherent beams as well as
populations were shown to be dependent on the laser detuning.
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Abstract. The ultrafast transient dynamics of the main plant light-harvesting complex, LHCII, 

of spinach leaves were studied using transient absorption (TA) pump-probe spectroscopy. 

Explicitly, the excitation energy transfer (ET) processes within and amongst the protein-bound 

pigments (viz. chlorophylls (Chls) and carotenoids (Cars)) were investigated. These pigments 

are responsible for the absorption of solar photons and transfer the electronic excitation energy 

on ultrafast timescales to nearby complexes and eventually to a reaction center where charge 

separation is induced. We investigated differences in the ET kinetics that arise from exciting 

particular Cars preferentially. In particular, Lutein 1 and Neoxanthin were targeted using an 

excitation wavelength (λex) of 489 nm, while Lutein 2 and Violaxanthin were excited specifically 

at 506 nm. Global analysis of the TA results was performed. The wavelength-dependent 

excitation study showed the ET dynamics to either be blue-shifted (λex of 489 nm) or red-shifted 

(λex of 506 nm) by ~5 nm. The general spectral (at the pigment peaks) and kinetic (species 

lifetimes) results were obtained. On average, the fluence was measured to be ~1017 photons per 

cm2 per pulse. A high excitation fluence induces the probability of singlet-singlet annihilation to 

occur, thus a surplus of molecules will relax back to the ground state. This work exhibits the 

successful application of the ultrafast pump-probe spectroscopic technique onto the LHCII of 

spinach leaves, preparing a local South African system to contend with international standards. 

1.  Introduction 

Natural photosynthesis is a vital source for food production in nature and is the chief solar energy storing 

process known to exist on earth. Understanding the molecular mechanisms that underlie this process is 

necessary for sustainable future development, especially for solar energy production as an alternative to 

fossil fuel energy sources. 

The photosynthetic light-harvesting (LH) apparatus of a plant is comprised of intricate networks of 

membrane-bound pigment-protein complexes. The photosystem-II (PSII) supercomplex houses the 

LHCII. LHCII, which naturally assumes a trimeric arrangement of three identical subunits, contains two 

main types of protein-bound pigments, viz. Chls and Cars [1]. These pigments capture the solar photons 

and transfer the electronic excitation energy on ultrafast timescales to neighbouring complexes and 

eventually to a reaction center (RC), where a charge separation is initiated [2, 3]. Plants are naturally 

able to protect themselves against the adverse effects of over-illumination through the process of non-

photochemical quenching (NPQ). During NPQ excess energy is dissipated as heat via competing ET 

channels amongst the pigments [4]. Cars quench Chl triplet states in order to prevent the formation of 

reactive singlet oxygen, which is toxic to biological entities [5]. Understanding NPQ is a stepping-stone 

towards improving bio-inspired solar cell devices, particularly the role of Cars in quenching the Chl 

excited singlet states [6]. 

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 188



The light absorption region of Cars in higher plants is typically 400 nm – 500 nm, followed by excited 

ET to Chls a and b, thus increasing the spectral cross section for photosynthetic activity [7]. The 

individual ET dynamics can be studied through ultrafast spectroscopic techniques, such as transient 

absorption (TA) pump-probe (PP) spectroscopy. Pump pulses prompt the photoinduced processes, and 

the ET is typically probed with a white light continuum. 

In the Car electronic structure, the excited-state manifold consists of two low-lying excited singlet 

states, viz. S1 and S2. Transitions from the ground state (GS), S0, to S1 are a one-photon symmetry 

forbidden transition due to S0 and S1 having the same electronic inversion symmetry. In contrast, the 

transition from S0 to S2 is strongly allowed and therefore typically observed in spectroscopic signals. 

Upon excitation, the S2 state rapidly decays within a few hundred femtoseconds to the optically dark 

(i.e. nonradiative) S1 state, which subsequently decays on a picosecond timescale to S0 [7]. Due to the 

short lifetime of S2 its excited state absorption (ESA) is not significant [8]. The decay of the strong 

negative ground state bleach (GSB), which is associated with the pump λex, enables the estimation of 

the S2 lifetime [9]. Therefore, it is necessary to exploit the structure and amplitude of the ESA of S2. In 

this study, we examined the TA signals of LHCII at two different λex, exciting specific Cars, viz. 489 

nm for Lutein 1 and Neoxanthin, and 506 nm for Lutein 2 and Violaxanthin. 

 

 

Figure 1: Simplified energy level diagram 

of the ET pathways between electronic 

excited states of Car and Chl pigment 

molecules, as well as the deactivation 

pathways within the molecules. Dotted 

lines show triplet states, whilst the solid 

lines denote singlet states. The Fl dashed 

arrow denotes a radiative process, solid 

blue is used for ET, and solid orange and 

green for non-radiative processes. Abs: 

absorption, Fl: fluorescence, IC: internal 

conversion, ISC: intersystem crossing.  

2.  Experimental 

2.1.  Sample preparation 

 Isolated LHCII trimers were prepared from PSII-enriched thylakoid membranes of spinach leaves [10, 

11]. A buffer-detergent mixture (1.5 ml) consisting of 1.455 ml of 20 mM Hepes at pH 7.5 was added 

to 45 μl of 1 % weight/volume β-DM detergent. 

An Agilent Technologies Cary UV-Visible spectrophotometer was used to measure the LHCII 

sample’s absorption spectrum, identifying pigment peak absorptions. Specifically, the exact sample 

concentration at the Qy
2 peak of Chl a was found to be at an optimal optical density (OD = εlC) of 

0.725/mm, using the Beer-Lambert law 

𝐼 =  𝐼0𝑒−𝜀𝑑𝐶    (1) 

where I is the pump beam intensity after, and I0 the intensity before the sample, ε the molar extinction 

coefficient [in dm3.mol-1.cm-1], d the path length and C the concentration of the sample [in mol.dm-3].  

 

2 Qy transition: the longest-wavelength transition, invariably polarized along the y-axis of the molecule [12] 
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2.2.  Experimental technique 

The excited-state dynamics of isolated LHCII trimers was investigated by using the femtosecond TA 

PP spectroscopy laser facility of the National Laser Centre (NLC) at the Centre for Scientific and 

Industrial Research (CSIR) in Pretoria, South Africa. 

 The setup consists of a regenerative, 1 kHz amplified Ti:Sapphire solid-state laser (Clark – MXR, 

Inc. CPA 2110i). An optimal power of 1 W, with a pulse duration of 150 fs (corresponding to a 

transform-limited bandwidth of 7 nm) and central output peak wavelength of 775 nm was used. The 

CPA laser beam is split into two – one for the pump beam (30%) and one for the probe beam (70%). A 

non-collinear optical parametric amplifier (NOPA), pumped by the second harmonic (387.5 nm), is used 

to generate a pump pulse. Either a long-pass or short-pass filter at 500 nm was used outside the NOPA 

to narrow the spectral bandwidth for selective wavelength excitation. After prism compression, the pulse 

duration is ~30-40 fs, with a spectral FWHM bandwidth of 15 nm. A combination of neutral density 

filters were used to further tailor the pulse. 

A 1 kHz mechanical chopper is used to distinguish between an excited state (pump-on) and an 

unexcited state (pump-off) for the pump pulse. This gives the difference in absorption (∆A) of the 

sample. ∆A is probed with a broadband white-light beam, generated by a sapphire crystal. The probe 

pulse is delayed with respect to the pump pulse by using a 2 ns optical delay line. The pump and probe 

pulses overlap both spatially and temporally in the 1 mm path length cuvette that contains the prepared 

LHCII sample. The polarization of the pump pulse was set at the magic angle (54.7º) with respect to the 

probe pulse. Measurements were conducted at room temperature in aerobic conditions. To prevent 

photobleaching, small orthogonal vibrations were induced to the sample through the cuvette by using 

an amplifier. 

 
Figure 2: The TA PP spectroscopic setup used at the NLC. See text for detail. 

The photoinduced OD changes are calculated as follows: 

𝛥𝑂𝐷𝜆 = 𝛥𝐴PumpON − 𝛥𝐴PumpOFF = − log ((
𝐼𝜆

probe

𝐼𝜆
ref )

excited

(
𝐼𝜆

probe

𝐼𝜆
ref )⁄ )          (2) 

where (𝐼𝜆
probe

𝐼𝜆
ref⁄ )

excited
 is a ratio of the pump and reference beam intensities at a specific wavelength 

λ, which is measured after the sample has been excited; whilst (𝐼𝜆
probe

𝐼𝜆
ref⁄ ) is the same ratio for an 

unexcited sample.  

The nature of the TA PP data is complicated, and the subsequent interpretation after analysis is even 

more complex in terms of relating rate constants and results to literature. A number of factors such as 

the sample preparation process, unstable proteins after isolation, pigment ratios, temperature 

fluctuations, data measuring process, signal-to-noise ratios, sample refreshing rate, etc., all affect the 

quality of the data. By increasing the number of averages and reducing the focal beam spot sizes, and 

working in a dark, enclosed environment, the signal-to-noise ratio increased dramatically.  
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Time-resolved spectra were analyzed by fitting a model to estimate the rate constants of the various 

processes using kinetic parameters. We used the Glotaran [9] (Global and Target Analysis) freeware. 

Information of the ET mechanisms that occur in the LHCII trimer can be obtained from Global analysis 

in the form of rate constants for the various processes. The ET dynamics, which is typically seen from 

PP spectroscopy is termed Evolution Associated Difference Spectra (EADS), and decays sequentially 

with each species (τ) decaying into the subsequent one. For a three-compartmental model we therefore 

consider the scheme τ1→ τ2→ τ3. 

3.  Results and Discussion 

Two datasets were acquired from the TA PP measurements on LHCII, pumped at an excitation 

wavelength (λex) of 489 nm and 506 nm, each with an intensity of 500 nJ/pulse. In both cases, a 

maximum of three kinetic parameters were fitted to the data, until the sequential model converged and 

a good dispersion fit (3rd order polynomial) was found for each dataset. According to the nature of the 

individual sample sets, various decay lifetimes were extracted from the data, ranging from a few 100 fs 

to a few ns – where the latter corresponds to typical fluorescence lifetimes.  

The raw TA map upon excitation of LHCII at 506 nm is shown in figure 4(a), while figure 4(b) 

shows the line spectra at various time delays for the same dataset. The main features are the negative 

ground state bleach (GSB) around λex of 506 nm, excited state absorption (ESA) (central λ = 530 nm), 

and GSB of Chl b (at 650 nm) and Chl a (at 673 nm). 

(a)  

 

(b)  

 
Figure 4: (a) Raw TA data of LHCII pumped at 506 nm with a pulse energy of 500 nJ. The 

dispersion fit is indicated by the black line. The negative blue/green sections indicate GSB, and 

positive red the ESA. (b) Spectral evolution (line spectra) of the sample at various delay times. 

General trends are seen in the EADS of figure 5, demonstrating the excited ET at specific timescales. 

The three typical species lifetimes are: τ1 ~ 500 fs – 1.5 ps (black line), corresponding to a maximum 

 

Figure 3: Measured absorption spectrum of LHCII. 

Chosen pump excitation wavelengths indicated with 

arrows – 489 nm and 506 nm. Qy peak of Chl a 

measured as 0.725/mm. It is important to note that 

the excitation wavelength of 489 nm is relatively 

close to the peak of the Chl b Soret band, whereas 

506 nm more specifically excites the Cars.  
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pump GSB and decay of the populated Car S2-state to the other states (see figure 1) as well as maximum 

ESA. The second species (red) has a lifetime of τ2 ~10 ps, which corresponds to the fastest decay of the 

positive ESA band, denoting primarily ET from Car S1 and Chl b to Chl a (GSB of the Qy bands). The 

third lifetime (blue) has a characteristic lifetime of τ3 ~600-700 ps and corresponds to relaxation of the 

Qy-state of Chl a. Since the LHCII is isolated, it is no longer attached to a RC. Hence a surplus of energy 

remains at Chl a, which then results in values that are on the ns timescales and are typical of Chl a 

fluorescence. 
  

Figure 5: The Evolution Associated Difference Spectra (EADS) of the two LHCII samples investigated 

under different excitation wavelengths, (a) 489 nm and (b) 506 nm, each with a pulse energy of 500 nJ. 

The Chl b bleach is stronger in figure 5(a) than in figure 5(b), which can be explained by the excitation 

in the blue region (489 nm) inferring a higher probability of exciting Chl b in the Soret region, as 

opposed to exciting only the Car region (506 nm). Thus, within the first few ps (τ2), maximum ET occurs 

from the initially excited Chl b towards Chl a, as well as maximum ESA. The first lifetime of figure 

5(a) has the structure of a coherent artefact, which arises around time zero as the supercontinuum probe 

traverses the sample [13]. Upon close inspection, there is a slight wavelength shift of ~5 nm towards the 

red for λex 506 nm of all the bands, which corresponds to equilibrium of the energy before ET of de-

excitation. The order of magnitude of the three EADS rate constants correspond to those found earlier 

in a similar study by Gradinaru, et al. in 2000 [8]. 

 

Figure 6: Difference intensity trace, after pumping 

with 500 nJ/pulse for λex of 489 nm. At four 

characteristic wavelengths we see the following: 489 

nm (decay of initially populated Car S2
 state), 529 

nm (ESA, and population of Car S1), 645 nm (Chl b 
peak), and 673 nm (Chl a peak). 

Figure 6 shows that the decay of each species began around the same time. At first glance, it is apparent 

that the decay profiles of the λex at 489 nm with 500 nJ/pulse excitation are noisy. The strong Chl a 

bleach at 673 nm has the longest rise time, suggesting that this bleach was the dominant processes. 

The excitation fluence (number of photons per unit area per pulse) [14] was calculated using a beam 

diameter of 800 μm for λex 489 nm and 506 nm, and pump power of 500 μW. On average, the fluence 

was measured to be ~1017 photons per cm2 per pulse. According to literature, at this order of magnitude 

we expect an increase in the singlet-singlet annihilation probabilities [15]. The difference is by and large 

attributed to the large beam diameter used, and one of the major future prospects is to reduce the focal 

spot sizes of both the pump and probe beams in the PP system. Hence, a high excitation fluence implies 

stronger change in absorbance signals, and a greater chance for singlet-singlet annihilation to occur. 
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4.  Conclusion 

This paper has highlighted some of the main spectral (at the pigment peaks) and kinetic (species 

lifetimes) results obtained for the various ET mechanisms amongst the Cars and Chls in the LHCII 

complex of spinach leaves. The wavelength dependent study, using a pulse energy of 500 nJ for the 489 

nm and the 506 nm pump excitations exhibited a clear difference in the sample absorption and ET 

dynamics, as well as signal strengths (OD). The EADS showed that there is a difference in the ET 

dynamics between the Car region, and Chl a and b regions. Using different excitation wavelengths affect 

the lifetimes of processes, as well as the specific pigments that are targeted in this case. Global analysis 

gives the overall decay of a system as a whole (mixture of pure molecular states), from which specific 

elucidation of individual and intermediate states can be performed on the data as target analysis. High 

excitation fluence values infers a greater chance for singlet-singlet annihilation to occur, resulting in a 

larger number of molecules relaxing back to the GS. Nonetheless, the kinetic values obtained from this 

experiment for the various ET mechanisms amongst the Cars and Chls of the LHCII, are a good 

indication that the setup can be used for more sophisticated data acquisition experiments. In conclusion, 

the technique of ultrafast pump-probe spectroscopy was successfully applied to the LHCII of spinach 

leaves, preparing a local South African system to contend on an international platform. 
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Abstract. Metamaterials have opened up many novel ways of controlling light, and in
particular, controlling the polarisation of light. An important component in this respect is the
polariser, which transmits light of one polarisation while blocking light of another polarisation.
In our work, we experimentally probe and characterise a metamaterial polariser in the quantum
regime. To do this, we prepare different polarisation-encoded single-photon states and send
them through the metamaterial. We then perform quantum state tomography and obtain
output states with a high fidelity to those expected (& 96% on average). The transmission
of vertically polarised light increases from 75% to 85% as the nanorod dimensions vary in the
metamaterial. On the other hand, the metamaterials consistently transmit 99% of horizontally
polarised light. The results are in full agreement with our theoretical predictions for an optical
polarizer, in which we employ an analytical model for the metamaterial. Our study provides
further evidence that metamaterials may be used for building compact optical components in
on-chip quantum photonic systems.

1. Introduction
Plasmonic metamaterials are made from metallic nanostructures engineered with feature sizes
smaller than the wavelength of interest [1]. They are able to achieve unusual optical responses
that are not available in nature [2]. The metallic nanostructures in metamaterials, also
known as ‘unit cells’, are usually arranged periodically in close range to each other, and their
material and geometrical properties can be manipulated in order to change the bulk permittivity
ε, permeability µ and other properties of the material. The unusual optical behaviour of
metamaterials is due to the collective oscillations of the nanostructures in resonance with the
incident light, i.e. a localised surface plasmon resonance [3, 4]. This plasmonic resonance gives
metamaterials the ability to control and manipulate many different aspects of light.

Controlling the polarisation of light is an important process in many areas of science and
technology, for example in communication [5], imaging [6, 7], and sensing [8]. Over the years,
conventional optical polarisers have been made from birefringent materials [9], and from crystals
or polymers [10]. Recently, the control of the polarisation of light using metamaterials has
become possible. Shen et al. [11] have demonstrated an ultra-high efficiency metamaterial
polariser, where light that is perpendicular to the principal axis is transmitted undisturbed, while
light that is parallel is attenuated. Tam and Yan [12] have designed a plasmonic ultra-broadband
polariser based on silver nanowire arrays where a broadband transmission was realised. Chin et
al. [13] have shown that, with designed metamaterials mimicking anisotropic crystals, it is also
possible to change the polarisation state of the field during the polariser operation.
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In our work we experimentally probe and characterise a plasmonic metamaterial polariser in
the quantum regime. We prepare different polarisation-encoded single-photon states and send
them through the metamaterial. We then measure the output states of the metamaterial by
performing quantum state tomography. An optical polariser that can control and manipulate
the polarisation of light is an important component in quantum computing and quantum
communication, where quantum information is encoded into the polarisation degree of freedom
of single photons [14]. Due to the small size of the metamaterial it can be integrated with other
optical components at the nanoscale in the design of an on-chip optical system. Along these
lines, recently Asano et al. [15] used an optical metamaterial polariser to perform quantum state
engineering, realising a quantum entanglement distillation protocol. Here, we extend this study
by comparing the predictions of the expected theoretical response of the metamaterial using an
analytical model to the experimental results obtained in the quantum regime.

2. Experimental setup
The experimental setup is shown in figure 1 (a), where type-1 spontaneous parametric down-
conversion is used to generate pairs of single photons [16, 17]. A pump laser at 405 nm is rotated
to vertical polarisation by a half-wave plate (HWP). The pump beam is then sent through a non-
linear BiBO crystal, which produces two ‘twin’ (idler and signal) photons polarised horizontally
at a lower frequency (wavelength 810 nm). One photon is produced in arm A and the other in
arm B. The optical axis of the BiBO is cut such that the two photons emerge at 30 from the
initial pump direction. A single photon in arm A is used to herald the presence of another single
photon in arm B. A qubit is encoded into the single photon in arm B using a quarter-wave plate
(QWP) and HWP. Here, the polarisation states |H〉 and |V 〉 are used as the orthogonal basis
states of the qubit. This qubit is then sent through the plasmonic metamaterial (MTM).

Quantum state tomography is performed on the output of six different polarisation-encoded
qubits sent through the metamaterial using a QWP, HWP and a polarising beamsplitter (PBS).
This allows the density matrices to be reconstructed via projective measurements [18]. The
output of our projective measurement is sent into fibre couplers and coincidence counts between

Figure 1: Overview of the experiment. (a) Experimental setup. Here, L is a convex lens, HWP and QWP are a half- and
quarter-wave plate, BiBO is a nonlinear crystal, MTM is a metamaterial, PBS is a polarising beamsplitter and APD is an
avalanche photodetector. (b) Telescope system for imaging the alignment laser and its position on different metamaterials.
FM is a flip mirror. (c) Image of metamaterials with the alignment beam on a particular design.
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arm A and B (8 ns window) are detected by silicon avalanche photodetectors and a coincidence
counting unit. An interference filter (800 ± 20 nm) is placed in front of each fibre coupler to
cut out photons of higher and lower frequencies corresponding to unwanted down-conversion
processes and the pump beam. Figure 1 (b) shows the telescope system used to focus the single
photons onto the metamaterial and CCD for imaging. Figure 1 (c) shows an image obtained
from the CCD displaying the sample used with different metamaterial designs (each 100µm ×
100µm). An alignment beam (785 nm) sent from the fibre coupler can be seen at one of the
metamaterial designs. The telescope system is designed in such a way that the beam before and
after the lenses is collimated and therefore the beam diameter of single photons traversing in
the opposite direction will be roughly the same as that of the alignment beam. When single
photons are used in the setup the beamsplitter and mirror in figure 1 (b) are flipped down.

3. Quantum state probing
The input probe states are encoded experimentally by using a QWP and HWP set at a particular
angle (see encode box in figure 1 (a)). The unitary operations of the wave plates acting on the
polarisation qubit of the single photon in arm B are given by

ÛQWP (q) =
1√
2

[
i− cos(2q) sin(2q)

sin(2q) i+ cos(2q)

]
, ÛHWP (h) =

[
cos(2h) − sin(2h)
− sin(2h) − cos(2h)

]
. (1)

By choosing the angles correctly [18] we obtain six different polarisation-encoded qubits

|H〉 =

(
1
0

)
, |V 〉 =

(
0
1

)
, |+〉 =

1√
2

(
1
1

)
,

|−〉 =
1√
2

(
1
−1

)
, |L〉 =

1√
2

(
1
i

)
, |R〉 =

1√
2

(
1
−i

)
,

(2)

where |H〉, |V 〉, |+〉, |−〉, |L〉 and |R〉 correspond to horizontal, vertical, diagonal, anti-diagonal,
left- and right-circularly polarised single photons, respectively. We send these probe states
through the metamaterial and perform quantum state tomography on the output states.

4. Theoretical prediction
Before discussing the results of probing the metamaterial in the quantum regime we describe
the theory of transmission of light through them. For this we model the metamaterial as a
periodic array of nanoparticles in a rectangular lattice with periods dx and dy. In the dipole
approximation, each nanoparticle representing a unit cell of the metamaterial is modelled by a
dipole with polarisability tensor α, which relates the dipole moment to the local electric field at
the particle [19–21]. The plasmonic nanoparticles in this work are rod-like in shape and are well
described as an ellipsoid with semi-axes a, b and c. This gives a diagonal polarisability tensor
with non-zero elements [20]

αii = 4πε0abc
εau − εm

3εm + 3Li(εau − εm)
, (3)

where ε0 is the free space permittivity, Li (i = x, y, z) is a shape factor [20], εau = −22.842 +
1.8388i is the relative permittivity of gold and εm = (1.45)2 the relative permittivity of the
surrounding medium (silica) at 810 nm. In our simulation, a = l

2 , b = w
2 , and c = z

2 , where l
is the length of the nanorod, w is the width and z is the height. The nanorods are fabricated
by electron-beam lithography and gold deposition on a silica substrate [15]. The dimensions
used are dx = dy = 200 nm for the period, l = 95 − 110 nm for the length, w = 39 − 47
nm for the width and z = 30 nm for the thickness. Each metamaterial in figure 1 (c) has a
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Figure 2: Theoretical and experimental transmission through metamaterials. (a) Theoretical transmission spectra for
horizontally (orange line) and vertically (blue line) polarised light sent through a plasmonic metamaterial made of gold
nanorods (w = 39 nm, l = 110 nm, z = 30 nm). The dashed line corresponds to 810 nm. (b) Transmission coefficients of
horizontally (black) and vertically (grey) polarised single photons (at 810 nm) through different plasmonic metamaterials
(w = 39 − 47 nm, l = 110 nm, z = 30 nm) obtained via experiment. Here, metamaterial design ‘P10’ has the dimensions
used in (a) and design ‘P1’ is an empty slot on the sample.

different dimension chosen for the length and width of the nanorods used as unit cells, with a
total square footprint of 100µm×100µm. The transmission and reflection of light through this
kind of nanoparticle periodic array are described in detail in Ref. [21] and given for light with
normal incidence to the array and polarised in direction k as

Rk =
iµ0πfc

dxdy
αkk, Tk = 1 +Rk. (4)

Here, µ0 is the free space permeability, f is the frequency of the propagating electromagnetic
wave and c is the speed of light in a vacuum. With these equations at hand, we are able
to model the transmission of single photons of horizontal and vertical polarisation through the
different metamaterial designs shown in figure 1 (c), where the vertical axis of the single photons
is oriented along the long axis of the nanorods. From the above theory, this means that the
probability of transmitting a photon encoded in the state |V 〉 through a metamaterial should
decrease as the nanorod length in the metamaterial increases and width decreases. This is caused
by a stronger plasmonic resonance of the nanorod. On the other hand, the transmission of a
photon encoded in the state |H〉 is constant for all the metamaterial designs as the plasmonic
resonance is weak along the width of the nanorod for the widths considered.

5. Experimental results
We now present our experimental results and compare them with results obtained via the theory
outlined in the previous section. Figure 2 (a) shows the transmission for horizontally and
vertically polarised light obtained from theory for a particular set of nanorod dimensions (w = 39
nm, l = 110 nm, z = 30 nm). A dashed line represents 810 nm, corresponding to the wavelength
of our single photons. In figure 2 (b) we show the results from experimental probing of several
metamaterials in our setup with different nanorod dimensions. The transmission response for

|H〉 and |V 〉 polarisation encoded photons were calculated using TH=
THM
THS

and TV =
TVM
TVS

,

respectively. Here, THS
and THM

are the transmission probabilities of the state |H〉 through
the substrate (no metamaterial) and through the metamaterial, respectively. Similarly, TVS and
TVM are the transmission probabilities of the state |V 〉 through the substrate and metamaterial,
respectively. As can be seen in figure 2 (b) that the transmission of the state |V 〉 decreases
from 85% to 75% as the nanorod dimensions vary in the metamaterial (length and thickness
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Figure 3: Quantum state tomography of probe states sent through the metamaterial and substrate. (a) Real and imaginary
parts of the output state ρ̂exp obtained from the state |H〉 sent through the substrate and metamaterial. (b) Real and
imaginary parts of the output state for |V 〉 sent through the substrate and metamaterial. The other panels show the output
states for the following probe states: (c) shows |+〉 and (d) shows |L〉.

fixed, width decreases). On the other hand, the plasmonic metamaterials transmit ∼ 99% of
the state |H〉 compared to the bare substrate. In the experimental results in figure 2 (b), the
metamaterial design ‘P10’ has nanorods with the same dimensions as those used in the theory for
figure 2 (a). Considering the finite bandwidth of the single photons, the experimental results are
in good agreement with the average transmission obtained from the theory. Also, the trend of
our results generally agrees with the transmissions obtained by Asano et al. in Ref. [15], which
reported transmissions from 11% to 41% for TV by classical FTIR for metamaterials with similar
nanorod structures, but a different range of dimensions and thus transmission response.

In order to further investigate metamaterial P10 in the quantum regime we probe it with
six polarisation-encoded single photon states: |H〉, |V 〉, |+〉, |−〉, |L〉 and |R〉. The fidelity
F = 〈ψ| ρ̂exp |ψ〉 and purity P = tr(ρ̂2

exp) [22] were then calculated for the output states ρ̂exp
obtained using quantum state tomography [18]. Here, |ψ〉 is the ideal input quantum state and
the fidelity provides a measure of the closeness of the output state to the ideal input state. The
purity provides a measure of how close the output state is to a pure state. In figure 3 we show
the real and imaginary parts of the density matrices for four different probe states (|H〉, |V 〉, |+〉
and |L〉) sent through either the substrate or metamaterial P10. We obtained a fidelity of 0.960
±0.002 and a purity of 0.950 ± 0.007 for the probe state |H〉 transmitted through the substrate,
and a fidelity of 0.97 ± 0.003 and a purity of 0.956±0.007 for the state |H〉 transmitted through
the metamaterial. The fidelity and purity of all six probe states are given in table 1.

One can see in figure 3 (a) and (b) that the |H〉 and |V 〉 states are transmitted through the
metamaterial in the same way as the substrate, although with fewer photons detected for |V 〉
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State Fidelity Purity
Substrate Metamaterial Substrate Metamaterial

|H〉 0.960 ± 0.002 0.970 ± 0.003 0.950 ± 0.007 0.956 ± 0.003
|V 〉 0.960 ± 0.002 0.928 ± 0.003 0.954 ± 0.004 0.925 ± 0.007
|+〉 0.940 ± 0.003 0.960 ± 0.002 0.946 ± 0.006 0.968 ± 0.005
|−〉 0.950 ± 0.003 0.910 ± 0.003 0.953 ± 0.006 0.987 ± 0.007
|R〉 0.924 ± 0.003 0.925 ± 0.003 0.912 ± 0.006 0.954 ± 0.006
|L〉 0.938 ± 0.003 0.929 ± 0.003 0.938 ± 0.002 0.934 ± 0.005

Table 1: Fidelity and purity for the single-photon probe states.

through the metamaterial. On the other hand, for the |+〉 and |L〉 states shown in figure 3 (c)
and (d) the metamaterial acts as a partial polariser, balancing the ratio of the diagonal terms.

6. Summary
We experimentally characterised a plasmonic metamaterial optical polariser in the quantum
regime and showed that the metamaterial behaves like a partial polariser, transmitting the
horizontally polarised component of single photons undisturbed and part of the vertically
polarised component. The experimental results are in agreement with the theory. The other
metamaterials studied showed polarisation dependence for vertically polarised photons according
to the dimensions of the nanorods used as unit cells. The transmission of horizontally polarised
photons was essentially constant for all metamaterials. This study provides further evidence
that metamaterials may be used as optical components in quantum photonic systems.
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Abstract. We use the covariant consistency analysis formalism to show the existence of a
class of perfect-fluid cosmological solutions, known as anti-Newtonian universes, in the context
of modified gravity. There are no known linearized solutions in General Relativity, but the
integrability conditions for such models in f(R) gravity are presented.

1. Introduction
The phenomenological discovery that the Universe is currently undergoing accelerated expansion
has attracted numerous theoretical alternatives to General Relativity (GR). Among such
alternatives are fourth-order theories of gravity. Generally obtained by including higher-order
curvature invariants in the Hilbert-Einstein action, or by making the action nonlinear in the
Ricci curvature R or contain terms involving combinations of derivatives of R, these models
attempt to address the shortcomings of GR in the infrared (IR) and ultraviolet (UV) ranges,
i.e., very low and very high energy scales. The simplest, and perhaps most studied, of these
models are the f(R) models of gravitation. One advantage of such models is that they have
enough freedom to explain early-universe inflation [1], late-time acceleration [2] and the cosmic
evolution history in between [3, 4, 5]. As such freedom does not come without a cost, i.e., viable
models should be constrained to conform with observational predictions and physically motivated
mathematical restrictions, rigorous consistency analyses of the linearized field equations in such
theories need to be made. Such initiatives have been undertaken in recent works [6, 7, 8, 9] for
some classes of cosmological solutions with an underlying Friedman-Lemâıtre-Robertson-Walker
(FLRW) background.

In GR, irrotational dust spacetimes have been studied as potential models for the description
of gravitational collapse and late-time cosmic structure formation. The locally free gravitational
field in such spacetimes is covariantly described by the gravito-electric and gravito-magnetic
tensors, Eab and Hab , which, respectively, are responsible for the tidal tensor in the classical
Newtonian gravitational theory and gravitational radiation in relativistic theories. Purely
gravito-electric irrotational dust spacetimes are usually referred to as Newtonian-like or quasi-
Newtonian universes, whereas those classes of irrotational dust universes with purely gravito-
magnetic Weyl tensor are called anti-Newtonian universes. Consistency analyses of the general
relativistic propagation and constraint equations arising from imposing external restrictions such
as shear-free assumptions do generally show that such models suffer from severe integrability
conditions [10, 11, 12, 13, 14] leading to the conclusion that there are no anti-Newtonian
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spacetimes that are linearized perturbations of FLRW universes. Our present work shows that
fourth-order gravitational theories, that generally assume non-vanishing anisotropic pressure
and heat-flux terms, allow such solutions.

2. Linearized anti-Newtonian field equations
If we generalize the Hilbert-Einstein action by making the geometric contribution to the
Lagrangian a generic function of the Ricci scalar, R, we obtain the f(R) gravitational action

A = 1
2

∫
d4x
√
−g [f(R) + 2Lm] , (1)

which, upon the application of the variation principle, yields the generalized Einstein field
equations 1

f ′Gab = Tm
ab + 1

2(f −Rf ′)gab +∇b∇af
′ − gab∇c∇cf ′ . (2)

Here Lm is Lagrangian for standard matter whose energy-momentum tensor (EMT) is given by

Tm
ab = µmuaub + pmhab + qma ub + qmb ua + πmab , (3)

where µm, pm, qma and πmab are matter energy density, pressure, heat flux and anisotropic pressure
respectively of matter, ua is a normalized 4-velocity vector of fundamental observers, and hab is
used to define the fully orthogonally projected covariant derivative operator ∇̃. Eq. (2) shows
that the standard Einstein field equations get modified due to the addition of the extra geometric
terms (f(R) and its derivatives) to the matter on the right hand side. These extra terms can
be considered to make up the curvature fluid contributions to the EMT whose energy density,
pressure, heat flux and anisotropic pressure are given by

µR =
1

f ′

[
1
2(Rf ′ − f)−Θf ′′Ṙ+ f ′′∇̃2R

]
, (4)

pR =
1

f ′

[
1
2(f −Rf ′) + f ′′R̈+ f ′′′Ṙ2 + 2

3

(
Θf ′′Ṙ− f ′′∇̃2R

)]
, (5)

qRa = − 1

f ′

[
f ′′′Ṙ∇̃aR+ f ′′∇̃aṘ− 1

3f
′′Θ∇̃aR

]
, (6)

πRab =
f ′′

f ′

[
∇̃〈a∇̃b〉R− σabṘ

]
, (7)

where Θ and σab are the expansion scalar and the shear tensor obtained from the full covariant
derivative of ua as follows:

∇aub = −Aaub + 1
3habΘ + σab + εabcω

c. (8)

Here Aa = u̇a and ωa = εabc∇̃buc are the 4-acceleration and vorticity vectors. The angular
brackets in Eq. (7) denote orthogonal projections of vectors and tensors. The volume element
for the 3-rest spaces orthogonal to ua is defined by 2

εabc = udηdabc = −
√
|g|δ0[a δ

1
b δ

2
c δ

3
d]u

d ⇒ εabc = ε[abc], εabcu
c = 0, (9)

1 We have used the shorthands f = f(R) , f ′ ≡ df/dR , etc. Moreover, we use ∇, ∇̃ and an overhead dot . to
denote the full covariant derivative, the covariant 3-spatial derivative and differentiation with respect to cosmic
time t, respectively.
2 In this work, round brackets (ab) indicate symmetrization over the indices a and b whereas square brackets [ab]
denote anti-symmetrization over these indices.
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where ηabcd is the 4-dimensional volume element such that

ηabcd = η[abcd] = 2εab[cud] − 2u[aεb]cd. (10)

We define the covariant spatial divergence and curl of vectors and tensors as

divV = ∇̃aVa , (divS)a = ∇̃bSab , (11)

curlVa = εabc∇̃bV c , curlSab = εcd(a∇̃cSb)
d . (12)

Covariant spatial derivative operators acting on any scalar field φ obey the commutation relation

[∇̃a∇̃b − ∇̃b∇̃a]φ = 2εabcω
cφ̇ , (13)

and to linear order, the following differential relations apply:

[∇̃a∇̃b∇̃a − ∇̃b∇̃2]φ = 1
3R̃∇̃bφ , (14)

[∇̃2∇̃b − ∇̃b∇̃2]φ = 1
3R̃∇̃bφ+ 2εdbc∇̃d(ωcφ̇) , (15)

where R̃ = 6K
a2

= 2
(
µ− 1

3Θ2
)

is the 3-curvature scalar. K = −1, 0 or 1 depending on whether
the Universe is open, flat or closed and a = a(t) is the cosmological scale factor. µ is the energy
density of the total cosmic fluid. Moreover, the curl of the spatial gradient of a scalar field is
given by

εabc∇̃b∇̃cφ = 2ωaφ̇ . (16)

Using the (−+ ++) spacetime signature, the Riemann tensor is given by

Ra
bcd = Γa

bd,c − Γa
bc,d + Γe

bdΓa
ce − Γf

bcΓ
a
df (17)

together with the Christoffel symbols, Ricci tensor and Ricci scalar respectively given as

Γa
bd =

1

2
gae (gbe,d + ged,b − gbd,e) , Rab = gcdRcadb , R = Ra

a . (18)

The Weyl conformal curvature tensor Cabcd is defined from the trace-free part of the Riemann
tensor as

Cab
cd = Rab

cd − 2g[a[cR
b]
d] +

R

3
g[a[cg

b]
d] , (19)

and is usually split into its “gravito-electric” and “gravito-magnetic” parts, Eab and Hab,
respectively given by

Eab ≡ Cagbhu
guh, Hab = 1

2ηae
ghCghbdu

eud. (20)

Now the total thermodynamic quantities of the matter-curvature fluid composition can be defined
as

µ ≡ µm
f ′

+ µR , p ≡ pm
f ′

+ pR , qa ≡
qma
f ′

+ qRa , πab ≡
πmab
f ′

+ πRab . (21)

Anti-Newtonian universes are special classes of irrotational dust spacetimes characterized by

pm = 0 , Aa = 0 , qma = 0 , ωa = 0 , πmab = 0 , Eab = 0 . (22)

Putting all these together, the generalized propagation relations of the Einstein field equations
for generic f(R) gravitation describing anti-Newtonian universes can be given as [12, 15]
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µ̇m = −µmΘ , (23)

µ̇R = −(µR + pR)Θ +
µmf

′′

f ′2
Ṙ− ∇̃aqRa , (24)

Θ̇ = −1
3Θ2 − 1

2(µ+ 3p) , (25)

q̇Ra = −4
3ΘqRa +

µmf
′′

f ′2
∇̃aR− ∇̃apR − ∇̃bπRab , (26)

σ̇ab = −2
3Θσab + 1

2π
R
ab , (27)

π̇Rab = 2εcd〈a∇̃cHd
b〉 − (µ+ pR)σab − ∇̃〈aqRb〉 −

1
3ΘπRab , (28)

Ḣab = −ΘHab + 1
2εcd〈a∇̃

cπR d
b〉 . (29)

The role of Eqs. (23)-(29) is to make sure that the covariant variables on some initial
hypersurface S0 are uniquely determined. The corresponding constraint relations

(C1)a := ∇̃bσab − 2
3∇̃aΘ + qRa = 0 , (30)

(C2)ab := εcd(a∇̃cσb)
d −Hab = 0 , (31)

(C3)a := ∇̃bHab + 1
2εabc∇̃

bqcR = 0 . (32)

(C4)a := ∇̃bπRab − 2
3∇̃aµ+ 2

3ΘqRa = 0 , (33)

put restrictions on the initial data to be specified and must remain satisfied on any hypersurface
St for all comoving time t .

In GR, the evolution equations (23)-(29) decouple from the gradient, divergence and curl
terms, forming ordinary differential evolution equations. As a result, anti-Newtonian cosmologies
in GR are said to be silent models because the flowlines emerging from the initial hypersurface
S0 evolve separately from each other [11, 12, 14]. Interestingly, however, the non-vanishing of
the curvature anisotropic pressure and total heat flux in Eqs. (24), (26), (28) and (29) shows
that anti-Newtonian solutions in f(R) gravity are not silent models. The curl terms in Eqs.
(29) and (32) vanish if we apply the differential identities (13) and (14), the definitions (6)
and (7) and the constraint Eq. (30), together with the irrotational , i.e., ωa = 0 spacetime
assumption. A consequence of these results is that the evolution and constraint equations for
the gravito-magnetic Weyl tensor simplify as

Ḣab = −ΘHab , (34)

(C3∗)a := ∇̃bHab = 0 . (35)

The vanishing of the divergence of Hab in the last equation is a necessary condition for
gravitational radiation.

No new constraint equations have emerged as a result of the anti-Newtonian assumption
(with the vanishing of the gravito-electric Weyl tensor). But in GR, this is not the case because
Eq. (28) becomes a new constraint equation since the left-hand side of this equation identically
vanishes. Integrability conditions arise as a result.
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3. Integrability conditions in f(R) gravity
Even if no new constraint equations emerge from the anti-Newtonian assumption, Eq. (33) is
a modified constraint relation. If we take the curl of both sides of this equation and obtain an
identity, we say that the constraint equation is spatially consistent. In fact, using our previous
argument that the curl of a gradient (and hence also of a divergence) of an irrotational flow
vanishes, we have

0 =
f ′′

f ′
εacb∇̃c∇̃dπRbd − 2

3ε
acb∇̃c∇̃bµ+ 2

3Θεacb∇̃cq
R
b

= ωa

{
f ′′

f ′

[
2
3R̃Ṙ−

4
3ṘΘ̇

]
− 4

3 µ̇−

(
Ṙf ′′

f ′2
+

2Θ

3f ′

)[
2
(
f ′′′Ṙ− 1

3Θ
)
Ṙ+ 2f ′′R̈

]}
= 0.(36)

Spatial consistency alone does not guarantee that the constraint equations are preserved under
time evolution. A constraint equation is said to be temporally consistent if taking the time
derivative of both sides of the equation results in an identity. Let us now study the evolution of
Eq. (33):

0 =
(
∇̃bπRab

).
− 2

3

(
∇̃aµ

).
+ 2

3Θ̇qRa + 2
3Θq̇Ra

= ∇̃bπ̇Rab − 1
3Θ∇̃bπRab − 2

3

(
∇̃aµ̇− 1

3Θ∇̃aµ
)

+ 2
3Θ̇qRa + 2

3Θq̇Ra , (37)

where, in the second step, we have used the commutation relations(
∇̃aφ

)·
= ∇̃aφ̇− 1

3Θ∇̃aφ+ φ̇Aa , (38)(
∇̃aSb···

)·
= ∇̃aṠb··· − 1

3Θ∇̃aSb··· (39)

of temporal and spatial derivatives for scalar and tensor fields, respectively. The last expression
in Eq. (37) can be further expanded using Eqs. (29), (35), (30) and (33) for the divergences of
Hcd, σab and πRab and making use of the linearized vectorial identity

∇̃b∇̃〈aVb〉 = 1
2∇̃

2Va + 1
6∇̃a(∇̃bVb) + 1

6R̃Va . (40)

The resulting equation reads

Θq̇Ra − 1
4∇̃a(∇̃bqRb ) + 1

4∇̃
2qRa + 1

2

(
µ+ Θ2

)
qRa + Θ∇̃apR + 2

3Θ∇̃aµ = 0 , (41)

and acts as the necessary condition for the consistent evolution of the constraints in anti-
Newtonian cosmologies with f(R) gravity as the underlying theory of gravitation. Interestingly,
this equation reduces to the simple result

Θ∇̃aµm = 0 (42)

when we take the limiting case of GR, i.e., when f(R) = R. This is because all the curvature
contributions to the thermodynamical quantities automatically vanish in GR. Eq. (42) implies
that there are no expanding linearized anti-Newtonian solutions in GR, for if Θ 6= 0 (expanding
spacetime), ∇̃aµm = 0 implies an FLRW background or µm = 0 (vacuum spacetime), which
contradicts the dust-universe assumption of anti-Newtonian cosmologies.

Let us now make one more simplification to Eq. (41); to do that, we use Eq. (26) to substitute
for q̇Ra as well as Eq. (33). The resulting equation, after some algebraic manipulations, becomes

∇̃2qRa − ∇̃a(∇̃bqRb ) + R̃qRa +
4f ′′

f ′2
µmΘ∇̃aR = 0 . (43)

Two interesting conclusions can be drawn from this consistency relation:
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• For flat universes (K = 0 = R̃) universes, upon using Eq. (15) the condition (43) reduces
to

f ′′

f ′2
µmΘ∇̃aR = 0 . (44)

For a dust universe in f(R), µm 6= 0 and f ′′ 6= 0. As a result flat, anti-Newtonian spacetimes
in f(R) gravity are either static (Θ = 0) or spaces of constant Ricci curvature (∇̃aR = 0).
No vacuum (R = 0) solution is allowed (this contradicts the dust-universe assumption).

• For closed and open universes (K = ±1), using the commutation (15) in (43) yields[
f ′′µmΘ

f ′
∓ 2

a2

(
Ṙf ′′′ − 1

3Θf ′′
)]
∇̃aR∓

2f ′′

a2
∇̃aṘ = 0 . (45)

This means that, provided f ′′ 6= 0, any dust solution of Eq. (45) describes an anti-
Newtonian universe. Note that the case f ′′ = 0 is equivalent to GR (with or without
a cosmological constant) and is, therefore, not an anti-Newtonian solution.

4. Conclusion
A linearized covariant consistency analysis of dust universes with vanishing gravito-electric part
of the Weyl tensor in f(R) gravity has been explored. The integrability conditions of such models
for generic f(R) gravitation actions have been presented. The solutions for such integrability
conditions describe the existence of anti-Newtonian cosmological universes, which are known
not to exist as solutions of General Relativity.
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Abstract. Since its launch in 2008, the Fermi Large Area Telescope (LAT) has detected over
200 γ-ray pulsars above 100 MeV. This population of pulsars is characterised by a rich diversity
of light curve morphologies. Researchers have been using both the radio and γ-ray light curves
to constrain the inclination and observer angles for each of these pulsars. At first, this was done
using a by-eye technique and later via statistical approaches. We have also developed two novel
statistical approaches that place the radio and γ-ray data on equal footing despite their disparate
relative flux errors. We chose eleven pulsars from the Second Fermi Pulsar Catalog, both old
and young, and applied these new techniques as well as the by-eye technique to constrain their
geometric parameters using standard pulsar models. We present first results on our comparison
of the best-fit parameters yielded by each of the aforementioned techniques. This will assist us
in determining the utility of our new statistical approaches, and gauge the overlap of the best-fit
parameters (plus errors) from each of the different methods. Such a statistical fitting approach
will provide the means for further pulsar magnetospheric model development using light curve
data.

1. Introduction
Prior to the launch of the Large Area Telescope (LAT) aboard the Fermi mission in June 2008,
fewer than ten pulsars had been detected in the γ-ray domain [1]. Since then the LAT has
discovered1 more than 200 new γ-ray pulsars, enabling multi-wavelength pulsar studies for the
first time [2].

The simultaneous use of radio and γ-ray observations has, however, typically been
complicated by the comparatively low γ-ray flux through the telescope, resulting in very
disparate relative uncertainties on the respective data sets. This disparity renders traditional
goodness-of-fit techniques ineffective, since the radio light curves (LCs) dominate every fit,
leading some researchers to prefer so-called “by-eye methods” when attempting to jointly fit
modelled LCs to observations in both domains (e.g., [3]). Other studies (e.g., [4,5]) have sought
to address this problem by artificially inflating the errors on the radio data such that the radio

1 https://confluence.slac.stanford.edu/display/GLAMCOG/Public+List+of+LAT-Detected+Gamma-
Ray+Pulsars
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and γ-ray observations carry roughly equal weight in determining the optimal fit to modelled
data. These fitting methods have had limited success.

More recently, a method has been proposed for rendering the respective data sets comparable
for the purposes of finding best-fit model parameters in both domains simultaneously [6]. The
aim of this paper is to apply this method to eleven pulsars selected from the Second Fermi Pulsar
Catalog [2] and compare the results to those found by other studies [4,5] as well as to what is
found using by-eye fitting. Furthermore, a variation on the aforementioned fitting method is
introduced here and applied to the same pulsars. Conclusions are drawn as to the utility of each
of these fitting techniques.

2. Geometric pulsar models
This study uses an idealised picture of pulsars with vacuum retarded dipole magnetic field
structures [7]. Here γ-ray emission is considered to originate from so-called acceleration gaps in
the pulsar’s magnetosphere where the density of the corotating plasma falls below the Goldreich-
Julian charge density [8]. We use two geometric models that postulate the location of these
acceleration gaps: the outer gap (OG, [9]) and two-pole caustic (TPC, [10]) models. For radio
emission an empirical hollow-cone model [11] is assumed.

LCs are plots of a pulsar’s intensity per unit solid angle. The tilt angle α and the observer
angle ζ measured with respect to the pulsar’s rotational axis are taken as free parameters, so
that model LCs can be constructed using any viable (α,ζ)-pair; the fitting methods presented
in this paper therefore aim to determine which combination of α and ζ best reproduce observed
data in both radio and γ rays concurrently.

3. Fitting methods
The first approach used in this paper towards finding best-fit (α, ζ) combinations is simple by-
eye fitting of modelled LCs onto observed data. For any given pulsar, modelled LCs for each
parameter pair, and in both the γ-ray and radio domains, are successively constructed and
superimposed on the pulsar’s observed data. We make a qualitative decision as to whether or
not the experimental data are satisfactorily reproduced by the LC realisation for a given (α, ζ)
pair, and an inclusion contour is drawn for each pulsar. This is done twice per pulsar, once
using each of the OG and TPC geometric models discussed in the previous section.

The best-fit parameters are taken to be in the centre of the contour, with the errors on this
estimate comprising a square encompassing all of the contour. Note that in cases where two or
more disconnected closed contours appear on the map, we study the LCs for the centre of each
contour and choose the best fit among these.

This fitting method is, of course, rather subjective: applying the same method twice for the
same pulsar using the same geometric model will produce two slightly differing answers. This is
especially true when there are multiple (α, ζ) pairs plausibly replicating the observed data for
a single pulsar. As such, this fitting method is not seen as an attempt at constraining pulsar
geometries in and of itself, but rather as being a sanity check, or a basis for (qualitatively)
judging the accuracy of more rigorous methods: if a statistical approach produces an answer far
out of line with what by-eye fitting delivers, the former result is cast into doubt.

Considering the limitations of the by-eye fitting method, a more rigorous alternative is desired.
This study uses a modified version of Pearson’s χ2 test statistic, defined by the equation

χ2 =
nbins∑
i=1

(
Ei −Oi

Ui

)2

, (1)

where Ei, Oi, and Ui refer to the modelled (expected) intensity, observed intensity, and
uncertainty on the observed intensity in the ith bin of nbins bins of the LC respectively.
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Ideally the minimum value of χ2 in either model would be approximately equal to the number
of degrees of freedom, Ndof = nbins− nparameters− 1, specifying a good match between modelled
and observed data. However, this rarely occurs for the models used in this study, with the
minimum test statistic often being far larger than Ndof . This indicates that the models are still
somewhat rough approximations of the real phenomena. In this light, in order for constraints to
be drawn, X must be normalised such that its minimum value is Ndof . This approach works well
for single-wavelength data sets, but breaks down when trying to find minima in two wavelengths
simultaneously. In our case, the relative errors on the observed γ-ray data are much larger than
they are on the radio data, so that the values of χ2 are much smaller for the γ-ray domain than
for the radio domain. Simply adding the test statistics of the γ rays and radio waves together
therefore creates a combined χ2 map which is very much radio-dominated.

Other studies [4,5] circumvented the problem of vastly differing χ2 values on the γ-ray and
radio datasets by artificially inflating the errors on the radio observations to match those of the
γ-ray observations, both for MSPs [4] and for young and middle-aged pulsars with longer periods
of rotation [5]. While this method invariably performs better than simple addition of the maps,
different pulsars often require different degrees of radio error inflation, and in some cases these
errors even need to be decreased to match the wide range of errors for different pulsar γ-ray
LCs.

This study aims to consistently combine the respective χ2 maps such that each dataset is
considered on equal footing. Two methods are used to achieve this, the first being a scaling
approach [6] and the second being a simple multiplication approach. In the χ2 scaling method
the dynamic ranges of the χ2 maps for each waveband are equalised before adding them, forcing
each domain to carry equal weight in the determination of the best concurrent fit. For a more
detailed description of this approach, see Ref. [6]. At this stage no confidence contours have
been implemented, as this is under investigation using a Monte-Carlo approach. The parameter
constraints found using this method therefore do not yet have associated errors. The second
approach followed by this study is simply multiplying the two χ2 maps together for each (α, ζ)
combination without any scaling. This method does not have confidence intervals yet either.

4. Results
We applied the three fitting methods described in the previous section to eleven pulsars selected
from the Second Fermi Catalog [2]. Table 1 compares the parameter constraints obtained for the
three fitting methods used in this study to what other studies [3,4] found for the same pulsars
using the TPC model, while Table 2 makes the same comparison for the OG model. All angles
are given in degrees.

Table 1. Best (α, ζ) fits — TPC model

Pulsar Independent studies [4,5] By-eye fitting χ2 scaling χ2 multiplying

J0030+0451 (74±2, 55+3
−1) (75±8, 59±6) (56,73) (45,62)

J0205+6449 (75±2, 86±2) (75±6, 86±4) (77,84) (78,84)
J0437−4715 (35±1, 64±1) (30±1, 65±1) (29,65) (26,62)
J1124−5916 (84±2, 89±2) (79±9, 84±6) (87,75) (78,84)
J1231−1411 (26+3

−4, 69± 1) (47±8, 75±3) (33,71) (45,72)
J1410−6132 (19+2

−4, 6±2) (20±3, 8±3) (10,20) (10,20)
J1420−6048 (52±2, 53±2) (61±4, 53±5) (60,45) (60,45)
J1513−5908 (50±2 ,54±2) (50±8, 40±8) (55,46) (55,46)
J1614−2230 (80+8

−20, 80+6
−4) (85±5, 65±5) (36,74) (48,83)

J1833−1034 (55±2, 75±2) (54±8, 78±4) (53,76) (50,79)
J2229+6114 (42±2, 55±2) (53±5, 36±6) (46,60) (45,59)

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 209



Table 2. Best (α, ζ) fits — OG model

Pulsar Independent studies [4,5] By-eye fitting χ2 scaling χ2 multiplying

J0030+0451 (88+1
−2, 68±1) (85±2, 67±2) (85,68) (56,73)

J0205+6449 (73±2, 90±2) (75±5, 86±4) (80,87) (80,87)
J0437−4715 (76±1, 46±1) (62±3, 35±5) (27,63) (27,63)
J1124−5916 (83±2, 88±2) (70±7, 86±4) (71,88) (70,88)
J1231−1411 (88±1, 67±1) (82±4, 59±5) (33,71) (45,72)
J1410−6132 (87±2, 76±2) (4±3, 7±3) (47,58) (56,84)
J1420−6048 (55±2, 57±2) (57±7, 58±8) (62,45) (58,56)
J1513−5908 (60±2,59±2) (57±4, 44±5) (56,48) (56,48)
J1614−2230 (64+8

−20, 88
+2
−5) (55±7, 86±4) (37,75) (37,75)

J1833−1034 (65±2, 87±2) (58±9, 79±4) (87,65) (87,57)
J2229+6114 (75±2, 55±2) (66±2, 41±2) (64,51) (63,50)

As an example, we plot the best-fit LCs as predicted by each fitting method superimposed
on the observed Fermi data for PSR J0030+0451 in Figure 1.

Figure 1. Best-fit LCs found using each fitting method for PSR J0030+0451. The observed Fermi

LC is in dark blue, while the predicted LC found by Ref. [4] is in red, and the LCs as predicted using

the by-eye fitting, χ2 scaling (statistical method 1), and χ2 multiplying (statistical method 2) techniques

are in green, cyan, and pink, respectively. The constraint pair found using each method is indicated in

square brackets in the legend.

One important effect discernible from Tables 1 and 2 is that different fitting methods often
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Figure 2. The constraints on α found independently via statistical techniques vs. those found in this

study. For reference, a straight 45◦ line is shown corresponding to a perfect match of the constraint we

found on α with that found independently.

produce inverted constraint pairs, i.e., if α and ζ were switched, the methods would be in much
better accordance. This is expected, since LC predictions are very similar for similar values of
the so-called impact angle, |β| = |ζ − α|, given the model assumption of symmetric emission
from both magnetic poles.

In Figure 2 we plot the α constraints found in this work using by-eye fitting, χ2 scaling, and
χ2 multiplying against those found by independent studies.

5. Conclusions
We relay the results of applying the bye-eye fitting method to the eleven pulsars in question
in the third column of Tables 1 and 2. Considering Table 1 first, we find that the constraints
found in this study using the TPC model overlap with those found in the independent studies
in five cases. In no case would inverting the (α, ζ)-pair have led to concurrence between the two
methods. Looking at Table 2, using the OG model, four pulsars have an overlap of intervals.
Again, inverting pairs would not have produced another match. However, the by-eye confidence
intervals are fairly arbitrary, and a more lenient fitter might find significantly more overlap
between these two fitting methods. The best-fit LCs found using this method also indicate
that, for the most part, the by-eye fitting method is able to replicate observed LCs well, at
least superficially. Taking into account the difficulties with subjectivity inherent to the by-eye
fitting method, in the light of these comparisons this method seems to be a suitable basis for
qualitatively judging the applicability of other, more rigorous fitting methods.

This study’s second approach to LC fitting was the χ2 scaling method, developed by Ref. [6],
the results of which can be found in the fourth column of Tables 1 and 2. In the TPC model,
only two constraints found by this method fall inside the confidence intervals of those found by
the independent studies, although PSR J0030+0451 also qualifies if its α and ζ are switched.
There are four overlaps between the by-eye fitting and χ2 scaling constraints, and a further
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three if pair inversion is taken into account. Considering the OG model constraints, there is
just one overlap (or two with pair inversion) between the χ2 scaling constraints and those of the
independent studies; there are three overlaps with the by-eye fitting method. These comparisons
are complicated by the fact that confidence intervals have not yet been implemented for the
statistical methods. Even conservative errors would lead to quite a few more overlaps.

It seems clear that the χ2 scaling fitting method is somewhat hit-and-miss. Some observations
appear to be very well fit by this method, such as PSR J1420−6048 using the OG model, while
others are quite poorly fit, such as PSR J2229+6114 in the TPC model.

For a blind statistical technique, the χ2 scaling method seems to do an adequate fitting job,
although it is still some way off being a rigorous alternative to by-eye fitting. It is not clear that
the constraints found using this method match those found using the by-eye method significantly
more frequently than those found using the artificial error inflation technique.

The results of the third fitting approach, novel to this paper, are presented in the fifth
column in each of the tables of the previous section. Regarding the constraints found using the
TPC model, as in Table 1, there are no pulsars for which the constraints found using the χ2

multiplication technique is included in the confidence intervals of those found by the independent
studies. There are five pulsars for which this method’s constraints fall inside the errors of those
obtained using by-eye fitting, and another if pair inversion is taken into account. Table 2 shows
that in the OG model case there is one pulsar for which the χ2 multiplying method constraints
overlap with the independent studies’ constraints (two with pair inversion), and one overlap
with the by-eye fitting method’s constraints.

Again, the constraints found using this method do not agree with the by-eye fitting method
significantly better than those found using error inflation do. This fact is reflected in the best-
fit LCs plotted using this method: the degree to which observed LCs are reproduced by this
method is quite variable, sometimes qualitatively better and at other times worse than what is
produced by error inflation. In many cases this fitting method produces best fits identical or
at least close to that of the χ2 scaling method. In this regard it is unclear which of these two
statistical approaches produce better fits.

The most obvious avenue for the improvement best-fit LCs would be to employ more intricate
geometrical models, although developing and implementing such models would be a long and
arduous process. In the meantime, future study might focus on finding confidence contours
in the χ2 fitting techniques, or on developing new methods of combining the γ-ray and radio
datasets altogether, perhaps with a different test statistic.
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Abstract. We present a time-integrated spectral analysis of five long gamma-ray bursts
(GRBs) with identified redshift and which triggered the Fermi satellite in 2015. Two bursts
(GRB 150403A & GRB 150314A) are detected both by the Fermi Large Area Telescope
(LAT) and Gamma-Ray Burst Monitor (GBM) while the other three sources (GRB 150727A,
GRB 151027A & GRB 150301B) are detected only by the GBM. We describe the observable
correlations of these bursts such as the intrinsic peak energy with the isotropic-radiated energy
and luminosity in the source frame, to show their consistency with the global Amati/Yonetoku
relation. We investigate the possibility that Band function, Power law (PL), Smoothly broken
power law (SBPL) and Comptonized components may be present separately by fitting the
prompt emission spectra in the keV-MeV energy range. At last, the intrinsic peak energy which
is highly correlated to both the radiated isotropic energy (the Amati relation) and the peak
luminosity (the Yonetoku relation) in the source frame is summarized.

1. Introduction
Gamma-ray bursts mostly emit radiation in the gamma rays which last for up to hundreds of
seconds. Gamma radiation is tailed by the X-ray, optical and radio emission which last for a few
days. Those bursts are the most luminous electromagnetic explosions in the Universe [1], with the
highest isotropic equivalent radiated energy Eiso, up to 1054 erg [2]. For the long GRBs (duration
of bursts > 2 s), observational correlations exist among the spectral peak energy Eipeak of the
prompt emission and its isotropic peak luminosity Liso (so-called Yonetoku relation [3]) and
isotropic radiated energy which was discovered by Amati et al. [4]. The key properties of GRBs
prompt emission obtained from the time-integrated spectra of bursts with known redshift are
still poorly understood. After measuring the redshift of GRB, one can correct for cosmological
effects and infer its rest frame photon peak energy, Eipeak of the νFν prompt spectrum. An
open issue is that if these relations have a physical origin or they are due to instrumental
selection effects (or biases) which were argued by many authors [5, 6, 7]. The investigation of
GRB phenomenology with spectral energy correlations have relevant implications, both for the
theoretical understanding of the prompt emission and for using GRBs as standard candles in
cosmological studies.

In this work, we discussed the Eiso and Liso correlations with Eipeak for five long GRBs with
identified redshift z detected by Fermi in 2015 (Fermi -2015). Our analysis is based on GRB
time-integrated spectra. Since, the spectra of GRBs are in a wide energy range, it can usually
be described by the Band function [8], which is a smoothly broken power law with a break break
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energy. Below the breaking energy, the Band function reduces to a cut-off power law, while
above the break energy, it is a simple power law. For the photon emission that covers large
energy range, their spectra can be modelled by using a power law with exponential high-energy
cut-off (Comptonized) or SBPL photon model. Using the parameters obtained from the best fit
photon model, we have computed the Eipeak, Eiso and Liso to study the Amati relation (Eipeak -

Eiso) and Yonetoku relation (Eipeak - Eiso). For the two Fermi LAT/GBM detected GRBs (GRB
150403A & GRB 150314A), we considered unbinned likelihood analysis using the pass 8 data
[9] to determine the probability of photons coming from each event. Throughout the paper, we
assume a flat-isotropic universe with H0 = 69.6 km s−1 Mpc−1, ΩΛ = 0.714 and Ωm = 0.286.
Calculations of luminosity distances are done using the analytical approximation [10].

2. Sample and method of data analysis
We considered the GRBs detected by the Fermi satellite in 2015 with known redshift. In our
sample, there are 5 long GRBs (observed duration > 2 s). Among these bursts, GRB 150403A
& GRB 150314A are simultaneously detected by both LAT and GBM while the other three
sources GRB 150727A, GRB151027A & GRB 150301B are triggered only by GBM as shown
in Table 1. To analysis the LAT-detected GRBs with known redshift, we have selected the
high energy data between 0.1 GeV and 30 GeV. The highest-energy (Emax) photon of the GRB
150314A is a ∼0.62 GeV photon (with 97.8 % probability of being associated with GRB) and
for the GRB 150403A, it is ∼5.4 GeV (with 99.6 % probability) which are observed at ∼81 s
and ∼632 s after the GBM trigger, respectively. The GBM light curve of both GRB 150314A
and GRB 150403A shows a bright single pulse with a duration T90 [11] of about 10.7 s and 22.3
s with energy range computed between 50 and 300 keV, respectively. The GBM light curve
of GRB 150301B consists of one main peak, the GRB 150727A light curve shows a FRED-like
(fast-rise exponential-decay) pulse and the GRB 151027A light curve consists of three pulses
with a duration T90 of about 13 s, 50 s, and 124 s, respectively as shown in Table 1.

Table 1. Data on Fermi LAT/GBM detected GRBs with known redshift.

GRB z T90(s)f Best on-ground location # of HE photonsl Detectors

150314A 1.758a 10.7 (RA, Dec)=125.40, 64.46g 9 Fermi -LAT/GBM
150403A 2.06b 22.3 (RA, Dec)=311.79, -62.76h 6 Fermi -LAT/GBM
150301B 1.517c 13 (RA, Dec)=89.157, -57.977i - Fermi -GBM
150727A 0.313d 50 (RA, Dec)=203.99, -18.355j - Fermi -GBM
151027A 0.81e 124 (RA, Dec)=272.491, 61.381k - Fermi -GBM

ade Ugarte Postigo A., et al., 2015, (GCN 17583) gAxelsson M., et al., 2015, (GCN 17576)
bPugliese V., et al., 2015, (GCN 17672) hLongo F., et al., 2015, (GCN 17667)
cLien Y., et al., 2015, (GCN 17515) ide Ugarte Postigo A., et al., 2015, (GCN 17523)
dWatson M., et al., 2015, (GCN 18089) jCenko B., et al., 2015, (GCN 18076)
ePerley A., et al., 2015, (GCN 18487) kMaselli A., et al., 2015, (GCN 18478)
fThe time between accumulating 5% & 95% lThe number of High Energy (HE) photons
of the counts associated with the GRB with probability > 90%

2.1. Spectral analysis
For the time-integrated spectral analysis, data from the optimal sodium iodide (NaI) detectors
were fitted together with bismuth germanate (BGO) detectors [12]. As in most of the previous
spectral analysis of GRBs, we used SBPL, Power law function with an exponential high-energy
cutoff [Comptonized (Comp)], Band function (Band) [8] and PL models. For the triggers
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selection, the criterion adopted in Guiriec et al. [13] is implemented. To perform the spectral
analysis, the recently released software RMFIT (v3.3pr7 ) [14] tool kits has been used. The NaI
data from ∼10 keV to ∼915 keV and the BGO data from ∼250 keV to ∼10 MeV are used by
cutting out the overflowing low and high-energy channels as well as the K-edge from ∼30 to
∼40 keV. The background in each of the GBM detectors was estimated by fitting polynomial
functions to the light curves in various energy ranges before and after the source active time
period. For GBM data, the background was fitted to the CSPEC data which cover a much
longer time range, making the estimation of the background more reliable for long GRBs
[15]. For GRB 151027A, GRB 150727A, GRB 150403A, GRB 150314A and GRB 150301B,
the triggers (n0+n1+n3+b0), (n0+n3+n4+b0), (n3+n4+b0), (n0+n1+n2+n9+na+b0) and
(n0+n3+n4+n6+n7+n8+b0+b1) are used for the time-integral analysis for the time section
T90 [11] and Tpeak (the time at high peak count rate), respectively.

3. Data analysis
The spectral parameters in Tables 2 and 3 have been obtained through the analysis of the time-
integrated spectrum extracted from the GBM data by performing the software package RMFIT
for the duration of T90 and Tpeak in the ∼10 keV to ∼10 MeV energy range, respectively. The
best spectral parameter values were estimated by optimizing the Castor C-statistic (hereafter
C-stat), which is a likelihood technique that converges to χ2 for a specific data set when there
are enough counts. We have selected the best model by choosing the fit with the lowest C-stat
value after each of the spectrum fitted with a Band, PL, SBPL and Comp models. Tables
2 and 3 show the results of these fits. Table 2 lists 5 long GRBs with their time integrated
spectral parameters (columns 3, 4, and 7) and the time integrated isotropic radiated energy,
computed in the rest frame in the 1 keV - 10 MeV energy range (Liso, Column 5) and derived
intrinsic peak-energy (Eipeak, Column 6). Table 3 contains, the spectral analysis of five long
GRBs for Tpeak with the obtained parameters (columns 3, 4, and 5) and derived intrinsic peak
luminosity, computed in the rest frame in the 1 keV - 10 MeV energy range (Liso, column 6).
Figures 1 and 2 show the Band spectrum fit of GBM data of GRB 150403A & GRB 150314A,

Figure 1. The time-integrated spectrum
of GRB 150403A fitted by a Band function.

Figure 2. The time-integrated spectrum
of GRB 150314A fitted by a Band function.

respectively. These bursts are detected by both the LAT and GBM. As shown in Tables 2 and
3, the GRB 150403A and GRB 150314A show a high band model component and their observed
peak energies are the largest of the sample. In tables 2 & 3, the associated errors reported on
Eiso, Liso and Eipeak was computed by properly weighing for data uncertainties [16] except for
GRB 150314A, we assume 10% error in these measurements due to some statistical errors on
the parameters.
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Table 2. Results of the spectral fits for the duration of T90 and derived Eiso in the GRB rest
frame.

GRB T90 [sec.] α/Index1 β/Index2 Eiso/1052 [erg] Eipeak [keV] Epeak[keV] Model C-stat/dof

151027A -2.048 - 133.120 -1.47 ± 0.039 - 2.99 ± 0.365 592.6±112.9 327.4 ± 62.4 Comp 866.55/430
-1.46 ± 0.06 -1.98 ± 0.12 - - - SBPL 863.56/429
-1.66 ± 0.02 - - - - PL 908.54/431

150727A 0.003 - 50.177 -0.38 ± 0.20 -2.18 ± 0.21 0.32 ± 0.14 224.3 ± 37.7 170.8 ± 27.2 Band 1060.0/424
-0.59 ± 0.12 - - - 220.8 ± 19.5 Comp 1066.6/425
-0.58 ± 0.2 -2.19 ± 0.19 - - - SBPL 1060.3/424
-1.48 ± 0.02 - - - - PL 1191.3/426

150403A -0.512 - 23.04 -0.77 ± 0.02 -2.04 ± 0.04 93.52 ± 4.46 1172.6 ± 43.1 383.2 ± 14.1 Band 438.65/315
-0.88 ± 0.01 - - - 531.3 ± 13.4 Comp 550.79/316
-0.87 ± 0.02 -1.99 ± 0.03 - - - SBPL 434.55/315
-1.37 ± 0.004 - - - - PL 4113.5/317

150314A -2.912 - 11.424 -0.58 ± 0.01 -2.35 ± 0.04 87.4 ± 8.74 870.7 ± 87.1 315.7 ± 5.2 Band 1354.2/660
-0.65 ± 0.008 - - - 367.6 ± 4.2 Comp 1467.6/661
-0.73 ± 0.009 -2.25 ± 0.03 - - - SBPL 1359.3/660
-1.34 ± 0.003 - - - - PL 15663/662

150301B -2.56 - 13.824 -1.13 ± 0.09 -2.21±0.25 3.64 ± 0.97 498.85 ± 98.16 198.2 ± 39.0 Band 963.3/857
-1.19 ± 0.06 - - - 244.3 ±30.1 Comp 965.44/858
-1.28 ± 0.06 -2.35± 0.29 - - - SBPL 963.45/857
-1.60 ± 0.02 - - - - PL 1043.3/859

Table 3. Results of the spectral fits for the duration of Tpeak and Liso in the GRB rest frame.

GRB Tpeak [sec.] α β Epeak[keV] Liso [erg/s] Model C-stat/dof

151027A 0.002 - 1.792 -0.71 ± 0.096 -2.28 ± 0.19 170.0 ± 19.9 0.36 ± 0.096 Band 439.14429
-0.83 ± 0.06 - 208.7 ± 14.7 - Comp 448.7/430
-0.96 ± 0.07 -2.46 ± 0.23 - - SBPL 439.06/429
-1.52 ± 0.02 - - - PL 664.73/431

150727A 4.096 - 6.144 -0.59 ± 0.31 -3.13 ± 3.58 273.3 ± 89.4 - Band 402.16/426
-0.58 ± 0.28 - 273.9 ± 65.2 0.0101 ± 0.0053 Comp 402.24/427
-0.89 ± 0.21 -4.35 ± 5.42 - - SBPL 402.46/426
-1.42 ± 0.056 - - - PL 420.79/428

150403A 10.752 - 12.80 -0.66 ± 0.03 -2.14 ± 0.06 480.0 ± 26.4 20.55 ± 1.55 Band 338.08/294
-0.79 ± 0.02 - 649.6 ± 24.6 - Comp 424.79/295
-0.77 ± 0.032 -2.08 ± 0.05 - - SBPL 339.86/294
-1.38 ± 0.008 - - - PL 1688.0/296

150314A 1.184 - 3.232 -0.296 ± 0.018 -2.4 ± 0.048 293.6 ± 5.6 22.2 ± 2.22 Band 1041.0/656
-0.42 ± 0.01 - 352.3 ± 4.48 - Comp 1159.7/657
-0.49 ± 0.02 -2.32 ± 0.04 - - SBPL 1061.6/657
-1.31 ± 0.004 - - - PL 11083/658

150301B 1.536 - 3.584 -1.07 ± 0.12 -2.39 ± 0.53 211.7 ± 50.4 0.55 ± 0.203 Band 933.9/856
-1.13 ± 0.0.09 - 249.4 ± 40.5 - Comp 934.2/857
-1.21 ± 0.098 -2.34 ± 0.37 - - SBPL 934.53/856
-1.59 ± 0.03 - - - PL 987.46/858

4. Correlation
4.1. Amati relation
In order to determine the strength and significance of Eipeak - Eiso correlation, we utilized a
linear regression analysis using the Pearson’s and Spearman’s correlation. For this purpose we
undertake a comparison between the Amati relation of the Fermi-2015 data analysis and the
sample populations of 68 GRBs from Amati et al, 2008 (A2008) [17]. These data are shown in
Figure 3. The computation of Eiso was determined in the rest-frame from 1 keV to 10 MeV
energy range and the Eipeak = Epeak(1 + z). The black dashed line is the best-fit power law that

obtained by weighting each point by its error on both Eipeak and Eiso for 5 Fermi-2015 GRBs.

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 216



The power law fit gives Eipeak[keV] = (338.6 ± 78.0)
(
Eiso/1052erg

)0.26±0.053
with the reduced

χ2
red = 3.14. The Spearman’s rank correlation coefficient proved a high correlation value of ρsp

= 0.9 with the chance probability Psp = 0.037. Also, the Pearson’s coefficient for this correlation
is ρp = 0.70 with an extremely low value of the chance probability 4.34×10−12. The combination
of Fermi-2015 and A2008 data are also fitted together by power law. The best fit power law

shown by magenta solid line results Eipeak[keV] = (93.1 ± 6.23)
(
Eiso/1052erg

)0.56±0.02
with the

reduced χ2
red = 6.69.
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Figure 3. The Ei
peak - Eiso relation. The black

circles are our present results of five long Fermi
GRBs. The data from A2008 [17] are shown by
the magenta circles. Both results are plotted as
Ei

peak at the rest frame of the GRBs and the Eiso

is calculated using the T90 fluence.
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Figure 4. The Ei
peak - Liso relation. The black

circles are our present results with five Fermi GRBs.
The results of Yonetoku et al., 2004 (Y2004) [3] is
also shown as the magenta circles. Both results are
plotted as Ei

peak at the rest frame of the GRBs and
the peak luminosity derived from the time Tpeak flux.

4.2. Yonetoku relation
Another correlation among observable quantities is between Eipeak and Liso (Yonetoku
correlation). In this correlation analysis, we computed the Liso emitted at the 1-second peak
of the light curve from 1 keV to 10 MeV band. In Figure 4, we have shown the plots of the
peak luminosity as a function of intrinsic peak energy for both the data of Fermi-2015 GRBs
and its combination with 8 GRBs in Yonetoku et al. 2004 (Y2004) [3]. In Y2004 data, the
redshift of GRB 980326 and GRB 980329 are not precisely determined and only the upper limit
of intrinsic peak energy has been reported for GRB 980703. Therefore, we can exclude these
three bursts from our data analysis to avoid inaccurate result. When we adopt the power-law
model to the Eipeak - Liso relation, the best-fit function (magenta solid line) of 5 Fermi-2015

data is Eipeak[keV] = (598.4± 76.9)
(
Liso/1052ergs−1

)0.20±0.04
with the reduced χ2

red = 3.66. The
Spearman’s rank correlation coefficient is 0.8 with chance probability 0.104. The best power-
law fit (magenta solid line) for the Fermi-2015 data (black circles) together with Y2004 data

(magenta circles) is Eipeak[keV] = (424.2 ± 70.96)
(
Liso/1052ergs−1

)0.28±0.06
with the reduced

χ2
red = 8.3. The Pearson’s correlation coefficient is ρp = 0.74 with the chance probability
Pp = 0.0036). The Spearman’s rank correlation coefficient also gives ρsp = 0.89 with the chance
probability Psp = 4.565 × 10−5.
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5. Discussion
We studied the time-integrated spectra of five Fermi GRBs by fitting time-integrated spectra
over the duration of T90 and Tpeak in the ∼10 keV - ∼10 MeV energy range, respectively.
The spectral parameters obtained from this analysis are reported in Tables 2 and 3, where
the Band function considered as adequately fitting GRB spectra. For the Fermi-2015 GRB
observables, we found a high correlation of peak energy with isotropic radiated energy and the
peak luminosity in the GRB source frame. For the Fermi-2015 data, there is a higher and
tighter correlation between Eipeak and Eiso. Their best-fit power law index is 0.26 ± 0.053 with

the reduced χ2
red = 3.14. This looks considerably tighter and more reliable than the relations

suggested by the previous works [18, 19]. The best-fit power law index for the Fermi-2015 and
A2008 joint data is 0.56 ± 0.02 with the reduced χ2

red = 6.69, which has a similar result with
the previous Amati [17] correlation (i.e. the index of the power-law ∼0.57 and χ2

red = 7.2). The
Spearman’s rank correlation coefficient also shows a high correlation between the observables
Eipeak and Eiso (ρsp = 0.9). As shown in Fig. 4, the Fermi-2015 and Y2004 data are poorly fitted

by the power low with reduced χ2
red = 8.3. This indicates that the fit has not fully captured

the relationship between the observable. However, the Pearson’s correlation coefficient (ρp =
0.74) and the Spearman’s rank correlation coefficient (ρsp = 0.89) are indicating a positive strong
correlation. For the Liso - Eipeak correlation analysis, our results are limited by the small number
of GRBs in the sample (i.e., 13 GRBs). To get a more reliable conclusion, the number of GRBs
with well-determined redshifts and spectra needs to be significantly expanded.
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Abstract. Several classes of cosmological models with irrotational fluid flows and where the
underlying theory of gravitation is f(R)-gravity are investigated. The integrability conditions
describing a consistent evolution of the linearized field equations of shear-free dust universes are
presented. We also derive consistency relations of models with more severe constraints, such
as non-expanding spacetimes as well as those spacetimes with vanishing gravito-magnetic or
gravito-electric components of the Weyl tensor.

1. Introduction
Among the most common generalizations to the General Theory of Relativity (GR) to explain
current deficits in the energy budget of the universe, and hence to explain cosmic acceleration,
are higher-order theories of gravity. Models that include functions of the Ricci curvature R in
the Hilbert-Einstein action

A = 1
2

∫
d4x
√
−g [f(R) + 2Lm] , (1)

where Lm is the matter field Lagrangian, and result in fourth-order field equations are referred
to as f(R)-gravity theories [1, 2, 3, 4]. The generalized field equations arising from such
action, obtained using the standard variational principle with respect to the metric gab, can
be represented by

f ′Gab = Tm
ab +

1

2
(f −Rf ′)gab +∇b∇af

′ − gab∇c∇cf ′ , (2)

where Gab and Tm
ab are the standard notations for the Einstein tensor and the energy-momentum

tensor of standard matter. The extra terms on the right-hand side account for what is called the
curvature-fluid energy-momentum tensor and identically vanish in GR. Here f is a shorthand
for the f(R) function and primes indicate derivatives with respect to R.

We assume the universe is filled with standard matter and curvature fluid sources and its
total energy density, isotropic pressure, anisotropic pressure and heat flux terms are given,
respectively, by [5, 6]

µ ≡ µm
f ′

+ µR , p ≡ pm
f ′

+ pR , πab ≡
πmab
f ′

+ πRab , qa ≡
qma
f ′

+ qRa , (3)

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 219



where µm and µR stand, respectively, for the energy density of standard matter and curvature
fluids, etc.

To linear-order perturbations around a Friedmann-Lemâıtre-Robertson-Walker (FLRW)
background, the curvature fluid component are defined as

µR =
1

f ′

[
1
2(Rf ′ − f)−Θf ′′Ṙ+ f ′′∇̃2R

]
, (4)

pR =
1

f ′

[
1
2(f −Rf ′) + f ′′R̈+ f ′′′Ṙ2 + 2

3

(
Θf ′′Ṙ− f ′′∇̃2R

)]
, (5)

qRa = − 1

f ′

[
f ′′′Ṙ∇̃aR+ f ′′∇̃aṘ− 1

3f
′′Θ∇̃aR

]
, (6)

πRab =
f ′′

f ′

[
∇̃〈a∇̃b〉R− σabṘ

]
, (7)

where the overdot ˙ and ∇̃ indicate time and covariant spatial derivatives. In the 1 + 3-covariant
decomposition formalism, fundamental observers with 4-velocity vectors ua slice spacetime into
constant time and space hypersurfaces. We use ua to define covariant time derivatives and the
projection tensor hab = uaub + gab is used is used to define the fully orthogonally projected
covariant derivative of tensors. We denote the orthogonally projected symmetric trace-free part
of vectors and rank-2 tensors as

V 〈a〉 = habV
b , S〈ab〉 =

[
h(ach

b)
d − 1

3h
abhcd

]
Scd , (8)

and the volume element for the rest spaces orthogonal to ua is given by [7]

εabc = udηdabc = −
√
|g|δ0[a δ1bδ2cδ3 d]ud ⇒ εabc = ε[abc], εabcu

c = 0, (9)

where ηabcd is the 4-dimensional volume element with the properties ηabcd = η[abcd] = 2εab[cud]−
2u[aεb]cd. In this work, brackets (ab) and square brackets [ab] denote symmetrization and anti-
symmetrization over the indices a and b. Covariant spatial divergence and curl of tensors are
given as

divV = ∇̃aVa , (divS)a = ∇̃bSab , (10)

curlVa = εabc∇̃bV c , curlSab = εcd(a∇̃cSb)
d . (11)

The full covariant derivative of ua can be split into its irreducible parts as

∇aub = −Aaub + 1
3habΘ + σab + εabcω

c, (12)

where Aa ≡ u̇a, Θ ≡ ∇̃au
a, σab ≡ ∇̃〈aub〉 and ωa ≡ εabc∇̃buc are the acceleration, expansion,

shear and vorticity (rotation) of the fluid flow. The Weyl conformal curvature tensor Cabcd is
defined from the Riemann tensor Ra

bcdas

Cab
cd = Rab

cd − 2g[a[cR
b]
d] +

R

3
g[a[cg

b]
d] (13)

and can be split into its “gravito-electric” and “gravito-magnetic” parts, respectively, as

Eab ≡ Cagbhu
guh, Hab = 1

2ηae
ghCghbdu

eud. (14)

Eab and Hab represent the free gravitational field, enabling gravitational action at a distance
(tidal forces and gravitational waves), and influence the motion of matter and radiation through
the geodesic deviation for timelike and null vector fields, respectively.
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The linearised evolution equations in f(R) gravity are given by [5, 8]:

µ̇m = −(µm + pm)Θ− ∇̃aqma , (15)

µ̇R = −(µR + pR)Θ +
µmf

′′

f ′2
Ṙ− ∇̃aqRa , (16)

Θ̇ = −1
3Θ2 − 1

2(µ+ 3p) + ∇̃aA
a , (17)

q̇ma = −4
3Θqma − µmAa , (18)

q̇Ra = −4
3ΘqRa +

µmf
′′

f ′2
∇̃aR− ∇̃apR − ∇̃bπRab , (19)

ω̇a = −2
3Θωa − 1

2εabc∇̃
bAc , (20)

σ̇ab = −2
3Θσab − Eab + 1

2πab + ∇̃〈aAb〉 , (21)

Ėab + 1
2 π̇ab = εcd〈a∇̃cHd

b〉 −ΘEab − 1
2 (µ+ p)σab − 1

2∇̃〈aqb〉 −
1
6Θπab , (22)

Ḣab = −ΘHab − εcd〈a∇̃cEd
b〉 + 1

2εcd〈a∇̃
cπ d

b〉 , (23)

and propagate consistent initial data on some initial hypersurface S0 uniquely along the
(generally future-directed) reference timelike congruence. The initial conditions to be specified
for the above evolution equations are restricted by the constraint equations

(C1)a := ∇̃bσab − 2
3∇̃aΘ + εabc∇̃bωc + qa = 0 , (24)

(C2)ab := εcd(a∇̃cσb)
d + ∇̃〈aωb〉 −Hab = 0 , (25)

(C3)a := ∇̃bHab + (µ+ p)ωa + 1
2εabc∇̃

bqc = 0 , (26)

(C4)a := ∇̃bEab + 1
2∇̃

bπab − 1
3∇̃aµ+ 1

3Θqa = 0 , (27)

(C5) := ∇̃aωa = 0 , (28)

(C6)a := ∇̃apm + (µm + pm)Aa = 0 (29)

which must remain satisfied on any hypersurface Σt for consistency of the field equations.

2. Consistency analysis of irrotational spacetimes
Irrotational fluid flows have vanishing vorticity (ωa = 0). Imposing this vanishing vorticity
condition on the evolution equations (15)-(23) results in Eq. (20) turning into a new constraint

(C6∗)a := εabc∇̃bAc = 0 =⇒ Aa = ∇̃aψ for some scalar ψ . (30)

To check for temporal consistency, we propagate this constraint to obtain(
εabc∇̃bAc

).
= 0 , (31)

which is an identity. Let us now take the curl of this constraint to check for spatial consistency:

curl(curl(Aa)) = ∇̃a

(
∇̃2ψ

)
− ∇̃2

(
∇̃aψ

)
+ 2

3

(
µ− 1

3Θ2
)
∇̃aψ = 0 , (32)

which is also an identity because for any scalar and vector field φ and Va

∇̃2
(
∇̃aψ

)
= ∇̃a

(
∇̃2ψ

)
+ 1

3R̃∇̃aψ , (33)

curl(curlVa) = ∇̃a

(
∇̃bVb

)
− ∇̃2Va + 2

3

(
µ− 1

3Θ2
)
Va . (34)
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2.1. Shear-free dust spacetimes
Pure dust spacetimes are characterised by w = 0 = pm , qma = 0 = Aa , π

m
ab = 0, and shear-free

models are fluid flow models with σab = 0. For such models, Eq. (21) turns into a new constraint

(C5d)ab := Eab − 1
2π

R
ab = 0 . (35)

the temporal and spatial consistencies of which have to be checked. Unlike for shear-free dust
spacetimes in GR, the electric component of the Weyl tensor does not vanish because of the
non-vanishing contribution of the anisotropic pressure πRab. But Eq. (25) shows that Hab does
vanish, leading to a modified constraint from Eq. (23)

(C6d)ab := εcd〈a∇̃cEd
b〉 −

1
2εcd〈a∇̃

cπd d
b〉 = 0 , (36)

which is an identity by virtue of Eq. (35). Moreover, Eq. (26) shows that qRa is irrotational and
can, therefore, be written as the gradient of a some scalar field φ:

qRa = ∇̃aφ . (37)

Since from (24), qRa = 2
3∇̃aΘ we have, for irrotational and shear-free dust spacetimes,

φ = 2
3Θ + C , (38)

for some spatially constant scalar C. Using Eq. (6) in (37), an interesting integrability condition
is obtained:

2
3f
′∇̃aΘ +

(
f ′′′Ṙ− 1

3Θf ′′
)
∇̃aR+ f ′′∇̃aṘ = 0 . (39)

In the GR limit, i.e., f = R , f ′ = 1 , f ′′ = f ′′′ = 0, the above consistency relation leads to
∇̃aΘ = 0 , which is trivially true for the class of models under consideration. To check for
temporal consistency of Eq. (35), let us take the time derivative of both sides of this equation
to obtain

π̇Rab + 2
3ΘπRab − 1

2∇̃〈aq
R
b〉 = 0 , (40)

which, using Eqs. (6) and (7), yields[
3

2

(
f ′′′

f ′
− f ′′2

f ′2

)
Ṙ− Θf ′′

6f ′

]
∇̃〈a∇̃b〉R+ 3f ′′

2f ′ ∇̃〈a∇̃b〉Ṙ = 0 . (41)

This implies that irrotational shear-free dust spacetimes governed by f(R) gravitational physics
evolve consistently if Eq. (41) is satisfied. Note that the GR limit of this equation is an identity
since the left-hand side vanishes identically. Now the curl of the above equation gives[

3

2

(
f ′′′

f ′
− f ′′2

f ′2

)
Ṙ− Θf ′′

6f ′

]
εcda∇̃c∇̃〈b∇̃d〉R+ 3f ′′

2f ′ εcda∇̃c∇̃〈b∇̃d〉Ṙ = 0 , (42)

which is an identity since, for any scalar field ψ,

εcda∇̃c∇̃〈b∇̃d〉ψ = εcda∇̃c∇̃(b∇̃d)ψ = εcda∇̃c∇̃b∇̃dψ = 0 . (43)

Thus, all irrotational shear-free dust spacetimes in f(R)-gravity are consistent.
If we make a further restriction and turn off Eab, a locally conformally flat metric is obtained.

For this class of models a new linearized constraint emerges from Eq. (22):

∇̃〈aqRb〉 = 0 =
(
Ṙf ′′′ − 1

3Θf ′′
)
∇̃〈a∇̃b〉R+ f ′′∇̃〈a∇̃b〉Ṙ , (44)
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and from Eq. (21) we get
πRab = 0 = f ′′∇̃〈a∇̃b〉R . (45)

For GR, f ′′ = 0 and an identity results. For f ′′ 6= 0, the equation leads to the constraint on the
Ricci curvature: ∇̃〈a∇̃b〉R = 0. Using this and the relation(

∇̃〈a∇̃b〉ψ
).

= ∇̃〈a∇̃b〉ψ̇ − 2
3Θ∇̃〈a∇̃b〉ψ + ψ̇∇̃〈aAb〉 , (46)

in Eq. (44) leads to an identity. As a result, linearised f(R) field equations in irrotational and
shear-free dust spacetimes with vanishing Weyl tensor are consistent.

2.2. Dust models with divergence-free Hab

A necessary condition for gravitational radiation is the the vanishing of the divergence of a
non-zero Hab. If we prescribe this condition on the field equations, Eq. (38) generalizes to

∇̃aφ = 2
3∇̃aΘ− ∇̃bσab . (47)

A subclass of such models, called “purely radiative” dust spacetimes, is a divergence-free Eab.
Such models in f(R) gravity are constrained further as

∇̃aµm + f ′∇̃aµR + f ′ΘqRa −
3f ′

2 ∇̃
bπRab = 0 (48)

as a result of Eq. (27). Purely radiative irrotational dust spacetimes in GR should be spatially
homogeneous (with ∇̃aµm = 0).

Models with vanishing gravito-electric component of the Weyl tensor are referred to as
anti-Newtonian models because they are considered to be the most extreme of non-Newtonian
gravitational models [9, 10, 11]. Although there are no anti-Newtonian solutions of linearized
perturbations of FLRW in GR, it has been shown that such restrictions are conditional (of
integrability conditions) in f(R) gravity [11].

2.3. Non-expanding spacetimes
Here we want to explore the (in)consistencies that emerge assuming theoretical cases of a
nonexpanding spacetime, i.e., Θ = 0. One gets the evolution equation for matter heat flux

q̇ma =
w

1 + w
∇̃aµm , (49)

and a new constraint arises from the Raychaudhuri equation (17)

(C6s) := ∇̃aA
a − 1

2f ′ (1 + 3w)µm − 1
2 (µR + 3pR) = 0 . (50)

It follows that dust models (Aa = 0 = qma ) have active gravitational mass µ+ 3p = 0. Since (15)
implies µd(t) = const, we notice that µR + 3pR = const, as well. From the definitions (4) and
(5) for µR and pR and the trace equation

3f ′′R̈+ 3Ṙ2f ′′′ + 3ΘṘf ′′ − 3f ′′∇̃2R−Rf ′ + 2f − µm + 3pm = 0 , (51)

we conclude that (2.3) implies
f − 2f ′′∇̃2R = const . (52)

Thus any nonrotating and noexpanding dust spacetime in f(R) cosmology should have a
gravitational Lagrangian that satisfies Eq. (52).
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3. Conclusion
We have looked at the consistency relations of linearized perturbations of FLRW universes
with irrotational fluid flows arising as a result of imposing special restrictions to the field
equations. We have shown that linearized shear-free dust models have a vanishing gravito-
magnetic component of the Weyl tensor. The case of vanishing full Weyl tensor in linearised
f(R) field equations has also been explored, as well as those models with purely gravito-magnetic
spacetimes. A subclass of gravito-magnetic models are those in which the divergence of Hab is
zero, a necessary condition for emission of gravitational waves. In GR, it is known that these
models are homogeneous dust FLRW universes. We have shown that the homogeneity condition
is not necessary in f(R) gravity. Lastly, we have derived an integrability condition for non-
rotating and no-expanding dust spacetimes in f(R) gravity.
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Abstract. We present new 1.6 GHz observations of 43 VLBI calibrator sources. Our goal
was mainly to establish the suitability of the sources as calibrators for 1.4-GHz band VLBI
observations. We used seven telescopes; ASKAP, ATCA, Ceduna, Hobart, Mopra and Parkes
from Australia, and HartRAO from South Africa. We classified the sources into 4 categories
according to their suitability as calibrators in the 1.4-GHz band by determining their angular
size, total flux density and the fraction of the flux density in the central component. Of the 43
sources, we found that 38 sources fell in to the good or very good calibrator classes. On the
basis of selected sources from our sample we found that 91% of the good calibrators at 8.4 GHz
are also safe to use as calibrator in the 1.4-GHz band.

1. Introduction
Relatively few Very Long Baseline Interferometry (VLBI) calibrator sources are known in the
Southern celestial Hemisphere especially in the 1.4-GHz band (1-2 GHz). This is mainly due
to the smaller number of observing facilities in the south compared to in the north. There
are different surveys underway to increase the number of calibrator sources in the Southern
Hemisphere, but most of these surveys are focused on observations at frequencies higher than
2 GHz, for example 8.4 GHz and 2.3 GHz (e.g. [8, 11, 12]), and there are virtually no VLBI
calibrator observations at frequencies < 2 GHz. The small number of known calibrator sources
and antennas in the Southern Hemisphere makes VLBI observation more difficult.

New VLBI-capable telescopes are coming to the south, in particular operating at < 2 GHz.
ASKAP (< 2 GHz only) and MeerKAT (< 2 GHz and higher frequencies) are the two telescope
arrays currently being built by Australia and South Africa respectively ([2, 9]). The African
VLBI Network (AVN) is another big project in Africa, which aims to use redundant large
telecommunication antennas across the continent for radio astronomy [7]. Despite the increasing
number of antennas in the Southern Hemisphere, the number of calibrator sources in the 1.4-
GHz band, for VLBI observations are very few. The high demand for calibrator sources at
frequencies < 2 GHz, especially in the future, is the major motivation to look for calibrator
sources in the 1.4-GHz band.

Most VLBI observations rely on observations of calibrator sources. An ideal calibrator source
would look the same on all observing baselines which implies that it has to be unresolved (point-
like). A calibrator source should also be bright, so that it can be observed with high signal
to noise ratio on all baselines, and have an accurately known position. Almost all calibrator
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sources used for VLBI observations are Active Galactic Nuclei (AGN) [1, 10]. AGN are the
active nuclei within galaxies thought to be due to accretion onto super massive black holes.
These extra-galactic radio sources, AGN, are very distant objects and therefore, generally, have
no discernible proper motions on the sky.

Our research involved the reduction and analysis of VLBI observations of 43 sources in
the Southern Hemisphere, at 1.6 GHz (see section 2). We determined the suitability of these
sources as calibrators at 1.6 GHz, and compare the results of our observations to other 8.4 GHz
observations to see how safe it is to use known 8.4 GHz calibrator sources for 1.4-GHz band
observations.

2. Data Selection and Observations
We selected our sample of 43 sources from the Radio Fundamental Catalog (RFC1) of compact
radio sources [1, 6, 10, 12, 13, 14, 15]. In the catalog, we found 1131 sources with declinations
< −30◦ and that had only been observed at 8.4 GHz. Of these, we found 77 sources with a
flux density > 500 mJy that are listed as suitable calibrator sources at 8.4 GHz. Among the 77
sources, we selected the 25 sources for which 8.4 GHz images are available and the brightest 9
of the remainder. In order to cover all Right Ascensions for our 24-hour observations we also
included 7 sources listed in the RFC as non-calibrator sources. We finally added two additional
sources, to use as fringe finders.

We observed the sources at 1.6 GHz, with total band width of 8 MHz, using seven antennas:
ASKAP (single 12-m dish), ATCA, Ceduna, Hobart, Mopra and Parkes from Australia, and
HartRAO from South Africa. The observations were carried out between 22 and 23 February
2015. We used the Astronomical Image Processing System (AIPS2) software to calibrate the
data.

3. Results and Discussion
After the final calibration we did the imaging (i.e. inverse Fourier transform of calibrated
visibility data) using the same software (AIPS) that we used for the data reduction. The resulting
inverse Fourier transform of the sampled visibility is the convolution of the true brightness
distribution and the dirty beam [3, 5]. To recover the true intensity distribution we used a
deconvolution algorithm called CLEAN [4]. CLEAN is an iterative process which represents an
estimate of the true sky brightness as a series of delta functions, called CLEAN components.

In Table 1, we list the total flux density (SCL) for each of the sources we imaged, which
is the sum of the flux densities of the CLEAN components in the image. We also list the
peak brightness (BP) and off-source rms brightness (Borms), which we use as an estimate of the
brightness noise level of the images, for each of the sources we imaged. The average radius of
the beams from our observations is 2.6 milliarcsecond (mas). The values of the Bp range from
118 mJy beam−1 to 2720 mJy beam−1 and Borms ranges from 2.2 mJy beam−1 to 20.4 mJy
beam−1. The mean value of the image dynamic range (Bp/Borms) was 60, which is sufficient to
determine whether or not the sources will make good calibrators. Images of some of the sources
are shown in Figure 1

3.1. Core fraction
Next we calculated the core fraction and the radial extents of our sources to evaluate if they are
compact enough to be used as calibrators. The core fraction, C, of a source is the ratio of the
flux density in the unresolved core to the total flux density [11]. We define the core flux density
as the sum of the CLEANed flux density within an angular radius of 2.5 mas from the brightest

1 Available on the Web at http://astrogeo.org/rfc/
2 http://www.aips.nrao.edu
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J0311-7651 J0335-540

J0450-8101 J0904-5735

J1206-6138 J1355-6326

Figure 1. Contour plots of the brightness distribution as an example of compact (J0311-
7651, J0335-540, J0450-8101, J0904-5735) and extended (J1206-6138, J1355-6326) sources in
our sample. The contours are drawn at 10, 30, 50,70 and 90 percent of the peak brightness with
the 50 percent contour being darker than the rest. The FWHM of the convolving beam is shown
in the upper right in each panel.
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Table 1. Image Parameters: the peak brightness (BP), the image off-source rms brightness
(Borms) and the total CLEAN flux densities (SCL)

Source BP Borms SCL Source BP Borms SCL

(J2000 name) (Jy/beam) (mJy/beam) (mJy) (Jy/beam) (mJy/beam) (mJy)

J0058-5659 361 6.3 369 J1424-6807 712 13.2 752
J0253-5441 678 16.1 687 J1427-4206 2000 2.3 2252
J0311-7651 486 9.6 498 J1512-5640 238 7.9 418
J0335-5430 260 5.5 281 J1515-5559 830 18.3 1020
J0450-8101 686 11.2 706 J1624-6809 1030 17.8 1060
J0529-7245 423 14.1 429 J1628-6152 367 5.2 400
J0743-6726 841 20.4 898 J1703-6212 467 5.2 566
J0904-5735 251 3.7 252 J1744-5144 2720 4.9 3650
J1038-5311 440 7.5 496 J1803-6507 469 6.2 489
J1041-4740 891 13.2 974 J1809-4552 226 4.1 263
J1051-5344 841 15.4 905 J1837-7108 723 13.9 755
J1101-6325 566 9.4 735 J1912-8010 536 16.2 550
J1107-6820 502 10.0 521 J1930-6056 527 9.9 660
J1112-5703 381 2.5 539 J1940-6907 795 13.4 830
J1131-5818 469 4.5 491 J2035-6846 118 2.4 121
J1145-6954 274 4.4 279 J2105-7825 260 5.2 265
J1151-6728 914 18.0 1080 J2147-7536 755 12.1 768
J1206-6138 134 2.2 232 J2152-7807 496 5.3 509
J1252-6737 430 4.3 298 J2303-6807 456 7.4 468
J1254-7138 470 10.5 487 J2336-5236 1190 19.8 1250
J1315-5334 178 3.0 218 J2356-6820 482 9.4 522
J1355-6326 285 17.6 728

point in the image. An angular radius of 2.5 mas is representative of the resolution obtained in
global baselines (and also of the maximum resolution we obtained in our observations). Only 7
of our sources have C < 0.75. This shows that most of our sources are largely dominated by
the core or most of the flux densitiy is concentrated in the central component. The values of C
are listed in Table 2.

3.2. Radial extent
We calculated three types of radial extent measurements. The first one is the flux-weighted
radial extent of the sources, which is given by

rwt =

∑
i Siri∑
i Si

(1)

Where ri is the radius from the brightest point of the ith CLEAN component, and Si its flux
density. The flux weighted radial extent of the sources ranges from 0.41 to 5.36 mas, with a
mean of 1.57 mas.

The second type of radial extent measurement is the 95 percent flux-density radius, r95%,
which is the radius within which 95 percent of the flux density of the source is contained, also
measured from the brightest point in the image. We determined r95% by adding the flux densities
of the CLEAN components in order of increasing radius until we get 95 percent of the SCL. The
r95% ranges from 0.82 to 16.89 mas, with the mean equal to 4.13 mas.

Our third type of radial extent measurement, which is the half-width-at-half-maximum
(HWHM) radius of a circular Gaussian whose Fourier transform was fitted directly to the
visibilities by least squares (thus by passing the CLEAN deconvolution). The HWHM of the
sources ranges from 0.3 mas to 12.8 mas, with the mean equal to 2.19 mas.

Finally, we take the mean of rwt, r95% and the HWHM for each source to get an average
radius of rav. We list the values of the rav in Table 2.

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 228



4. Classification of Calibrator Quality
We determined whether our sources were suitable for use as calibrators by using rav described
in the previous section. We divided the sources into four groups, according to their calibrator
quality, as follows:

• Very Good (VG):- contains sources with core fraction C ≥ 0.8 and average radius rav ≤
0.4 mas. We have 31 sources in this group all of which have sufficient flux density on all
baselines.

• Good (G): contains sources which are not in the first group but which have C ≥ 0.5 and
rav ≤ 6 mas. They also have sufficient flux density on all baselines. We found seven of our
sources in this group.

• Intermediate (I): contains sources which are not in the first or the second group but which
have C ≥ 0.5 and rav < 8 mas or C > 0.3 and rav < 0.6 mas. We only have one source in
this group. This source doesn’t have sufficient flux density on HartRAO baselines.

• Bad (B): contains sources which are not in the other three groups.

In addition to compactness and brightness, calibrator sources should have accurately known
positions. Among our 43 sources, the 35 sources which are listed as calibrators3 (see Table 2)
in the RFC, have accurately determined positions and are good calibrators at 8.4 GHz. Out
of the 35 sources with accurate positions, 32 (91%) sources fell in to the good or very good
calibrator classes. The remaining 8 sources, which are listed as non-calibrators4, have source
positions with large uncertainties. It is important to classify not only the 35 sources but also
the 8 sources, because we could get better positions for those 8 sources in future.

Table 2. The average radius, rav, the core fraction, C, calibrator class of the sources
(VG for Very Good, G for Good, I for Intermediate and B for Bad) and status of the
sources in the rfc 2016b catalog (C– Calibrator and N– Non-calibrator)

Source rav C Class RFC Source rav C Class RFC
Status Status

J0058-5659 0.74 1.00 VG C J1424-6807 2.70 0.85 VG N
J0253-5441 0.85 1.00 VG C J1427-4206 3.89 0.75 G C
J0311-7651 1.50 0.91 VG N J1512-5640 12.96 0.16 B C
J0335-5430 1.27 1.00 VG C J1515-5559 3.67 1.00 VG C
J0450-8101 1.66 0.90 VG C J1624-6809 4.59 0.78 G C
J0529-7215 0.70 1.00 VG C J1628-6152 1.62 1.00 VG C
J0743-6726 1.79 1.00 VG C J1703-6212 2.35 0.92 VG C
J0904-5735 1.10 0.96 VG N J1744-5144 9.30 0.43 B C
J1038-5311 4.19 0.69 G C J1803-6507 0.98 1.09 VG C
J1041-4740 1.88 1.00 VG C J1809-4552 2.32 1.00 VG C
J1051-5344 5.22 0.76 G C J1837-7108 1.49 1.00 VG C
J1101-6325 3.89 0.50 G C J1912-8010 1.30 1.00 VG C
J1107-6820 1.72 1.00 VG N J1930-6056 6.06 0.88 G C
J1112-5703 5.91 0.34 I N J1940-6907 1.54 1.00 VG C
J1131-5818 1.78 0.93 VG C J2035-6846 0.76 1.00 VG C
J1145-6954 1.15 0.85 VG C J2105-7825 1.59 1.00 VG C
J1151-6728 5.08 0.86 G C J2147-7536 1.06 1.00 VG C
J1206-6138 15.07 0.30 B C J2152-7807 1.10 1.00 VG N
J1252-6737 1.84 1.00 VG C J2303-6807 0.61 1.00 VG C
J1254-7138 1.36 0.89 VG C J2336-5236 1.27 1.00 VG N
J1315-5334 3.44 0.80 VG C J2356-6820 1.55 1.00 VG C
J1355-6326 19.30 0.13 B N

3 A source listed as calibrator in the RFC is a source which has 8 or more detections at both 2.3 and 8.4 GHz,
and has position accuracy better than 25 nrad.
4 A source listed as non-calibrator in the RFC is a source which has at least 8 detections at either 2.3 or 8.4 GHz,
and has position accuracy in the range [25, 500] nrad.
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5. Summary and Conclusion
Our first interest in this research was to determine the suitability of our sources as calibrators
for 1.4-GHz band observations. The two important properties we need from good calibrator
sources are that they should be very bright and compact. Calibrator sources should also have
accurately known positions. Among the 43 sources, we found that 38 sources are in the good
or very good calibrator classes. Of the 38 sources 32 sources have accurately determined source
positions in the RFC. Therefore, these 32 sources are good calibrators for global-array VLBI
observations at 1.6 GHz.

After determining the suitability of the sources as calibrators, our second interest was to
figure out how safe it is to use known 8.4 GHz calibrators for 1.4-GHz band observations. We
found that 91% of the sources known to be good calibrators at 8.4 GHz are still good for 1.4-GHz
band observations. This result is mainly important as the number of known calibrator sources in
the 1.4-GHz band is very small, while there are many more known calibrator sources at 8.4 GHz
observations from which we could get usable calibrator sources for 1.4-GHz band observations
with 91% chance.
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Abstract. Neutrino Astronomy has gained momentum after discovering cosmic neutrinos by
the IceCube Neutrino Observatory at the south pole. A proposed upgrade of IceCube and
planned future experiments will increase sensitivity to neutrino fluxes at very high energies
(> PeV). We consider very high-energy neutrino flux from the Gamma Ray Bursts (GRBs)
during the afterglow phase. We calculate this flux by modeling in details the observed afterglow
data with standard afterglow theories for nearby long-duration GRBs within redshift 0.5. We
also calculate neutrino events and corresponding upper limits from these GRBs for the future
IceCube Gen-2 observatory.

1. Introduction
Gamma ray bursts are one of the most energetic transients and they have been proposed as
sources of very high energy neutrinos. Ultra High Energy Cosmic Rays (UHECRs) are expected
to be produced from shock acceleration in GRBs. These UHECRs can interact with low energy
afterglow photons to produce very high energy neutrinos [1, 2]. We have modeled afterglow
radiations of 17 nearby GRBs within redshift 0.5, and using the best fitted afterglow model
parameters we have calculated expected neutrino flux and events from them. The synchrotron
modeling of broadband spectral energy distribution (SED) at different time intervals and the
temporal evolution of flux in different frequencies are done for all the 17 GRBs, using theories of
blast wave evolution in the constant density interstellar medium (ISM) and in wind environment
where the density decreases with distance from the center of the GRB (here after called as wind
medium).

The high energy neutrino observatories such as IceCube, have recently successfully
demonstrated the existence of astrophysical neutrino flux and this result is one of the driving
consideration for the second generation detector at south pole, the IceCube-Gen-2 [3]. We have
calculated neutrino fluence from individual GRBs in our sample, and by stacking fluence from
all GRBs we have calculated neutrino events for the upcoming IceCube Gen-2 in both ISM and
wind environment. We have also calculated upper limits for the stacked fluence of the IceCube
Gen-2 observatory since no detection seems to be possible.

2. Synchrotron modeling of GRB afterglow
In the GRB explosions the afterglows follow the prompt emissions (< 2 s for short GRBs and
> 2 s for long GRBs) and are produced by the synchrotron emission of accelerated electrons in
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the GRB blastwave [4, 5]. Relativistic material ejected from GRB explosion drives a blastwave
by accumulating surrounding medium. As the shock front propagates in the blast wave, a
population of electrons gets accelerated to relativistic energies by a Fermi shock-acceleration
mechanism. These electrons emit synchrotron radiations in a random magnetic field created
(assuming some plasma instability) in the shock region. This synchrotron radiation is observed
afterglows in all electromagnetic wavelengths. The synchrotron modeling of an afterglow
spectrum is done for a power-law distribution of electrons with Lorentz factors γ as ne(γ) ∝ γ−p
in the range γmin ≤ γ ≤ γs. Here γmin and γs are the minimum and maximum Lorentz factors,
respectively and p the spectral index. Several breaks can appear in the electron spectrum due
to efficient synchrotron cooling at high energies (γc) and synchrotron self-absorption at low
energies. These breaks also give rise to breaks in the synchrotron spectrum, in the so-called
slow-cooling (γc > γmin) and fast-cooling regime (γc < γmin) [5, 6, 7].

We have used afterglow data from gamma-ray to optical range which are detected by the
Large Area Telescope (LAT) on board the Fermi Gamma ray Space Telescope, the Burst Alert
Telescope (BAT),the X-ray Telescope (XRT) and the Ultraviolet/Optical Telescope (UVOT) of
the Swift Gamma Ray Burst explorer and the data observed by other optical telescopes. The
SEDs are taken for different time intervals from early time after T90 (duration of GRB prompt
phase) to later times depending on the availability of data. The synchrotron modeling of the
observed photon fluxes for the 17 GRB afterglows are done for both the ISM and wind media.
We show in Fig. 1 and Fig. 2, as examples, the SEDs and light curves for GRB 150818A in the
wind environment. Note that the blast wave model cannot explain well the light curve in Fig. 2
during the 100-500 s period, which reflects our still inadequate understanding of the afterglow
emission models.
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Figure 1. SEDs for GRB 130831A in wind
medium at different times after T90.
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Figure 2. Swift-XRT light curves for GRB
130831A at different frequencies.

We have listed afterglow model parameters from our fits to 17 GRBs in Table 1 for the wind
environment and in Table 2 for ISM. In these tables, Eiso is the isotropic-equivalent radiated
gamma-ray energy within T90, Ekin(1055 erg) is the initial kinetic energy of the GRB blast wave
in units of 1055 ergs, εe is the fraction of shock energy going to the relativistic electrons, εb
is the fraction of shock energy going to the magnetic energy, A∗ ≡ Ṁ−5/v8, corresponding to
a mass-loss rate of Ṁw = 10−5Ṁ−5M�yr−1 in wind, with velocity vw = 108v8 cms−1, by the
progenitor star and n0 is the number density of particles in the ISM.

3. Neutrino flux and events from GRBs
We have used the above modeled parameters for the afterglow radiation to calculate the neutrino
flux and events from the GRBs by the upcoming IceCube Gen-2 neutrino telescope. In GRB
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Table 1. WIND Model parameters
GRB z T90(s) Eiso(erg) Ekin(1055erg) εe εb p A∗

150818A 0.282 123.3±31.3 1×1051 1× 10−3 6× 10−3 1× 10−2 2.14 0.1
130831A 0.479 32.5 ± 2.5 4.56×1051 8× 10−3 9× 10−3 1× 10−3 2.0 1.0
130702A 0.145 15±1 7.8×1050 7× 10−4 2× 10−2 5× 10−2 1.9 0.1
130427A 0.34 162.83±1.36 8.5×1053 1.1 9× 10−3 1× 10−4 2.0 1.0
120714B 0.398 159 ± 34 4.51×1051 4.5× 10−3 1× 10−2 1.2× 10−3 2.3 0.1
120422A 0.28 5.35±1.4 1.28×1051 1.28× 10−3 3.5× 10−2 1× 10−4 2.4 1.0
111225A 0.297 106.8±26.7 2.88×1050 2.88× 10−4 1× 10−2 1.45× 10−2 2.18 0.1
100316D 0.059 1300 9.81×1048 9.8× 10−6 8× 10−3 1× 10−4 2.12 0.1
091127 0.49 7.1±0.2 1.60×1052 1.6× 10−2 3× 10−2 5× 10−3 2.0 0.1
061021 0.346 46 4.06×1051 4.06× 10−3 6× 10−3 4× 10−3 2.0 0.1
060614 0.125 102 8.4× 1050 8.4× 10−4 3× 10−3 2× 10−3 2.1 0.1
060512 0.443 8.6± 2 1.99×1050 1.99× 10−4 5× 10−2 1× 10−2 2.18 0.1
060218 0.033 2100± 0.1 1.9× 1049 1.9× 10−5 1× 10−2 6.8× 10−2 2.27 0.1

051117B 0.481 8 2.77×1051 2.77× 10−3 2× 10−3 3× 10−4 2.1 0.1
051109B 0.08 151 3.46×1048 3.4× 10−6 2× 10−2 1× 10−3 2.0 0.1
050826 0.297 35± 8 3.39×1050 3.39× 10−4 1× 10−2 5× 10−3 2.12 0.1
050803 0.422 85 ± 10 2.45×1051 2.45× 10−3 2× 10−2 1× 10−3 2.0 0.1

Table 2. ISM Model parameters
GRB z T90(s) Eiso(erg) Ekin(1055erg) εe εb p n0

150818A 0.282 123.3± 31.3 1× 1051 1× 10−3 1× 10−3 1× 10−2 2.02 1
130831A 0.479 32.5 ± 2.5 4.56× 1051 8× 10−3 3× 10−3 1× 10−1 2.0 0.01
130702A 0.145 15±1 7.8× 1050 7× 10−4 5× 10−3 8× 10−2 1.87 0.1
130427A 0.34 162.83±1.36 8.5× 1053 5× 10−1 1.2× 10−3 1× 10−4 2.0 1.0
120714B 0.398 159 ± 34 4.51× 1051 4.5× 10−3 2× 10−3 2× 10−3 2.28 1.0
120422A 0.28 5.35±1.4 1.28× 1051 1.28× 10−3 1× 10−3 1.3× 10−2 2.1 1.0
111225A 0.297 106.8±26.7 2.88× 1050 2.88× 10−4 4.5× 10−3 1.6× 10−2 2.19 1.0
100316D 0.059 1300 9.81× 1048 9.8× 10−6 1× 10−3 1× 10−3 2.12 0.1
091127 0.49 7.1±0.2 1.60× 1052 1.6× 10−2 1.2× 10−2 3.8× 10−3 2.0 0.1
061021 0.346 46±1 4.06× 1051 4.06× 10−3 4× 10−3 3× 10−3 2.0 0.1
060614 0.125 102 8.4× 1050 8.4× 10−4 2× 10−3 2× 10−3 2.18 1.0
060512 0.443 8.6± 2 1.99× 1050 1.99× 10−4 2× 10−2 3× 10−2 2.18 1.0
060218 0.033 2100 1.9× 1049 1.9× 10−5 1× 10−2 2× 10−2 2.27 0.14

051117B 0.481 8 2.77× 1051 2.77× 10−3 5× 10−4 1× 10−3 2.0 1.0
051109B 0.08 151 3.46× 1048 3.4× 10−6 2× 10−2 3× 10−2 2.1 1.0
050826 0.297 35±8 3.39× 1050 3.39× 10−4 4× 10−3 1× 10−2 2.14 1.0
050803 0.422 85±10 2.45× 1051 2.45× 10−3 7× 10−3 1× 10−3 2.0 1.0

blast waves, the low energy afterglow photons interacts with the UHECRs to produce muons,
pions and kaons. Subsequently they decay to produce very high energy neutrinos. Due to
neutrino oscillation during their propagation we expect 3 different neutrino flavors: muon
neutrino, electron neutrino and tau neutrino and their anti neutrinos on the Earth. Here we have
calculated the neutrino flux from pion and muon decay considering their production from ∆+

resonance interaction pγ → ∆+ → nπ+ or pπ0, where n is neutron and p is proton. Subsequent
decay channels for neutrino production are π+ → µ+ + νµ → e+ + νe + νµ + ν̄µ.
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3.1. Neutrino flux from GRBs
Using the synchrotron model parameters from the 17 GRBs we have modeled neutrino flux for
all of them individually for different time intervals in terms of T90. The neutrino flux from the
proton-photon (pγ) interactions depends on the proper density of synchrotron photons in the
blast wave frame and corresponding optical depth (efficiency) and the flux of cosmic-ray protons
from the GRB blast wave. The photon spectrum in the blast wave can be expressed in terms of
the differential proper density of the synchrotron photon n′γ(E′γ) in the slow-cooling and fast-
cooling regime [5, 1]. Here E′γ is the photon energy in the blast wave frame and it is related to
the observed synchrotron photon energy hν as E′γ = hν(1 + z)/Γ, where Γ is the bulk Lorentz
factor of the blast wave. The pγ optical depth is τpγ(E′γ) ≈ E′n′γ(E′)σpγctdyn, where tdyn is
the dynamic time. The optical depth as a function of the photon energy E′γ can be converted
to a function of the proton energy E′p in the blast wave frame using the resonance energy for

pγ → ∆+ production as E′γE
′
p = 0.3 GeV2. In the observer’s frame Ep = E′p(1 + z)/Γ.

The pγ opacity scales with the proton energy Ep in the slow-cooling regime as [9]

τpγ(Ep) = τpγ(Epl)×


(
Eph

Epl
)

p
2− 1

2 (
Ep

E′
Ph

)
p
2 ; Ep < Eph,

(
Ep

Epl
)

p
2− 1

2 ; Eph < Ep < Epl,

1; Ep > Epl.

(1)

and in the fast-cooling regime as

τpγ(Ep) = τpγ(Epl)×


(
Ep

Epl
)p/2; Ep < Epl,

(
Ep

Epl
)1/2; Epl < Ep < Eph,

(
Eph

Epl
)1/2; Ep > Eph.

(2)

Here Epl is the minimum proton energy corresponding to the break energy hνm in the afterglow
synchrotron photon spectrum, corresponding to the electrons with minimum Lorentz factor
γmin. Similarly Eph is the proton energy corresponding to the break energy hνc in the afterglow
synchrotron photon spectrum, corresponding to the electrons with the cooling Lorentz factor
γc. We refer the readers for details in [1] for equations and numerical values for these energies.
The opacity value at the energy Epl in the wind medium is,

τpγ(Epl) = 6.0(1 + z)1/2ε
1/2
b,0.1A

2
∗t
−1/2
2 E

−1/2
55 , (3)

where t2 = t/100 and t is the time after the prompt emission. Similarly the opacity value at the
energy Epl for ISM is calculated as,

τpγ(Epl) = 0.7(1 + z)−1/2ε
1/2
b,0.1n0t

1/2
2 E

1/2
55 . (4)

The neutrino flux from the GRB afterglow is calculated from shock-accelerated cosmic-rays
interacting with afterglow synchrotron photons as described above. We assume that cosmic-ray
is dominated by protons and for calculation purpose we use a primary cosmic-ray flux and a pion
flux, although those cannot escape directly the blast wave. The cosmic-ray spectrum, n(Ep) or
dN/dE, is a power-law of energy with index −2, assumed to originate from Fermi acceleration.
The normalization of the spectrum is done by integrating the differential spectrum E(dN/dE)
over the minimum and maximum energy range of protons and equating it to the total kinetic
energy (dominated by protons) of the GRB blast wave [1]. The proton flux and is given as
JP (Ep) = c/4π(R/dl)

2n(Ep), where dl is the luminosity distance of the GRB. An intermediate
pion flux, from pγ interactions, can be calculated as Jπ(Eπ) = Jp(Ep)τpγ(Ep)fp→π(x), where
x = Eπ/Ep and we took the average value of x as 0.2. We have calculated neutrino flux by
assuming an average of 1/4th energy of pion goes to one neutrino.

The neutrino flux for individual GRBs at time T90 for the ISM and wind environment are
shown in Fig. 3 and Fig. 4, respectively and at 100T90 for the ISM and wind environment are
shown in Fig. 5 and Fig. 6, respectively.
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Figure 3. Neutrino flux calculated for T90 in
the wind environment.
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Figure 4. Neutrino flux calculated for T90 in
the ISM.
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Figure 5. Neutrino flux calculated for
100T90 in the wind environment.
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Figure 6. Neutrino flux calculated for
100T90 in the ISM.

3.2. Neutrino events and fluence upper limit calculated for the IceCube Gen-2 .
The Neutrino observatories have made a significant progress in the study and research of
Astrophysical Neutrinos. Out of the modeled 17 nearby long GRBs we have calculated the
neutrino events and individual fluence from the 7 southern hemisphere GRBs which could be
in the field of view of IceCube Gen-2. We also have stacked the fluence of all these 7 GRBs.
Figures 7 and 8 show the neutrino fluence plots of the southern hemisphere GRBs for the IceCube
Gen-2 in ISM and wind environment, respectively. In case of non-detection of neutrinos, the
upper limits for the stacked fluence is also calculated. We calculated the neutrino events as,

Nν =

∫ Eν,max

Eν,min

∫ 100T90

T90

dNν

dEν
AeffdEνdt90, (5)

where Aeff is the effective area for the IceCube Gen-2 [3], Eν,min = 106 GeV and Eν,max = 109

GeV. These upper limits on the stacked fluence for the 7 GRBs are also shown in Figs. 7 and 8.
Estimated neutrino fluence for IceCube corresponding to 468 long GRBs detected within

4 years (2011-2015) has been reported in Ref. [11], which gives an upper limit on the flux
as ≈ 10−4 GeV cm−2 sr−1. This calculation considers both prompt and afterglow neutrino
production in GRBs. Again IceCube Gen-2 has atleast one order of magnitude larger effective
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area compared to IceCube [12]. Hence we have not done a precise nuetrino event calculation for
IceCube.
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Figure 7. Neutrino fluence and upper
limit calculated from time T90 to 100T90 for
IceCube Gen-2 in ISM.
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Figure 8. Neutrino fluence and upper limit
from T90 to 100 T90 for IceCube Gen-2 in wind
medium.

4. Discussion and conclusion
We have done a detailed study of afterglow radiations from a well defined set of 17 long nearby
GRBs with redshift less than 0.5, which are the most promising GRBs for the neutrino detection.
We have modeled the SED for different time intervals and the light curves for different frequencies
of the afterglows of these GRBs. For this afterglow modeling we have used different data
from LAT, XRT/BAT, UVOT/optical and other optical telescopes. We have obtained a set
of reasonable model parameters for all these GRBs in both the constant density interstellar
medium and wind environment.

We have calculated neutrino flux and fluence from the southern hemisphere GRBs for the
IceCube Gen-2 neutrino observatory. Individual fluences for the 7 southern hemisphere GRBs
are calculated and the stacked fluence of these GRBs are calculated. The number of neutrino
events for the stacked fluence is very small and in such a case of non-detection we have calculated
upper limit for these stacked fluences. Our calculations are useful to estimate sensitivity of new
generation of neutrino telescopes for detecting very high energy (> 1 PeV) neutrinos from the
afterglows of long-durations GRBs.
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Abstract. Blazars are known to show large-scale multi-wavelength variability on the order of
sub-hours to years. This variability often manifests as rapid flares that can show correlation
over a broad wavelength range. Since flares happen suddenly, rapid follow-up observations must
be scheduled if a more detailed multi-wavelength observation campaign is to be started. We
report on the long term optical photometric monitoring of a selection of known TeV blazars
observed with the Watcher Robotic Telescope since May 2015 in the V, R and i’ filters and
present results of five well known sources: PKS 1510-089; AP Librae; PG 1553+113; PKS
2005-489 and PKS 2155-304. A reduction pipeline is currently in development to help identify
potential sources for rapid follow-up multi-wavelength observations and provide optical light-
curves to complement multi-wavelength observations. During the observation period PKS 1510-
089 showed two outbursts and a ∆mV = 1.7 mag. Analysis with the Discrete Correlation
Function between optical and γ-rays for PKS 1510-089 showed that all the flares are well
correlated, suggesting a common origin for the optical and γ-ray emission. PKS 2155-304
showed a ∆mV = 1 magnitude difference and a steady increase in magnitude. PG 1553+113
exhibits an outburst with a total magnitude change of ∆mV ∼ 0.6, while PKS 2005-489 shows a
general magnitude increase toward the middle of the campaign and a decrease toward the end.
No flare events were observed for AP Librae.

1. Introduction
Blazars are a class of Active Galactic Nuclei (AGN) which have a jet orientation which lies very
close to the observer‘s line of sight (. 10◦) and they can be subdivided into Flat Spectrum Radio
Quasars (FSRQ) and BL Lacertae objects (BL Lac). BL Lacs and FSRQs are characterized by
their rapid multi-wavelength variability on the order of sub-hours to years, high polarization
(radio to optical) and highly Doppler boosted emission from the jet. The Spectral Energy
Distribution (SED) of blazars show a “double-humped” profile, with the low energy component
(radio to UV/X-ray) produced by synchrotron radiation and high energy component (X-ray to
γ-ray) produced by inverse Compton (IC) emission in the leptonic scenario [1] [2]. There is
still some debate as to the origin of the high energy component, whether leptonic, hadronic or
lepto-hadronic (see e.g. [3], [4] or [5]).

The Watcher Robotic Telescope, situated at the Boyden Observatory, South Africa is currently
undertaking long-term observation of a selection of blazars detected with the High Energy
Stereoscopic System (H.E.S.S.) telescope. The observational campaign began in December 2014.
We present light-curves for five of these sources: PKS 1510-089; AP Librae; PG 1553+113; PKS
2005-489 and PKS 2155-304, from May (MJD = 57154) to November (MJD = 57335) 2015 in
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the R, V and i’ filters. In this short proceedings we analyse the long-term light-curves for these
five sources to investigate their long-term variability. Aperture photometry was performed on
Fermi-LAT (0.1 ≤ Eγ ≤ 300 GeV) data for PKS 1510-089 to investigate any correlation between
its optical and γ-ray light-curves.

2. Data reduction pipeline and method
The goal of an automatic reduction pipeline is to reduce and analyse observational data with
as little input by the user as possible. The reduction pipeline being developed in the Python
Programming Language for the reduction of the Watcher Robotic Telescope data, uses output
from various Python packages, such as sep, a module that uses SExtractor algorithms in
Python to help analyse data [6], pyRAF, which allows Python programs to be executed in
IRAF and Astropy, which reads the fits file headers during the IRAF reduction process [7] [8],
allowing the pipeline to reduce long-term data with locally (daily) applicable bias, dark and flat
files.

The reduction pipeline uses the output of the Astropy and sep modules as the input
for pyRAF, which then performs the reduction and photometry with the standard IRAF
ccdred/ccdproc and daophot/phot tasks. To ensure the quality of the data being reduced,
the sep module is used to analyse the quality of the data and extracted sources. Frames are
rejected if the background counts and total background noise (rms) is more than twice the average
of all the data. This allows anomalous frames to to be rejected, while still keeping the overall
data quality approximately the same. Frames are also rejected if the eccentricity of the extracted
sources are more than e = 0.9.

The data obtained from theWatcher Robotic Telescope was run through the reduction pipeline
and photometric results obtained from the daophot/phot task. Differential photometry was
performed using the method outlined in Everett and Howell [9]. The corrected magnitude is
calculated by:

m = mobs −

〈mi〉 −
1

M

M∑
j=1

〈mi〉j

 . (1)

Here mobs is the observed instrumental magnitude per frame. The average instrumental
magnitude of the N comparison stars, weighted by their variance, per frame is 〈mi〉, M is
the total the number of frames and 〈mi〉j is the average magnitude of the comparison stars on
frame j. The uncertainty in the corrected magnitude is determined by:

σ =
√
σ2∗ + σ2ens (2)

where σ∗ is the error calculated by IRAF for the star and σens is the ensemble error, given by

σens =

[
N∑
i=1

(
1

σ2∗i

)]− 1
2

(3)

The Discrete Correlation Function (DCF) [10] was used to calculate correlations between the
optical and γ-ray (Eγ < 1 GeV) flares in May and August 2015 and lower (Eγ < 1 GeV) and
higher (1 ≤ Eγ ≤ 300 GeV) components of the flare detected by the LAT in August 2015 for
PKS 1510-089.

3. Results and discussion
During the observation period PKS 1510-089 showed three flares detected in γ-rays, two of
which were detected by the Watcher Robotic Telescope. The May 2015 flare was also detected
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(a)

(b)

Figure 1: Light-curve and DCF for PKS 1510-089. Frame a) is the light-curve for PKS 1510-
089. The top panel is the γ-ray light-curve from Eγ < 1 GeV (green crosses) and 1 ≤ Eγ ≤ 300
GeV (blue plusses) emission. The green squares and blue stars are the R and V magnitudes
respectively. Frame b) shows the correlations between the flares. Left and middle: May and
July flares receptively. Correlations are calculated between Eγ (< 1 GeV) emission and R filter,
right: August flare. Correlations are between the (1 ≤ Eγ ≤ 300 GeV) and (Eγ ≤ 1 GeV) γ-ray
emission.

by M.A.G.I.C. (Major Atmospheric Gamma Imaging Cherenkov) [11] and the July flare was
detected by the 0.6m telescope of the Belogradchik observatory, situated in Bulgaria [12].
The light-curve and DCFs for the three flares are shown in figure 1. The third flare was not
observed by Watcher, but was detected in γ-rays by Fermi-LAT. The first flare, in May 2015,
had a ∆mV ≈ 1 magnitude change with a maximum daily γ-ray flux of F (Eγ < 1 GeV) =
(6.57± 0.635)× 10−6 ph cm−2 s−1.

The DCF calculations suggest a positive correlation with a lag of τ = 2.07±2.73 days between
the Eγ < 1 GeV emission and R filter. However, this ∼ 20 day flare only has optical data every
∼ 4th day, so any information regarding short term correlation between the gamma-ray and
optical emission should be treated with caution. The second flare in July 2015 showed a ∆mV ≈
1.9 with a maximum daily γ-ray flux of F (Eγ < 1 GeV) = (4.13 ± 0.500) × 10−6 ph cm−2 s−1.
A DCF calculation showed a positive correlation with a τ = 1.19 ± 1.19 day lag between the
γ-ray (Eγ < 1 GeV) emission and R filter. The third flare, in August, was not observed by
Watcher, but a γ-ray flare was recorded with the LAT (0.1 ≤ Eγ ≤ 300 GeV). Maximum
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Figure 2: Light-curve for AP Lib. The light-curves show the data for the V(blue pentagons),
R(green squares) and i’(red circles) filters in the top panels. The colour curves are shown in the
bottom panels, with R-V(blue triangles) and R-i’(green plusses)
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Figure 3: Light-curves for PG 1553+113. See figure 2 for description of symbols.

daily fluxes of F (Eγ < 1 GeV) = (7.125 ± 0.864) × 10−6 ph cm−2 s−1 and F (Eγ > 1 GeV) =
(1.437± 0.150)× 10−6 ph cm−2 s−1 were recorded with the LAT. There was a lag of τ = 1± 1
days between the 1 ≤ Eγ ≤ 300 GeV and Eγ < 1 GeV emission, calculated with the DCF.

AP Librae1 showed a ∆mV ≈ 0.35 magnitude change over the course of the observation
campaign, with no sudden magnitude changes. Its R-V colour stayed constant (∼ 0.6), but its
R-i’ colour varied slightly around ∼ −0.1. Its light-curve is shown in figure 2.

PG 1553+113 (figure 3) showed a overall decrease in magnitude with a ∆mV ≈ 1 change.
The R-V and R-i’ colours stayed constant during the whole observation campaign with ∼ 0.6
and ∼ −0.2 respectively.

PKS 2005-489 showed a slight increase in magnitude toward the middle of the campaign, then
a slight decrease toward the end, with an overall ∆mV ≈ 0.4 magnitude change. The light-curve
is shown in figure 4.

PKS 2155-304, shown in figure 5, displayed an overall magnitude increase during the campaign,
with a ∆mV ≈ 1 increase. It showed small variability (∆mR ≈ 0.3) in the R filter during the

1 Please note that the instrumental magnitudes are used for AP Librae, PG 1553+113, PKS 20115-489 and PKS
2155-304.
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Figure 4: Light-curves for PKS 2005-489. See figure 2 for description of symbols.
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Figure 5: Light-curves for PKS 2155-304. See figure 2 for description of symbols.

middle of the campaign, but no corresponding change in magnitude was noted for the V and i’
filters.

4. Conclusion
In this paper we presented light-curves on 5 well known TeV blazars observed with the Watcher
Robotic Telescope for the period between May 2015 and November 2015. During this campaign,
the FSRQ PKS 1510-089 (z = 0.361), which was discovered to be a TeV emitter in 2009 [13],
experienced three flares during the observation period, two optical and γ-ray flares during May
and July 2015 and a flare in August 2015 that was not detected by the Watcher Robotic Telescope,
which was not observing the source during the flaring period. The August flare was detected
Fermi-LAT in the 1 ≤ Eγ ≤ 300 and Eγ ≤ 1 GeV range.

AP Librae (z = 0.049), PG 1553+113 (z = 0.43− 0.58); PKS 2005-489 (z = 0.071) and PKS
2155-304 (z = 0.116) are BL Lacs observed in the TeV range by H.E.S.S. [14]. The rapid flares of
PKS 1510-089 hint that the emission during the flares originate from a small region in the jet and
the small time lags between the γ-ray and optical emission has previously been shown to agree
well with a Shock-in-Jet Model (see e.g. [15]). Fermi-LAT aperture photometry for AP Librae,
PG 1553+113, PKS 2005-489 and PKS 2155-304 was also performed, but did not show any γ-ray
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variability flaring events. The automatic reduction pipeline, currently in development, used to
reduce the data and perform photometry, gave reasonable results, although more development
and testing, under different conditions, still needs to be carried out. A more rigorous γ-ray
analysis still need to carried out on the flares detected by the Fermi -LAT to explore the emission
regions and conditions during the flares. The preliminary results show the importance of long-
term monitoring and the rigorousness of the reduction pipeline.
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Abstract. In this paper we explore the dependency of pulsar population structures (seen in
Ṗ -P diagram) on the measurable characteristics of pulsars. We implement graph kernels for this
investigation and it forms part of structure mining which is a domain of learning on structured
data objects in machine learning. Among others, we implement one of the most powerful graph
kernels that is based on random walks, and has been successfully applied to data mining projects
in the field of astronomy. With instruments such as the SKA coming online in the near future,
the quest continues to search for relationships between the different pulsar populations.

1. Introduction
Pulsars can be considered as stable cosmic clocks that serve the purpose of testing fundamental
astrophysical theories and advancing computing technology [1]. However, the model describing
the evolutionary path of pulsars on the Ṗ -P diagram is incomplete and continuously undergoes
upgrades in both complexity and completeness. The Ṗ -P diagram describes the evolution of
pulsars in the parameter space described by their spin-period (P ), spin-down rate (Ṗ ), magnetic
field (B) and characteristic spin-down age (τc), see Figure 1. The Ṗ -P diagram is mostly
populated by normal pulsars from where they evolve beyond the graveyard line to be reborn as
isolated or binary millisecond pulsar systems (recycled pulsars).

The Ṗ -P diagram is not just being populated via radio observations, but due to the fact that
pulsars produce pulsed-emission across a large part of the electromagnetic spectrum, including
optical, X ray and gamma ray, we can gather a wealth of information to try and understand the
evolutionary path of pulsars on the Ṗ -P diagram and clustering can accelerate this aim.

Graph clustering techniques are being used in machine learning and social network
classification [3]. Specific graph kernels are also being used in photon event tracking seen in the
latest Pass-8 Fermi data (http://fermi.gsfc.nasa.gov/ssc/data/). The new technique ultimately
uses the three dimensional calorimeter readout and implements a Minimum Spanning Tree
(MST) construction to minimize ghost signals and improve the event reconstruction process
at GeV levels [4]. In earlier work, [5] proposed using the Minimum Spanning Tree algorithm
to classify sources in gamma-ray bi-dimensional images where a photon’s (or events) celestial
coordinates represent a node in the graph and the edge is weighted by the angular distance

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 243



Figure 1. Ṗ -P diagram illustrating the placement of isolated neutron star classes according to
their characteristics, adopted from [2].

between the nodes. They applied this algorithm successfully to EGRET data of the Virgo field
and detected several sources.

It needs to be stressed that graph kernels are highly application specific, i.e. when considering
clustering applications on data we can use a specific kernel called the graph clustering kernel.
In the next section we investigate the mechanism of graph clustering, after which we consider
the application of graph clustering on the Ṗ -P diagram via unsupervised machine learning.

2. Machine learning
There are two types of machine learning supervised and non-supervised. There are two main
trends in machine learning. The first is the classification of objects with respect to a certain
characteristic that they might or might not possess. Here we would start with a set of objects
with predetermined outputs, i.e. a set of objects that are already classified in terms of either
having a certain property, or not. The machine then uses this information, compares these
objects and ’learns’ what it is that makes them fall into one category or the other in terms of
their similarity. The idea is to classify any new object according to what has been learned. The
ultimate aim for classification is therefore prediction. The second is used for data that does not
have clear-cut classifications, or perhaps we do not know what it is that we want to search for
in terms of a classification. This then leads to clustering, which is simply grouping together
elements that seem to demonstrate similar characteristics, without having to go into too much
detail of what those characteristics are. The aim here is therefore description.

2.1. Graph kernels
We briefly define a graph and the concepts necessary to define some of the existing graph kernels.
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Figure 2. A graph G with adjacency matrix A in Equation 1.

A finite graph G consists of a set of vertices V (G) = {v1, v2, . . . , vn} with possible edges
between them. The number of vertices in the graph is referred to as the order of the graph,
in this case n. An edge is denoted by e = vivj , meaning the link between vertices vi and vj .
The set of edges of the graph is denoted by E(G). We consider simple graphs with no loops (an
edge from a vertex to itself) or multiple edges between vertices. If two vertices are joined by an
edge, we refer to them as being adjacent. If two edges meet at a common vertex, they are also
referred to as being adjacent. An edge meeting a vertex is incident to that vertex.

A walk in the graph refers to movement across the graph, starting at a vertex and moving
along edges and across other vertices allowing for edges and vertices to be visited more than
once. The length of the walk is simply the number of edges traversed. A path is a walk where no
edges or vertices are visited more than once, and a cycle is a closed path, i.e. its initial vertex
is also its end vertex.

We can describe the graph G by making use of an adjacency matrix A, which is an n × n
matrix consisting of zeros and ones, depending on whether or not two vertices are adjacent. We
therefore have the ij-th entry given as

[A]ij =

{
1 if vivj ∈ E(G),
0 if vivj ̸∈ E(G),

where 1 ≤ i, j ≤ n.
Consider the graph G in Figure 2. For simplicity the vertices v1, v2, . . . , v5 have been labeled

using only values 1, 2, . . . , 5. The adjacency matrix A of G is

A =


0 1 0 0 0
1 0 1 1 0
0 1 0 1 1
0 1 1 0 1
0 0 1 1 0

 . (1)

The adjacency matrix of a graph contains valuable information, especially if we want to
compare two graphs. The sum of the elements in each row or column gives that particular
vertex’s degree, i.e. its amount of adjacent vertices or neighbours. Also, the powers of the
adjacency matrix, say A4, will give us the number of walks of length 4 in the graph, this can be
found for each entry [A]ij , that is, from vertex vi to vertex vj [6]. This concept is often used in
what is called walk-based kernels, together with the idea of a direct product between graphs. To
’walk’ on a direct product graph is therefore the same as walking on both graphs simultaneously
[7–9]. An example of a direct product between graphs is given in Figure 3.

Graph-with-graph comparisons tend to fall under graph classification problems, while within-
graph similarities are more used to cluster graphs.

2.2. Clustering
In terms of clustering or comparing vertices within a graph, we can make use of minimum
spanning trees (MST), shared nearest neighbour (SNN), betweenness centrality, highly connected
subgraphs, maximal clique enumeration and the kernel k-means, to name but a few.
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Figure 3. An example of a direct product between two graphs G and H. If the graphs G and
H have vertex sets V (G) and V (H), respectively, then the direct product graph of G and H has
the vertex set V (G)× V (H), namely the set of ordered pairs consisting of vertices from G and
H. Two vertices (u, u′) and (v, v′) in G×H are adjacent if and only if u is adjacent to v in the
graph G and u′ is adjacent to v′ in the graph H.

1
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8

10

12

13

14

Figure 4. An example of graph clustering done on selected pulsars with respect to their
dispersion measures. The lengths of the edges are not taken into consideration since they only
represent connections between vertices.

In Figure 4 we have made use of a simple graph clustering based on the dispersion measure
of each pulsar. A input threshold µ is specified whereby we form the graph structure. For this
specific graph we choose µ = 10 and vertices (pulsars) are adjacent if the difference between
their dispersion measures are less than or equal to µ. On this graph we can then choose our
method of clustering, depending on the similarities that we want to highlight. We now briefly
discuss some of the methods of graph clustering.

A minimum spanning tree can be constructed from any connected weighted graph. A weighted
graph is a graph where the edges have been assigned a numerical value which is referred to as
its weight. A tree is a connected graph that contains no cycles. A spanning tree of a graph G
is a subgraph of G consisting of all vertices of G. We construct a minimum spanning tree as
follows. After choosing any vertex v to begin with, we use Prim’s algorithm (see also Kruskal’s
algorithm) and we construct the tree T by using an incident edge that satisfies

(i) it has the lowest weight,

(ii) it has only 1 incidence with T .

We repeat this process until we have a tree T that contains all the vertices of the original graph,
hence spanning. In order to cluster the graph, we start eliminating the maximum weighted edges
from T . Since the tree T is a minimum spanning tree, the removal of any edge will result in a
disconnected graph, the components of which would form the clusters.

Our aim is to make use of one or more of the existing clustering methods to investigate
clustering of pulsars on the Ṗ -P diagram. The main task will be to structure our data effectively
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Figure 5. The pulsars in Table 1 plotted against period and period derivative.

in such a manner that the clustering methods could pick up more than just the standard clusters.

3. Application to Ṗ -P diagram
To illustrate one of the most basic clustering methods using graph theory, we shall make use
of eleven chosen pulsars and cluster them according to their respective distances on the Ṗ -P
diagram. The selection is obviously biased, but sufficient to test the algorithm.

We form a complete graph of 11 vertices, that is, all vertices are adjacent to each other.
Next, we assign weights to each edge in the graph according to the physical distances between
its incident vertices (pulsars) on the Ṗ -P diagram. We make use of a minimum spanning tree
to cluster these pulsars. The pulsars that we have made use of can be found in Table 1. Their
positions are plotted in Figure 5.

Now we construct a minimum spanning tree by choosing a vertex and adding edges according
to the algorithm mentioned earlier. The spanning tree is shown in Figure 6a (bold edges).

For us to cluster these pulsars according to the spanning tree, we simply remove the heaviest
weighted edges from the tree. For every edge we remove, we create a new clustering. If we remove
the two heaviest edges from this specific tree, we find the clusters in Figure 6b, corresponding
to our Ṗ -P diagram in Figure 5.

Table 1. Pulsars and their Ṗ -P coordinates used in our minimal working example.

PSR P Pdot
J2214+3000 0.003119 1.4×10−20

J1614-2230 0.003151 9.62×10−21

J0751+1807 0.003479 7.79×10−21

J1745+1017 0.002632 2.73×10−21

J1640+2224 0.003163 2.83×10−21

J1412+7922 0.059198 4×10−19

J1614-5048 0.231694 4.95×10−13

J1301-6305 0.184528 2.67×10−13

J1341-6220 0.19334 2.53×10−13

J1702-4310 0.240524 2.24×10−13

J1413-6141 0.285625 3.33×10−13
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(a) The spanning tree constructed from Table 1. (b) The spanning tree clusters formed

Figure 6. Spanning tree construction and clustering of a sample of pulsars

4. Discussion and Conclusions
In this paper we illustrated the usefulness and the adaptability of the graph cluster algorithm
within the Ṗ -P diagram by using pulsars with unique characteristics and clustered them
accordingly. The MST results are in agreement with the clustering seen in Figure 5. The choice
of threshold is problem specific. Optimizing the threshold can be done by several iterations using
different threshold values. If the threshold is taken to high, the algorithm will simply allocate
a cluster to each data point. For future work we are planning to cluster the entire up-to-date
Ṗ -P diagram using a well optimized clustering code.
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Abstract. A violation in Lorentz invariance (LIV) proposed in quantum gravity theories,
delays the flight of extremely high energy gamma rays and neutrinos from their origin. Gamma
ray bursts (GRBs) are one of the promising candidate sources of extremely energetic gamma
rays and neutrinos at high redshift, as these particles propagate over long distances to develop
any LIV induced propagation delays. Additionally GRBs are transient events, which gives a
certain time stamp for gamma-ray emission to measure delays. With the recent discovery of
astrophysical neutrino events by the IceCube observatory, a path is opened to search for Lorentz
invariance at PeV energies. We use directional correlations of IceCube neutrino events and
GRBs to constrain the LIV parameters at PeV energies from the observed time delay between
the prompt gamma-ray and the neutrino events.

1. Introduction
IceCube Neutrino Observatory, the world’s largest neutrino detector, has detected 54 neutrino
events within 1347 days with energies between 20 TeV and 2.3 PeV [1][2]. Shower events,
most likely due to νe or ντ charge current νN interactions and also due to neutral current νN
interactions of all flavors, dominate the event list (39 including 3 events with 1–2 PeV energy)
while track events, most likely due to νµ charge current interactions, constitute the rest. Among
a total of 54 events about 21 could be due to the atmospheric neutrino (9.0+8.0

−2.2) and muon
(12.6± 5.1) backgrounds. A background-only origin of all 54 events has been rejected at a 6.5-σ
level [2]. Therefore a cosmic origin of a number of neutrino events is robust. The track events
have on average ∼ 1◦ angular resolution, but the dominant, shower events have much poorer
angular resolution, ∼ 15◦ on average [2]. Searching for the sources of these events is now one of
the major challenges in astrophysics. Pinpointing the astrophysical sources of these neutrinos
is difficult, due to a large uncertainty in their arrival directions.

High energy cosmic rays (CRs) can interact with low energy photons and/or low energy
protons to produce neutrinos and high energy gamma rays inside the source or while propagating
to the Earth. Gamma Ray Bursts (GRBs) are promising candidates for producing neutrino by
this process [4][5]. However a small violation in the Lorentz invariance (LI) can lead to time
delay or advance in the detection of the neutrino event with respect to the GRB. The prospect

1 Presently at Racah Institute of Physics, The Hebrew University, Jerusalem, Israel
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Figure 1. Sky map of total 15 neutrino track events, 13 from the IceCube 4 year HESE and
the 2.6 up going event detected by IceCube [3] and one detected by ANTARES, with red dots
and the red shaded area around the neutrino events shows the reported angular resolution while
the red ellipses represent, three times the angular resolution in the equatorial coordinate. The
Galactic plane is shown with the dotted gray line. The 1017 GRBs detected by Swift are shown
with the blue dots.

of exploring the possible minute violation in LI with energetic gamma rays, neutrinos has been
proposed earlier [6][7].

Here we have correlated the high energy neutrino events detected by IceCube and one event
from the ANTARES [10] with the Swift2 detected GRBs. Then we calculated the LIV parameter
using the events that correlated with the GRBs.

2. High energy neutrino events and Gamma Ray Bursts
Out of all neutrino events we have considered only track events, as these kind of events leave
a long muon track inside the detector which helps to reconstruct the arrival direction of the
neutrino with better accuracy compared to shower events. With better angular resolution,
muon track events can therefore give an idea of the location of the sources. This would help
to claim for the sources. There are 14 track events in the 54 IceCube detected neutrino events,
however two track events (event numbers 28 and 32) are coincident hits in the IceTop surface
array and are almost certainly a pair of atmospheric muon background events [1]. Apart from
the 54 events IceCube has also detected an up-going track event with an energy of 2.6 PeV [3].
In our analysis we have also included the ANTARES event having energy between 50 TeV to
100 TeV [10][11]. We have taken the energy of this event as 50 TeV with 10% of error due to
lack of exact number. Now in total we have taken 15 high energy neutrino track events shown
in the equatorial coordinate sky map, Fig. 1 along with their reported angular resolution and
and with three times the angular resolution (outer ellipses).

The GRB catalogue used for correlation are selected from the swift detected GRBs within

2 http://swift.gsfc.nasa.gov/
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Table 1. The list of the GRBs that correlated with the detected high energy neutrino events.

Sources Neutrino ID Redshift ∆t [108 sec]

Known Redshift

GRB 050724A ANTARES event 0.257 3.19
GRB 070411A IceCube 5 2.954 1.13
GRB 061110A IceCube 44 0.758 2.27

Pseudo Redshift

GRB 080915B IceCube 23 0.124 1.05
GRB 090720A IceCube 23 0.1518 0.8
GRB 110212A IceCube 13 0.271 0.13
GRB 120913B IceCube 23 0.006 0.2
GRB 130919A IceCube 23 0.153 0.52
GRB 131202A IceCube 18 0.4127 0.6

Assumed Redshift (z=2.3)

GRB 050801A IceCube 43 2.6
GRB 070809A IceCube 43 2
GRB 080727A IceCube 23,43 1.1, 1.7
GRB 120328A IceCube 53 0.65

time period 2004 to 31 October 2014 3. It contains a total 1017 GRBs. These GRBs are shown
with blue dots on the skymap in figure 1. Out of these 1017 GRBs we found 14 correlated
with the neutrino track events within three times the reported angular resolution (δγi), listed
in table 1. We determined the number of correlations using the following method.

We mapped the Right Ascension and Declination (RA,Dec) of the GRBs and the neutrino
events directions into unit vectors on a sphere as,

x̂ = (sin θ cosφ, sin θ sinφ, cos θ)T ,

where φ = RA and θ = π/2 −Dec. The scalar product of the neutrino and GRB direction
vectors (x̂neutrino · x̂GRB) is therefore independent of the coordinate system. The angle between
the two vectors

γ = cos−1(x̂neutrino · x̂GRB), (1)

is an invariant measure of the angular correlation between the neutrino event and the GRB
directions [8][9]. We found the number of GRBs for which 3δγi is less than the separation γ, is
14.

3. Time Delay due to violation in Lorentz Invariance
We briefly mentioned above about the formalism of the LIV used in the present work. The
details are discussed in [7]. For the particles with energies Eν < ξMpl, where Mpl is the Planck

3 https://swift.gsfc.nasa.gov/archive/grb_table/
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Figure 2. LIV parameter ξ1 for different high energy neutrino events calculated for different
GRBs which are correlated with the neutrino events, using the time delay of the neutrino events
from the GRB. The red boxes are for GRBs that for which we have assumed the redshift to be
2.3, the green boxes represent the GRBs, for which we calculated the pseudo-redshifts according
to [14], while the blue boxes are for GRBs with known redshifts.

mass, will have a dispersion relation,

E2 − p2c2 −m2c4 ' ±E2

(
E

ξnMpl

)n
. (2)

As a result of this dispersion relation, the time needed for an ultra-relativistic particle to travel
from a given sources to a given detector is, t = t0 + ∆t [13], where t0 is the time that would
be predicted in classical space-time, and ∆t is the time delay between photons and neutrinos
from GRBs. The LIV time delay of a massless particle with an observed energy Eν , emitted at
redshift z is,

∆t =
1

H0

∫ z

0

(
1 + n

2

(
Eν

ξnMpl

)n
(1 + z′)n

)
dz′√

Ωm(1 + z′)3 + ΩΛ
. (3)

Where H0 = 71 km/sec/Mpc, Ωm = 0.27 and ΩΛ = 0.73 are the cosmological parameters
evaluated at present. Here the leading LIV parameter ξn is corrected for order n, considering
only lower order corrections, hence we have taken n=1 or 2. We have calculated this time delay
factor for the 14 GRBs that correlated with the neutrino track events.

4. Results and Discussions
We have calculated the LIV parameters ξ1 and ξ2 for all the 14 GRBs correlated with the
neutrino events. Out of 14 only 3 GRBs have known redshifts. We have calculated the pseudo
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Figure 3. Similar to figure 2 but for LIV parameter ξ2.

redshift of the GRBs (6 GRBs) for which the peak energy, Epeak is the photons energy at the
peak of the energy spectrum fitting the gamma-ray data in the 10 keV - 10 MeV range and
S is the corresponding energy fluence (S) for the same energy range, is given publicly. The
pseudo-redshift is calculated using the popular Amati relation [14], the correlation of the peak
energy and isotropic energy. Particularly we have used the formula as in[15],

Epeak = 480

(
4πD2

LS

1051erg

)0.7

keV. (4)

Where DL is the luminosity distance of the GRBs. For the other GRBs we have taken an
estimated value of redshift as 2.3, as the median redshift value of Swift [12]. The values of
ξ1 with respect to the neutrino track event energies are plotted in figure 2. The box represent
the reported error in the energy of the events. The value of the LIV parameters ξ1 varies from
5 × 10−5 − 10−3 for GRB 120913B to GRB 110212A for the respective limits. The different
category of GRBs that is known redshift, pseudo redshift and assumed redshift are shown with
blue, green and red colored boxes respectively. A similar calculation shows that ξ2 varies between
8× 10−20 − 9× 10−17.

The energy scale (ξ1Mpl) to explain the time delay corresponding to the ξ1 limits is 1011 − 1013

GeV. This limit is not as constraining as earlier reported by Fermi detected gamma rays of
energy GeVs for GRB 090510 and GRB 080916C [16][17] with limits ξ1 > 1.2 and 0.1 respectively.
However this is the first neutrino data analysis for the Lorentz invariance violation at TeV energy
scale.

5. Summary
The IceCube neutrino observatory has detected at least 54 neutrino events within the 30 TeV–
2 PeV energy range. The Origin of these events is still a puzzle for both particle physics and
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astrophysics. On the other hand these high energy particles can probe exotic physics like a small
violation in Lorentz invariance. Another high energy neutrino observatory ANTARES, has also
detected a neutrino track event with an energy between 50 TeV to 100 TeV. Gamma ray bursts
are promising sources for high energy neutrino. Assuming that, where GRBs correlated with
the track events, assuming the neutrino events originate from the GRBs, we have calculated the
LIV parameter. We found 14 times the track events correlated with the GRBs, and the result
showed LIV parameter ξ1Mpl, to have lower limit as 1011 − 1013 GeV.
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Abstract. Globular clusters are large collections of old stars that are orbiting the core of
a galaxy. Our Milky Way Galaxy has about 160 known clusters, with perhaps more to be
discovered. We first accumulated the necessary parameters for 16 clusters and ran a numerical
model that predicts the inverse Compton gamma-ray flux expected from each cluster. We
also reanalysed data from 16 clusters observed by the H.E.S.S. very-high-energy (>100 GeV)
gamma-ray telescopes. We confirmed the detection of Terzan 5 and found flux upper limits
for the remaining 15 sources that were consistent with published results. We attempted to
constrain some source parameters using X-ray and gamma-ray data. We lastly list the five most
promising clusters for future observations by the Cherenkov Telescope Array.

1. Introduction
Globular clusters (GCs) are among the most ancient bound stellar systems in the Universe.
GCs are tight groups of 104 − 106 stars (e.g., [1]). They are thought to have formed during
the early stages of galaxy formation. GCs are spherically distributed about the Galactic Centre
with an average distance of ∼ 12 kpc. They contain exotic stellar members such as black holes,
millisecond pulsars, white dwarfs, and cataclysmic variables. The peculiar properties of these
objects have been useful in diverse astrophysical disciplines such as cosmology, galaxy formation,
stellar evolution, dynamics, as well as binary and variable stars [2, 3].

The Fermi Large Area Telescope (LAT), which is a gamma-ray satellite orbiting Earth, is
continuously surveying the whole sky and has detected about a dozen GCs in the GeV band [4].
On the other hand, the ground-based Cherenkov telescope H.E.S.S., which is operating in a
pointing mode, has only plausibly detected a single GC within our Galaxy, namely Terzan 5 [5].
Other Cherenkov telescopes could only produce upper limits in the very-high-energy (VHE)
band for other Galactic GCs [6]. The future Cherenkov Telescope Array (CTA) will be about 10
times more sensitive than H.E.S.S. and is expected to see TeV emission from a few more GCs.
GCs have also been detected in radio (e.g., [7]) and diffuse X-rays (e.g., [8–10]).

Our motivation is to study the detectability of 16 Galactic GCs1 for H.E.S.S. and CTA, and
to rank them according to their predicted TeV flux. In Section 2, we briefly discuss the model
of Kopp et al. [12], after which follows excerpts of a parameter study to investigate the model’s
behaviour and to study the degeneracy between free parameters (Section 3). In Section 4 we

1 We decided to revisit the 15 sources selected by Abramowski et al. [11] as well as Terzan 5, because new data
and updated analysis methods have come available since that study was published.
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present the results from reanalysing H.E.S.S. data on GCs. Section 5 includes a discussion on
the parameters of Terzan 5 that we have constrained using multi-wavelength data; we then list
the five most promising GCs for CTA based on their predicted VHE flux in Section 6. Our
conclusions follow in Section 7. For more details, see Ndiyavala et al., submitted.

2. The leptonic transport and emission model for GCs
We used a multi-zone, steady-state, spherically symmetric model [12], that assumes pulsars are
sources of relativistic leptons in GCs to calculate the particle transport (including diffusion and
radiation losses) and to predict the spectral energy distribution (SED) expected from GCs for a
very broad energy range by considering synchrotron radiation (SR), as well as inverse Compton
(IC) emission. The Fokker-Planck type equation in Parker [13] prescribes the transport of
charged energetic particles, i.e., electrons and positrons. Neglecting spatial convection, it is
given by:

∂ne

∂t
= κ∇2ne −

∂

∂Ee
(Ėene) +Q, (1)

where ne is the electron density (per energy and volume) as a function of central radius rs

and particle energy Ee; κ is the diffusion coefficient, Ėe denotes the radiation losses, and Q is
the source term. In order to calculate the IC losses ĖIC, we consider blackbody soft-photon
densities [14] due to the cosmic microwave background (CMB) and photons from stars with a
temperature of T1 = 4 500 K. For the stellar photons, we used the line-of-sight integral for the
photon number density [12, 15],

nε,j(rs, ε, T1) =
8π

h3c3

ε2

e
ε

kBT1 − 1

(
1

2

NtotR
2
?

R2
cR̃

)∫ r′=Rt

r′=0
ρ̂(r′)

r′

rs
ln

( | r′ + rs |
| r′ − rs |

)
dr′, (2)

where Ntot represents the total number of cluster stars, which can be written as Ntot = Mtot/m,
with Mtot the total mass of the cluster and m the average stellar mass. Here, R? is the average
stellar radius, Rc indicates the core radius2 of the cluster, and R̃ = 2Rh − 2Rc/3−R2

h/Rr, with
Rh the half-mass radius3 and Rt the tidal radius4 of the cluster.

In the case of SR, we assumed a constant B-field to calculate the SR radiation losses. We
considered Bohm diffusion

κ(Ee) =
c

3e
κB

Ee

B
, (3)

with c being the speed of light and e the elementary charge. We also investigated diffusion
coefficients of the form κ(Ee) = κB(Ee/E0)α where E0 = 1 TeV and α = 0.6 (e.g., [16]). Lastly
we used a power-law particle injection spectrum:

Q(Ee) = Q0E
−Γ
e (4)

between energies Ee,min = 100 GeV and Ee,max is assumed to be ≤ 100 TeV. The value for the
source strength or normalisation Q0 were obtained using∫

EeQ(Ee) dEe = η〈Ė〉NMSP, (5)

with η the particle conversion efficiency i.e., the fraction of pulsar spin-down power that is
converted to particle power, NMSP the number of MSPs in the GC, and 〈Ė〉 the average MSP
spin-down power.

2 The core radius is the distance from the centre of the cluster at which the apparent surface brightness of the
cluster reduces by half.
3 The half-mass radius is the radius from the core including half of the total mass of the cluster.
4 The tidal radius is the distance from the cluster core beyond which the gravitational influence of the Galaxy is
larger than that of the GC.
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Figure 1: Timescales as a function of energy for diffusion (dotted lines), radiation losses
(dashed lines), and the effective scale (solid lines). Thicker lines represent larger radii. The
colours represent different values of Ntot as noted in the legend.

3. Parameter study
We have performed an extensive parameter study using our code. As an example, we present
the effect of changing Ntot here. Figure 1 presents different timescales versus energy: Radiation
(τ−1

rad = τ−1
IC + τ−1

SR , dashed lines, where τIC = Ee/Ėe,IC and τSR = Ee/Ėe,SR), escape

(τdiff = r2/(2κ); dotted lines), and effective timescale (τ−1
eff = τ−1

rad + τ−1
diff); solid lines). The

line thickness indicates different radii. The number density of stellar soft photons nε scales
linearly with Ntot (see Eq. [2]). Therefore, so does the IC loss rate associated with the stellar
component. This can be seen in Figure 1 at low energies. For a smaller Ntot, nε is lower and
hence the IC loss rate drops. It therefore takes a longer time for the particles to lose energy.
The IC cross section also drops as one goes from the Thomson regime at low energies to the
Klein-Nishina regime at high energies. Therefore, the SR loss rate determines the effective
timescale at high energies. At the smallest radii, diffusion dominates over radiation losses. At
intermediate radii one can see the change in regime: for rs = 0.12Rt, with Rt the tidal radius, the
SR timescale is only slightly lower than the diffusion timescale at the highest particle energies,
and therefore determines the effective timescale in this case. At larger radii, nε rapidly declines
(leading to smaller ĖIC and longer τIC) and SR losses dominate over diffusion (particle escape).

In Figure 2, at a fixed radius, the steady-state particle spectrum ne is higher for a smaller
value of Ntot (at low energies). This is because ĖIC is lower in this case. At large energies, this
effect vanishes because SR cooling dominates and it is not a function of Ntot. At larger radii
the effect of changing Ntot on the value of ne is smaller, because nε and therefore ĖIC decreases
rapidly with distance. One can see that there is a cutoff at higher energies due to SR. The cutoff
energy becomes increasingly lower at larger radii since high-energy particles continue to lose
energy due to SR. Furthermore, the overall level of ne decreases with radius since it represents
a particle density, and the volume scales as r3s .

4. Reanalysis of H.E.S.S. data
H.E.S.S. searched for VHE signals from 15 GCs in their archival data [11] since many GC
positions were covered by the H.E.S.S. Galactic Plane Survey [17] or lay in the same field of
view (FoV) of other observed H.E.S.S sources. The GC catalogue of [3] was used to select the
15 GCs which lay within 1.0◦ of the Galactic Plane [11]. The data runs furthermore should have
passed the standard quality selection criteria. H.E.S.S. saw no significant excess emission above
the estimated background for any of the 15 selected GCs. H.E.S.S. has accumulated more data
since the previous analysis, and thus we decided to reanalyse the H.E.S.S. data to investigate
whether we could find deeper flux upper limits which would be more constraining to our GC
emission model. We compared our new results with those of the prior study [11], and found that
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Figure 2: The steady-state particle spectrum as a function of particle energy Ee for different
radii rs.

our results on the 15 GCs were fully consistent with the earlier ones (we could not significantly
detect any of the 15 GCs). We therefore decided to use the earlier published results to constrain
our model parameters in what follows. We also performed a stacking analysis to search for a
population of faint emitters. The total GC stack had an acceptance-corrected livetime of 644
hours of good quality data. Our new stacking upper limit was consistent with the published
one [11]. We lastly studied Terzan 5, which is the only GC that has been plausibly detected at a
significance of 5.3σ in the VHE band [5]. During our reanalysis of H.E.S.S. data, we confirmed
the detection of Terzan 5 at a similar significance level.

5. Constraining model parameters via X-ray and gamma-ray data
We used diffuse Chandra X-ray and H.E.S.S. VHE gamma-ray observations to constrain cluster
parameters for three sources ( i.e., Terzan 5, 47 Tucanae, and NGC 6388) so as not to violate the
data. As an example, we present the results for Terzan 5, using the structural parameters given
in Table 1. Our model cannot reproduce the flat slope of the X-ray data. Hence, we postulate
a new radiation component (see Venter et al., in preparation, who attribute this to cumulative
pulsed SR from the individual MSP magnetospheres) to explain these data. We therefore treat
the X-ray data as upper limits and our predicted SR component must lie below these. Figure 3
shows the predicted differential SED components of Terzan 5 (with gamma-ray [5] and X-ray [8]
data overplotted) using three combinations of parameters: the blue lines represent the case for
Bohm diffusion, B = 5µG, Γ = 1.8, Q0 = 1.16 × 1034erg−1s−1, Ee,max = 100TeV; the red line
represents the case for Bohm diffusion, B = 1µG, Γ = 1.8, Q0 = 6.33 × 1033erg−1s−1 Ee,max =
20TeV; and the green line represents the case for κ0 = 0.7 × 10−4 kpc2/Myr, B = 2µG, Γ =
2, Q0 = 9.84 × 1033erg−1s−1, andEe,max = 50TeV. We see that there are different parameters
combinations that satisfy the observational constraints, indicating degeneracy between model
parameters and the need for more low-energy data.

6. Ranking the GCs according to predicted VHE flux
We applied the model described in Section 2 to 15 non-detected GCs at TeV energies and
to Terzan 5 using fixed parameters (see Table 1). We have used typical values for NMSP,
e.g., [18, 19], and Ntot values from Lang [1] and obtained distances d and structural parameters
from Harris [2, 3]. We assumed Bohm diffusion, Γ = 2.0, and B = 5µG to produce SR and IC
spectra for each individual cluster. From Figure 4 we can see that H.E.S.S. may possibly detect
three GCs, i.e., Terzan 5 (orange), 47 Tucanae (blue), and NGC 6388 (green) if the telescope
observes these sources for 100 hours. 47 Tucanae and NGC 6388 are currently not detected by
H.E.S.S.; they were only observed for about 20 hours each. We note, however, that this flux
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Figure 3: The SED for Terzan 5 indicating the predicted SR (integrated between
55′ < rs < 174′ to match Chandra FOV, the dash-dotted lines) for the inner part of
the source and IC (integrated over all rs) components using combinations of parameters
which do not violate the Chandra [8] and H.E.S.S. [5] data.

prediction and therefore ranking is very sensitive to the choice of parameters. The CTA will be
10 times more sensitive than H.E.S.S. and should therefore detect many more GCs (we find that
more than half of the known Galactic population may be detectable, depending on observation
time and model parameters). The five most promising GCs for CTA observations are NGC 6388,
47 Tucanae, Terzan 5, Djorg 2, and Terzan 10.

Figure 4: Predicted SED E2
γ dNγ/dEγ in erg cm−2s−1 for 15 non-detected GCs and for Terzan 5. The two components

represent the SR and IC spectra. The H.E.S.S. and CTA sensitivities (for 100 hours) are also shown.

7. Conclusion
We have briefly described an emission model that we applied to 15 GCs that have been observed,
but not detected, in VHE gamma rays, as well as to Terzan 5. While the parameters of the
individual GCs are uncertain (and sometimes degenerate), we noted that most of the flux
predictions for the GCs are below the H.E.S.S. sensitivity limit, but that CTA may detect
many more GCs (possibly tens of sources) because it will be 10 times more sensitive than
H.E.S.S. Future multi-wavelength studies should allow us to constrain some parameters as well
as discriminate between competing radiation models.
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GC name d
(kpc)

Ntot

(105)
NMSP Q0

(1033/erg/s)
Rc

(′)
Rh

(′)
Rt

(′)
47 Tucanae 4.5 4.57 33 9.55 0.36 3.17 42.86
NGC 6388 9.9 5.81 180 52.1 0.12 0.52 6.21
NGC7078 10.4 4.13 25 7.24 0.14 1.00 21.5
Terzan 6 6.8 0.29 25 7.24 0.05 0.44 17.39
Terzan 10 5.8 0.38 25 7.24 0.9 1.55 5.06
NGC 6715 26.5 4.79 25 7.24 0.09 0.82 7.47
NGC 362 8.6 1.58 25 7.24 0.18 0.82 16.11
Pal 6 5.8 0.31 25 7.24 0.66 1.2 8.36
NGC 6256 10.3 0.21 25 7.24 0.02 0.86 7.59
Djorg 2 6.3 0.51 25 7.24 0.33 1.0 10.53
NGC 6749 7.9 0.24 25 7.24 0.62 1.1 5.21
NGC 6144 8.9 0.48 25 7.24 0.94 1.63 33.25
NGC 288 8.9 0.32 25 7.24 1.35 2.23 12.94
HP 1 8.2 0.48 25 7.24 0.03 3.1 8.22
Terzan 9 7.1 0.02 25 7.24 0.03 0.78 8.22
Terzan 5 5.9 8.0 34 6.33 0.10 0.72 13.27

Table 1: In this table we list structural parameters of the 16 GC. The first 15 parameters is taken from Table 1 in Venter
et al. [19] and the parameters of Terzan 5 is taken from Harris [3]. The columns are cluster identification; distance in kpc;
estimated number of stars [1]; number of MSPs; source strengths Q0; core radius; tidal radius; and half-mass radius.
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Abstract. Using long term archival photometric observations from the MACHO (MAssive
Compact Halo Objects) and OGLE (Optical Gravitational Lensing Experiment) projects, we
find an orbital periodicity of 3.1 hrs for Large Magellanic Cloud (LMC) supersoft X-ray
source RX J0537.7-7034. This establishes RX J0537.7-7034 as the supersoft X-ray source
with the shortest orbital period. Long term light curves of combined MACHO and OGLE
observations of RX J0537.7-7034 also show a steady fading in optical light. Timing analysis
performed using XMM-Newton archival observations of the M31 transient supersoft X-ray source
RX J0038.6+4020 (s2-26) reveal a 35.8 min periodic modulation in the X-ray data.

1. Introduction
Supersoft X-ray sources (SSSs) have been established as a distinct class of X-ray sources which
emit most of their energy below 0.5 keV. These sources are characterised with high X-ray
luminosities of ∼ 1036-1038 erg s−1 but very soft X-ray spectra of low temperatures (kT ∼20-
100 eV) corresponding to blackbody temperatures of ∼105-106 K (see the most recent review
of SSS by [1]). Utilizing the Stefan-Boltzmann relation between luminosity and temperature, it
was established that the SSSs radii were of the order R = 1010 cm, comparable to those of a
white dwarf (WD) [2].

It has thus been suggested that the luminous supersoft sources consist of a WD accreting
mass from a Roche-lobe filling companion star, with the material on the surface of the WD
undergoing stable nuclear hydrogen burning [2]. In order to sustain the hydrogen burning on
the surface of the WD, the accretion rate should be of the order ∼ 10−7 M⊙ yr−1, which is
greater than the mass transfer rates in a related class of compact WD binary systems, namely
cataclysmic variables (CVs, [3, 4]). This high mass transfer rate can only be possible if the
donor star has a mass equal to or greater than that of the WD. With such a high mass ratio,
the secondary Roche lobe shrinks, and mass transfer occurs rapidly on the thermal time-scale of
the donor. The WD should also be massive enough to support continuous burning of hydrogen
on its surface.

In binary systems, mass transfer occurs through two commonly known mechanisms: Roche
lobe overflow or through stellar winds from the secondary star.

In this paper, we discuss optical and X-ray variability in SSSs RX J0537.7-7034 in the Large
Magellanic Cloud (LMC) and RX J0038.6+4020 (s2-26) in M31. This paper is structured as
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follows: In §2, a brief literature review of the sources is presented. Archival photometric data
of RX J0537.7-7034 from the MACHO (MAssive Compact Halo Objects) and OGLE (Optical
Gravitational Lensing Experiment) projects is presented in §3, together with an updated orbital
ephemeris for this source. Timing analysis of XMM-Newton X-ray data of RX J0038.6+4020
(s2-26) is presented in §4, followed by the conclusions in §5.

2. RX J0537.7-7034 in the Large Magellanic Cloud and RX J0038.6+4020 (s2-26)
in M31
ROSAT PSPC and XMM-Newton EPIC-pn spectra of RX J0537.7-7034 (hereafter RXJ0537)
fitted with a blackbody model are characterised by a temperature between ∼18-57 eV and a
bolometric luminosity of (0.6-1.2)×1037 erg s−1 with most of the X-ray energy emitted below
0.5 keV [5, 6]. The orbital period of RXJ0537 was first established as 3.5 hours, with the orbital
ephemeris given by [7]

T0 = JD (2451203.6392 ± 0.0040) + (0.147275 ± 0.0038)E days.

RX J0038.6+4020 (hereafter s2-26) is also a ROSAT observed source classfied as a supersoft
X-ray source through hardness ratio criteria. The transient nature of the source in the X-ray
waveband was established by three observations by the Chandra X-ray observatory from 2000
to 2001, since the source was only detected in one of these observations, i.e. in March 2001 [8].
No periodic modulations have been reported for this X-ray source yet.

3. MACHO and OGLE observations of RXJ0537
RXJ0537 was monitored by the MACHO project with observations performed with the 1.27-
m Great Melbourne telescope at Mount Stromlo Observatory in Australia from 1992 to 2000.
The MACHO project is a survey that was used to monitor the Large Magellanic Cloud (LMC)
and Small Magellanic Cloud (SMC) for microlensing events [9]. This telescope provides CCD
photometry in the ‘red’ band ∼6300-7600 Å and the ‘blue’ band ∼4500-6300 Å. The two-colour
instrumental magnitudes were transformed to the standard Kron-Cousins R and V passbands.

RXJ0537 was also observed using the 1.3-m Warsaw telescope at Las Campanas Observatory,
Chile as part of the OGLE project, which is still ongoing1. The photometric observations of the
OGLE project are taken in the I passband (∼7000-9000 Å). This project has been in operation
since 1992 in phases i (1992-1995), ii (1997-2000), iii (2001-2009) and iv (2010 up to now).
OGLE i was a pilot project and its observations were restricted to the Galactic Bulge. OGLE ii

observations provide an overlap with the MACHO data.

3.1. MACHO and OGLE light curves of RXJ0537

We show in figure 1 the light curves of RXJ0537 from both MACHO and OGLE observations.
The observation dates were converted to Barycentric Julian Date in the Barycentric Dynamical
Time (BJDTDB) which corrects the arrival time of photons to the Solar system barycentre [10].
Note the slow decline in optical magnitude of the X-ray source.

3.2. Period analysis and folded light curve

Each light curve in the MACHO V-band, R-band and OGLE ii, iii , iv was analysed using the
Starlink PERIOD package2 which has analysis options including detrending the data, the task
SCARGLE to create Lomb-Scargle (LS) periodograms [11, 12], and also the task FOLD to fold
any data with a given period. The long-term fading was removed by subtracting a 2nd-order

1 http://ogle.astrouw.edu.pl/
2 www.starlink.rl.ac.uk/star/docs/sun167.htx/sun167.html
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Figure 1: The optical light curve of RXJ0537 from MACHO project observations (top), and
OGLE ii, iii and iv observations (bottom).

polynomial before getting periodograms from the light curves. The MACHO V-band, R-band
and OGLE ii and iii periodograms showed a strong power peak at Porb = 0.1286836 d. In the
OGLE iv periodogram, the periodicity is hardly seen. Since a longer baseline enables one to
obtain a more accurate value for the period, we decided to combine the detrended MACHO
R-band and OGLE ii+ iii I-band light curves.

However, to compensate for the different filters of MACHO and OGLE, both these light
curves were further detrended separately by subtracting the mean and dividing by the standard
deviation, to yield light curves varying around 0, with a standard deviation of 1. Subsequently,
the resulting MACHO and OGLE ii+ iii light curves were combined, removing the OGLE ii

points overlapping with MACHO, so as to yield a continuous light curve. The resulting
periodogram is shown in figure 2 (a), exhibiting a very strong peak at Porb = 0.1286836 ±

0.0000014 d (3.08841±0.00003 hrs) at a ≫ 99.99% significance. The folded light curve is shown
in figure 2 (b), exhibiting a quasi-sinusoidal orbital modulation. In order to constrain the time
of minimum light, a sinusoid was fitted to the folded light curve, yielding the following updated
ephemeris:

T0 = BJDTDB (2448844.3044 ± 0.0075) + (0.1286836 ± 0.0000014)E days

where T0 is the time of minimum light when the companion is closest to the observer.

3.3. Discussion

With the obtained orbital period and the radial velocity semi-amplitude of the He ii λ4686
emission-line of K1 = 115 km s−1 [7], we estimate a small mass function of 0.020 M⊙ for
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Figure 2: (a) Lomb-Scargle periodogram of RXJ0537 obtained from the combined MACHO
and OGLE ii+ iii observations. The 99.73% significance level is indicated. Note the strong
peak at Porb = 0.1286836 d. (b) MACHO and OGLE ii+ iii orbital phase diagram of RXJ0537
folded on a period of Porb = 0.1286836 d. The data have been averaged into 16 bins and fitted
with a sinusoid with its period fixed at this value.

RXJ0537 implying a small mass donor star. In this case it has been assumed that the motion
of the He ii emission line represents the motion of the WD. However, this might not be the case
if the emission line is due to the interaction of a wind from the accretion disc and that from the
heated side of the donor. This would thus result in a significant underestimation of the mass
function. In addition, when estimating the mass function, the semi-amplitude value of 115 km
s−1, which was derived by [7] with a corresponding period of 3.3 hrs was used. It is therefore
possible that the used value of the semi-amplitude is slightly different from the one that would
correspond with the derived period of 3.1 hrs.

The updated orbital period of 3.1 hrs of RXJ0537 confirms that this X-ray source is a very
compact binary system and thus the masses of the two stars are not in the range of most known
SSSs. Given that most known SSSs have mass ratios of q & 0.83, where q = Mdonor/Maccretor,
the high mass transfer occurs when the Roche lobe of the donor star shrinks. This kind of mass
transfer is very unstable and occurs on the thermal time-scale of the secondary star [2]. For
binaries like RXJ0537 where the system is too small to host such a massive secondary, other
methods of mass transfer like the wind-driven binaries should be considered [13]. The observed
decline in the optical could be attributed to a decrease in mass transfer in the binary system.
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Table 1: XMM-Newton observations of s2-26, with the Lomb-Scargle analysis results.

Observation Start date Exposure Mean EPIC-pn Period & Significance
ID time (UT) time (ks) counts/s error (mins) (%)

0402560101 2006-06-28 07:02:51 60.9 0.0060 ± 0.0041 - -
0505760101 2007-07-24 17:28:34 58.9 0.0037 ± 0.0013 - -
0511380101 2008-01-02 10:59:10 45.9 0.0044 ± 0.0011 35.8 ± 0.83 96.7
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Figure 3: Lomb-Scargle periodogram of the EPIC-pn light curve from observation 0511380101
of s2-26, showing a significant peak of 35.8 mins. The 95.45% significance level is indicated. A
light curve bin size of 300 s was used.

4. XMM-Newton observations of s2-26
4.1. Observations and timing analysis

s2-26 was observed by XMM-Newton in 2006, 2007 and 2008. The data was calibrated using
standard data reduction procedures with SAS v. 12.0.13 to produce EPIC-pn light curves in the
energy range 0.15-2.5 keV. Every EPIC-pn light curve was detrended by subtracting a 2nd-order
polynomial. Detrended light curves with different bin sizes were used to search for any form of
variability. The SCARGLE task in the Starlink PERIOD package was used to create a Lomb-
Scargle (LS) periodogram for each light curve. A periodicity of 35.8 min was evident in the
observation performed in 2008, as shown in figure 3 and table 1.

The peak was also present when testing other bin sizes. The observations of s2-26 in 2006
and 2007 did not show any significant peaks. The mean EPIC-pn count rates for s2-26 did not
show significant long-term variability between the three XMM-Newton observations performed
in 2006, 2007 and 2008. This is contrary to what was reported by [8]. The ROSAT survey of
M31 was done in 1991 and 1992, and Chandra observed it 9-10 years later. Given that this
source was detected in XMM-Newton suggests that it has been active for close to 20 years.

4.2. Discussion

Periodic modulations on time-scales of minutes to hours have been reported previously in SSSs.
CAL 83, which is the prototype of this class of binaries, has shown periodic pulsations of 1-
300 mins from timing analysis of XMM-Newton data [14, 15]. A ∼38.4 min period of CAL 83
reported from Chandra data timing analysis in [16], is interestingly close to the 35.8 min period

3 http://www.cosmos.esa.int/web/xmm-newton
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in s2-26. The ∼38.4 min period of CAL 83 has been associated with WD non-radial g-mode
(internal gravity waves) pulsations [16]. Seismic waves in pulsating stars are classified depending
on the restoring forces; g-modes, f -modes have gravity and negative buoyancy while p-modes
are characterised with pressure gradient forces [17].

Non-radial pulsations have also been observed in dwarf novae [18], and it has been shown
that novae undergo a supersoft X-ray phase on time-scales of up to 10 yrs [19]. X-ray data of
these WD binaries have shown pulsations on time-scales of minutes. E.g. a strong ∼41.7 min
periodicity was reported in nova V1494 Aql [20], while a ∼22.1 min modulation was found in
V4743 Sgr [21]. The 35.8 min modulation in s2-26 reported here may have a similar origin.

5. Conclusions
An updated orbital ephemeris was presented for RXJ0537, with a slightly shorter period than
reported before. The short orbital period of RXJ0537 and the observation of X-rays from
this source present very interesting questions in terms of the accretion process that can drive
very high mass transfer rates from the companion star. The process through which high mass
transfer can occur in a WD binary system like RXJ0537 is still under investigation. RXJ0537
could probably represent a new class of transient supersoft X-ray sources and understanding it
will contribute to a better understanding of binary evolution in general.

We found evidence of a 35.8 min modulation in X-ray data of supersoft X-ray source s2-26
which could be associated with g-mode oscillations, driven by instabilities due to thermonuclear
reactions.
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Abstract. The second ROSAT all-sky survey source catalogue (2RXS) has now been released.
From the ∼135 000 sources in this catalogue, a selection of sources has been made with power
law photon indices steeper than 3. This resulted in a sample of 1025 sources, representing the
softest sub-sample of the 2RXS catalogue (ss2RXS). These selection criteria were chosen with
the purpose of potentially identifying a new sample of narrow-line Seyfert 1 galaxies (NLS1s).
However, there are also other sources with similar X-ray properties: mostly white dwarfs (WDs),
but also some other bright stars. A conclusive distinction can be made between the different
classes by means of optical spectroscopy, but in order to perform a pre-classification, existing
archival data was utilized. A pre-classification system based on AllWISE infrared magnitudes
and colours was developed, providing a reliable method of distinguishing NLS1s from WDs. We
can thus obtain a preliminary classification for most of the unidentified sources in the ss2RXS
sample, providing a basis for the planning of follow-up spectroscopic studies.

1. Introduction
Seyfert galaxies are mostly spiral galaxies, hosting an active galactic nucleus (AGN). Seyfert
galaxies are classified as either Type 1, with both broad and narrow emission lines, and Type
2 with only narrow lines (e.g. [1, pp. 140-142]). The broad lines (full-width half maximum or
FWHM∼1000-10000 km s−1) are formed in the broad line region (BLR), which is believed to
be a region of rapidly moving clouds close to the black hole. The narrow lines (FWHM∼300-
500 km s−1) are formed in the less dense, lower-velocity narrow line region (NLR) much further
away from the black hole. The accretion disc is surrounded by a big dust torus. For Type 2, the
AGN is observed from the side, with the BLR obscured by the torus. For Type 1, the observer
looks more or less face on towards the disc, seeing both the NLR and BLR.

Narrow-line Seyfert 1s (hereafter NLS1s) form a subclass of Seyfert galaxies (e.g. [2]). The two
general defining criteria for NLS1s are: (i) the broad components of the Balmer emission lines are
narrower than in the classical broad-line Seyfert 1s (BLS1s), with FWHMHβbr < 2000 km s−1 (in
fact, they are only slightly broader than the forbidden lines such as [O iii], [N ii] and [S ii]), and
(ii) the forbidden [O iii] λ5007 emission is quite weak, with the ratio R5007 = EW[OIII]/EWHβ

being smaller than 3 (EW=equivalent width) [3, 4]. NLS1s often exhibit strong Fe ii emission,
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e.g. the multiplets at 4570, 5190 and 5300 Å, anti-correlated with EW[OIII] and FWHMHβbr.
It was also suggested that a more meaningful distinction can be made between NLS1s and
BLS1s by using the strength of the Fe ii λ4570 blend between 4434 and 4684 Å, with
R4570 = EWFeIIλ4570/EWHβ > 0.5 for NLS1s [5].

AGNs are characterized by emission over an extremely wide range of energies in the
electromagnetic spectrum, from radio to gamma-ray, including strong X-ray emission (e.g. [6,
Chapter 14]). The X-ray spectra are usually fitted with a power-law, with typical values of the
photon index Γ in the ∼1.5-2.5 range (e.g. [7] and references therein). In figure 8 of [8], Γ is
plotted versus FWHMHβ for Seyfert 1s. Below a FWHM of 2000 km s−1, the photon index rises
from ∼2.3 up to ∼5. This plot also illustrates that objects with photon indices above ∼3 are
almost exclusively NLS1s, making X-ray selection a very robust method to find new NLS1s.

NLS1s are thought to be quite young AGNs in their early evolutionary stages [9], harbouring
low- or intermediate-mass black holes [10] accreting at rates as high as 10%-100% of the
Eddington rate or even higher [11]. NLS1s thus represent an important link with the intermediate
mass black holes, which have not been studied well so far. The very steep soft X-ray spectra of
NLS1s are in fact due to their smaller black hole mass, and high accretion rates.

While for Γ & 3 the BLS1s are not included in the sample, such a soft X-ray sample can also
be expected to include another major source class, i.e. white dwarfs (WDs) (e.g. [12]). X-ray
spectra of isolated WDs are characterized by very soft emission, which can be parametrized with
blackbody models with typical temperatures of kT ∼ 20-100 eV. Therefore, only the Wien tail
of the spectrum is detected by the ROSAT PSPC, which cannot be distinguished from a steep
power law due to insufficient energy resolution. This also applies to WDs in binaries, including
interacting binaries like cataclysmic variables, where the accretion process is also associated
with soft X-ray emission, and supersoft X-ray sources, where the nuclear burning of accreted
hydrogen on the WD surface yields a high supersoft X-ray flux (e.g. [6, Chapter 10]).

In this paper, we describe the search for sources with unusually soft X-ray spectra, by utilizing
the Γ & 3 threshold in the second ROSAT all-sky survey source (2RXS) catalogue. In §2, a
summary of the 2RXS catalogue is presented, together with a description of the selection of its
softest sub-sample (the ss2RXS sample). In §3, the AllWISE infrared properties of confirmed
NLS1s and WDs samples are described, followed by a discussion of how these properties can be
used to distinguish NLS1s from WDs among unidentified sources in the ss2RXS sample. Our
preliminary results for the ss2RXS sample is presented in §4, with the final conclusions in §5.

2. The 2RXS catalogue, and the selection of the ss2RXS sample
The 2RXS catalogue [13] is the second publicly released ROSAT catalogue of point-like sources
detected during the ROSAT all-sky survey observations between June 1990 and February 1991,
and contains ∼135 000 reliable source detections. The photon event files from the ROSAT
all-sky survey have been re-analysed. The main goal was to create a catalogue of point-like
sources, which is more reliable than the 1RXS catalogue [14, 15]. The reliability of detections
was improved by an advanced detection algorithm and a complete screening process. With the
publication of the 2RXS catalogue and its data products, the detailed science specific exploration
is now available for the astrophysical community. The 2RXS is the deepest and most reliable
X-ray all-sky survey catalogue before the launch of eROSITA.

New data products were created to allow timing and spectral analysis. Three different spectral
models were fitted to the spectrum of each source: (i) a power law, (ii) an optically thin plasma
emission model, and (iii) an optically thick blackbody model. The best-fit parameters for each
model, with their associated errors, are also available in the released catalogue. The most
interesting objects were listed in terms of their timing and spectral properties. The science
themes include (i) AGN physics (timing and spectral properties down to the lowest fluxes,
multi-wavelength properties, optical follow-up programmes with e.g. SDSS data); (ii) normal
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galaxies (spectral properties, galaxy interactions); (iii) Galactic binaries, cataclysmic variables,
neutron stars; (iv) timing properties from individual light curves of stars, and (v) search for
ultra-soft X-ray emitters.

Following the motivation given in §1, a selection of sources was made from the main 2RXS
catalogue, using the criteria of Γ ≥ 3 for the power law fit, and the error in the best fit Γ-value
also had to be smaller than 1.5. This yielded a sample of 1025 objects, representing the softest
source sample from 2RXS (the ss2RXS sample).

3. AllWISE colours
It is well known that infrared colours provide a powerful method of distinguishing AGNs from
other objects (see e.g. the work of [16]). Since the ss2RXS sample is expected to contain
a substantial amount of NLS1s and WDs, a comparison of the infrared properties of known
samples of these two classes was performed. The goal of this initial investigation was to evaluate
the possibility of distinguishing between NLS1s and WDs by using only infrared properties.

3.1. The AllWISE colours of spectroscopically confirmed NLS1 and WD samples
The Sloan Digital Sky Survey (SDSS) provides photometric and spectroscopic data for a large
fraction of the sky, making it a very powerful survey for identifying and studying large samples
of sources from different object classes. The number of known NLS1s was increased by a factor
of ∼10 in 2006 with the publication of a sample of 2011 confirmed NLS1s from the spectroscopic
sample of the SDSS Data Release 3 (DR3) [17, hereafter Z06]. In 2013, a new catalogue of 19 712
spectroscopically confirmed WDs was released, based on the SDSS DR7 [18, hereafter K13]. This
catalogue consisted mainly of single WDs, but also included WDs with binary companions.

To date, the Z06 and K13 catalogues are the largest and most recent spectroscopically
confirmed samples of NLS1s and WDs respectively. These samples were subsequently utilized
as “training sets”. For each training set, a cross-correlation with the AllWISE catalogue [19]
was performed with the CDS XMatch Service1, using a search radius of 2 arcsec. It was found
that 2006 of the 2011 Z06 NLS1s have AllWISE counterparts (i.e. 99.8%), while only 3022 of
the 19 712 K13 WDs have AllWISE counterparts (15.3%).

The AllWISE catalogue contains not only the WISE W1, W2, W3 and W4 magnitudes, but
also the 2MASS J , H and K magnitudes, for those cases where the source was also observed
and detected with 2MASS. Various different combinations of colour-colour and colour-magnitude
plots were calculated for the Z06 and K13 samples, and it was found that they are quite well
separated on 4 of these plots: K −W1 vs. H − K; K −W1 vs. W1; W1 −W2 vs. K −W1
and W1−W2 vs. W1 (figure 1). Only actual detections in each filter were used for these plots:
if only upper limits were available, the source was not included. The colours of the Z06 NLS1s
agree very well with the known colours of broad-line AGN candidates in general [16].

Each of the 8 scatter plots in figure 1 were subsequently converted to a continuous map, for
easier visualization, and especially to enable the assignment of a numerical value to each ss2RXS
candidate based on its position on these maps, as described in §3.2. Each map was created by
including each source (i.e. each data point) as a normalized two-dimensional gaussian with its
RMS width in each dimension equal to the error of the data point in that particular dimension,
over the full relevant colour-colour or colour-magnitude parameter space. The map was then
divided by the peak height of the distribution, to yield a “normalized” map where the value
at a certain colour-colour or colour-magnitude combination represents the distribution’s “peak
height fraction” (PHF) for that combination. This PHF is not an actual probability, but does
provide a comparative numerical value with which to assess the relative chance of an unknown
object belonging to either the NLS1 or WD class.

1 http://cdsxmatch.u-strasbg.fr/xmatch
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Figure 1. AllWISE colour-colour and colour-magnitude plots for the Z06 and K13 training
samples. Note how each sample plots on a well defined region on each diagram, and how the two
samples can be separated from each other quite well. Each data point represents one source.

3.2. Using AllWISE colours to distinguish NLS1s from WDs in the ss2RXS sample
One of the challenges in the identification of 2RXS sources with detections from other catalogues,
is the relatively large positional error circle: the 1-sigma positional error for the ss2RXS sample is
∼7 arcsec on average, but varies up to ∼50 arcsec. Within this error circle, there are often several
possible counterparts in e.g. the optical and infrared. Consequently, the AllWISE catalogue was
queried for every ss2RXS source, and each AllWISE detection within a 5-sigma error radius
around that source was stored in the ss2RXS database.

For each potential AllWISE counterpart, its detected magnitudes were used to calculate a
mean NLS1PHF and mean WDPHF associated with its position on the NLS1 and WD continuous
maps respectively. It was mentioned previously that 99.8% of the Z06 NLS1s were detected by
AllWISE. Among these, the source was detected without exception in both the W1 and W2
bands, and in the vast majority of cases in the W3 and W4 bands as well. This is to be expected,
since AGN have significant emission over almost the whole electromagnetic spectrum. Therefore,
one can expect that, for ∼99.8% of NLS1s, the position of the source can be located on at least
the W1−W2 vs. W1 map, implying that a value for NLS1PHF can indeed be determined.

On the other hand, only 15.3% of the K13 WDs were detected with AllWISE. Among this
15.3%, every single one was detected in W1, but some not in W2, and most of them not in
W3 and W4. This implies that most WDs will not be detected by AllWISE, and for some of
those detected, the calculation of a WDPHF value might not be possible. However, this does
yield the very useful conclusion that, if an infrared source with an NLS1PHF indicating NLS1
membership is not present near a certain ss2RXS source, that ss2RXS source is highly unlikely
to be an NLS1, and belongs to a different class, possibly being a WD.
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4. The nature of the ss2RXS sample: preliminary results
In addition to the cross-match with AllWISE described in the previous section, all potential
counterparts within a 5-sigma positional error circle of each ss2RXS source were extracted from
the following catalogues, and stored in the ss2RXS database: the XMM-Newton Serendipitous
Source Catalogue, 3XMM-DR4 [20], the XMM-Newton slew survey catalogue, XMMSL1 [21],
the Chandra Source Catalog, Release 1.1 [22], the 1SXPS Swift X-ray telescope point source
catalogue [23], the Second ROSAT PSPC Catalog2, the ROSAT HRI Pointed Observations3, the
CDS Simbad Astronomical Database [24], the catalogue of Quasars and Active Galactic Nuclei
[25], the updated catalogue of Spectroscopically Identified White Dwarfs of McCook+ (2008)
[26], the SDSS DR7 WD catalogue (K13), and also the SDSS DR3 NLS1 catalogue (Z06).

The following procedure was then carried out for each of the 1025 sources in the ss2RXS
sample: The 2RXS position, as well as all the potential counterparts from the different
catalogues, together with their associated error circles, were overplotted in the Aladin Sky
Atlas [27]. Firstly, the positions of any detections with other X-ray missions were considered,
since the (mostly) more accurate X-ray positions from the XMM-Newton, Chandra and Swift
catalogues enable a more accurate identification of the correct optical/infrared counterpart.

Then, together with the other X-ray detections, the positions and properties of the nearby
entries from all the other catalogues mentioned above were scrutinized, with special consideration
of the NLS1PHF and WDPHF values of the nearby AllWISE counterparts, and a series of
judgements were made for the source. If a specific counterpart for the ss2RXS source could be
identified from a certain catalogue with a high degree of certainty, a flag was set in the ss2RXS
database indicating this counterpart. Flags were also set to indicate whether the ss2RXS source
is already known as a NLS1, a WD, or a different type. For the unidentified sources, the available
information was used to perform a pre-classification as being most likely a NLS1, WD or neither.

It was found that 40 sources in the ss2RXS sample are already listed as NLS1s in the
Z06 catalogue, while 83 are already known as WDs. There are 370 sources with confirmed
classifications as other source types, the vast majority of which are known stars with very bright
optical and infrared magnitudes, the latter being brighter than 9 magnitudes in the W1 filter
(clearly outside of the NLS1 and WD regions in figure 1). However, although these bright
stars make out a substantial fraction of the total ss2RXS sample, we consider it unlikely that
a significant amount of the remaining unidentified sample consist of bright stars, since (i) stars
with these magnitudes are mostly well documented already, and (ii) the unidentified ss2RXS
sources were not observed to coincide with such bright optical and infrared objects.

Among the remaining 532 sources, a further 370 are not in the Z06 NLS1 catalogue, but are
highly likely to be NLS1s. Among these, 182 are already known in general as Seyfert 1s. Another
91 sources are considered likely to be new WD candidates. For the remaining 71 unidentified
sources, insufficient information was available to perform a reliable prediction at this stage. As
explained in §1, figure 8 of [8] shows that Seyfert 1s with Γ & 3 are almost exclusively NLS1s.
Even though BLS1s can be expected to have similar infrared colours to NLS1s (e.g. [16]), it is
therefore very unlikely that the ss2RXS sample contains BLS1s, and the vast majority of the
182 known Seyfert 1s mentioned here can be considered to be NLS1s.

The estimates obtained from this preliminary analysis provide a basis from which to perform
follow-up studies of the 370 new NLS1 candidates, and 91 new WD candidates. Although
correlations with several large catalogues have been performed, a detailed literature study of
these 461 candidates will be performed to discern whether a few of them might already have been
identified elsewhere. Where necessary, spectroscopic follow-up studies with SALT (the Southern
African Large Telescope) and the 1.9-m telescope at the SAAO (South African Astronomical
Observatory) are planned to confirm the pre-classification, and to investigate the new source

2 http://cdsarc.u-strasbg.fr/viz-bin/Cat?IX/30
3 http://cdsarc.u-strasbg.fr/viz-bin/Cat?IX/28A
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properties. The new NLS1s thus identified will be investigated by studying available multi-
wavelength data, in combination with the spectral and variability information available in 2RXS,
to further constrain the properties of this fascinating class. For those sources where a large 2RXS
positional error circle and no other X-ray detections made counterpart identification impossible,
follow-up pointings with XMM-Newton are planned to obtain more accurate X-ray positions.

5. Conclusion
A sample of 1025 sources with very soft X-ray spectra (the ss2RXS sample) were selected from
the 2RXS catalogue. This sample was expected to contain a significant number of new NLS1 and
WD candidates. By means of a rigorous analysis of the AllWISE detections of confirmed NLS1s
and WDs, it has been shown that NLS1s can be successfully distinguished from WDs (and also
very bright stars) on the basis of infrared colours and magnitudes. By visually screening each of
the 1025 sources individually, utilizing the infrared selection method, as well as cross-correlations
with other catalogues, it was found that there are potentially 370 new NLS1 candidates, and
91 new WD candidates, within the ss2RXS sample. This initial analysis and pre-classification
provides a starting point for further follow-up studies of the unidentified soft 2RXS sources.
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[6] Seward F D and Charles P A 2010 Exploring the X-ray Universe (New York: Cambridge University Press)
[7] Ishibashi W and Courvoisier T J L 2010 A&A 512 A58
[8] Boller T, Brandt W N and Fink H 1996 A&A 305 53–73
[9] Mathur S, Kuraszkiewicz J and Czerny B 2001 New Astronomy 6 321–329

[10] Peterson B M et al. 2000 ApJ 542 161–174
[11] Boroson T A and Green R F 1992 ApJS 80 109–135
[12] Fleming T A, Snowden S L, Pfeffermann E, Briel U and Greiner J 1996 A&A 316 147–154
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Abstract. We investigate a crucial phase in the cooling–feedback cycle in the star forming
Brightest Cluster Galaxies (BCGs) by looking at the optical emission line properties of the
reheated gas that ultimately causes the cycle to repeat. We investigate the source(s) of ionisation
of the gas as single dominant ionisation mechanism can reproduce the observed emission lines,
and it is possible that a mixture of the heating mechanism(s) applies to the nebula(e). To
identify the dominant ionisation processes, excitation sources, morphology and kinematics of the
hot gas, more line ratios over the entire optical wavelength range are necessary. For this purpose,
the spatially–resolved spectra over the entire optical wavelength range for eight nearby, active
BCGs in X–ray luminous groups and clusters have been obtained with the Southern African
Large Telescope (SALT). The sample was chosen to have Hα detections – a strong indication of
star formation activity, as well as existing data from X–ray regime available. The fundamental
gas properties such as electron density, gas temperature, metallicity and several abundances
were derived using the spectral features across the long wavelength range. The present optical
sample will be combined with the other multi–wavelength data to form a complete view of the
different phases (hot and cold gas and young stars) and how they interact in the processes
of star formation and feedback detected in central galaxies in cooling flow systems, as well as
the influence of the surrounding intracluster medium (ICM). Here we present our preliminary
results on one of those eight BCGs, Hydra A, which shows the complexity and spatial variation
of the ionisation mechanisms in the nucleus.

1. Introduction
Brightest Cluster Galaxies (BCGs) are massive early-type galaxies with high luminosities, and
diffuse and extended structures. They dominate the central locations in clusters. An unknown
number fraction of these galaxies is very active. This challenges our point of view of most
massive early–type galaxies in clusters which are believed to be “red and dead”. Moreover,
BCGs located at the centres of cool-core clusters show signs of activity, such as the presence of a
small fraction of young stars, radio sources, emission–line nebulae, excess UV light, far–infrared
emission from warm dust, and molecular hydrogen. Various star formation histories have been
found in BCGs located in the centres of X–ray luminous clusters (e.g. in Ref [1]).

In the centre of the cool–core clusters, the hot intracluster gas is dense enough that it should
cool quickly, leading to cooling flow that condenses and form stars. The cooling flows are in
reality much smaller than predicted, as revealed by the X–ray observations. This is referred to
as the “cooling flow problem”. The central cluster galaxies often host radio–loud AGN which
may account for the necessary heating to counteract radiative cooling. Other mechanisms have
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also been proposed to explain where cooling flow nebulae obtain their energy: fast shocks, self–
irradiation by the cooling hot gas, turbulent mixing layers etc. The dense core of a galaxy cluster
represents a unique environment, where the hot ICM is cooling most rapidly, feedback from the
AGN is most effective, and the BCG dominates the mass. This represents one of the few places
in the Universe where large–scale cooling and feedback processes can be readily observed. Gas
accretion models in the centres of clusters have received a lot of attention lately, e.g. the “cold–
gas accretion model” which has emerged as a useful framework for interpreting various observed
properties of elliptical galaxies as well as BCGs in the centres of clusters.

This project is concerned with the optical emission line properties of the reheated gas that
ultimately causes the cooling–feedback cycle to repeat. The heating source(s) in BCGs currently
remains uncertain as no proposed heating mechanism reproduces all the emission–line properties
within the optical wavelength ranges previously observed. A single dominant mechanism may
not apply to all BCG nebulae, and there may be a mixture of heating mechanisms acting within
a single nebula. Thus to get more information, which will enable the dominant mechanism(s)
to be identified, we measured more line ratios over the entire optical wavelength range.

2. SALT & Gemini Observations and Data reduction
Our overall sample of eight targets has been selected from the literature to have Hα detections
and strong indications of star formation activity and observed with the SALT telescope. Each
one of them has been analysed and modelled in detail. The SALT data were supplemented
with existing long–slit data from Gemini/GMOS. The SALT data was obtained with the Robert
Stobie Spectrograph (RSS) using PG0900 grating, with a 1.5” slit. However, the B600 grating
was used on Gemini with two different central wavelength settings: 461 and 466 nm with a slit
width of 0.75”. The properties and the details of the long–slit observations with SALT and
Gemini telescopes are given in Table 1 and Figure 1 for Hydra A.

The details of the SALT data reductions were given in [2]. The telluric absorption features
contaminating our red spectra were not corrected. The basic Gemini data reductions, which are
similar to the SALT reduction, were performed with the Gemini–specific GMOS data reduction
package implemented in the standard iraf package. The spectra were binned so that each bin
in the red frame had a minimum signal–to–noise ratio (S/N) of 30. The same bins were then
extracted from the blue frames to ensure identical spatial locations of the bins in the blue and
red frame. This delivered a S/N ratio of minimum 20 in the blue bins. Both SALT and Gemini
spectra have different pixel scales. The same spatial bins were extracted in both the SALT and
Gemini data, by taking the different pixels scale into account.

The emission lines and absorption lines were fitted simultaneously by adapting the fitting code
gandalf [3]. This code accurately separates the stellar continuum and absorption lines from the
ionised gas emission. First, the emission line regions were masked, and it fits the spectrum using
a set of best–fitting stellar templates in the library. The emission line mask is then lifted and
with the stellar kinematics fixed, it reassesses the stellar continuum by simultaneously fitting a
number of Gaussian emission–line templates consisting of recombination and forbidden lines.

3. Emission line analysis
3.1. Diagnostic diagrams
Standard diagnostic diagrams (BPT) [4] rely on the line ratios I([O iii]λ5007)/I(Hβ) versus
I([N ii]λ6584)/I(Hα), I([S ii]λλ6717,6731)/I(Hα) or I([O i]λ6300)/I(Hα). These diagrams can
be constructed for emission line galaxies to separate ionisation from AGN and star formation.
Kewley et al. [5] used a combination of photoionisation and stellar population synthesis models
to place a theoretical upper limit on the location of star forming galaxies (H ii regions) on
the BPT diagram. Thus, the galaxies above the Kewley’s criterion are defined as purely AGN.
The AGN branch is generally associated with two populations of sources: the LINERs (low
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αJ2000 09h18m05.7s
δJ2000 –12d05m44s
z 0.055
E(B–V)gal (mag) 0.042
Exp. time with SALT (seconds) 7317 R
Pixel scale with SALT (arcsec/pix) 0.12
Resolution with SALT (Å/pix) 0.95
Exp. time with Gemini (seconds) 3600 B
Pixel scale with Gemini (arcsec/pix) 0.14
Resolution with Gemini (Å/pix) 0.91

Table 1: Hydra A properties, and the details
of the long–slit observations with SALT and
Gemini telescopes. The rest–frame coverage is
∼5000–7500 Å for the red (R), and ∼3500–5800
Å for the blue (B).

Figure 1: ESO/DSS 5 x 5
arcmin image of Hydra A with slit
placement overlaid.

(a) The total extinction using Hα/Hβ ratio.
(b) Distribution of the line ratios for density. The
total number of bins measured was 13.

Figure 2: Total extinction and electron density in Hydra A. The density of the gas in the centre
of the galaxy is highlighted by the vertical dashed line.

ionisation emission) and Seyferts (high ionisation emission) regions. Kauffmann et al. [6] revised
the Kewley ’s criterion to a curve below which purely H ii regions exist. Thus, the area between
the curves contains the composite objects.

The total extinction was derived using Hα/Hβ relative strength ratios (in the red frames) and
the dust extinction law given by [7] (see Figure 2a). We show three BPT diagrams for Hydra
A in Figure 3. Different frames were added, taken at different conditions (notably seeing).
This can account for a maximum of ∼ 1 arcsec spread in the data points, nevertheless, a clear
trend can be seen as the bins are located further from the nucleus of the galaxy. The centre
of the galaxy shows LINER–like line ratio whereas the whole galaxy is classified as composite
by looking at the [N ii] diagram. It is important to note that AGN–like line ratios can also be
caused by other heating mechanisms, and the ionisation regions require more detailed modelling
to disentangle the complex combination of AGN feedback, photoionisation from hot stars, and
other mechanisms.
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Figure 3: BPT diagrams based on [N ii]λ6584/Hα (left), [S ii]λλ6717,6731/Hα (middle) and
[O i]λ6300/Hα (right). The black star indicates the measurement across the whole galaxy (one
single extracted spectrum). The demarcation by the dashed and dotted lines separates H ii
regions, composites and AGN as defined by [5] and [6] (see text). The model predictions for
ionisation by shocks are indicated by the grids. These model predictions are from [9] with solar
metallicity, pre–shock magnetic fields B from 0.001 to 100 (dark lines), and shock velocity of V
from 200 to 1000 km s−1 (light lines – slow to fast shocks: from left to right for [S ii] and [O
i] diagrams, and the opposite for [N ii] or precisely from top to bottom lines) and the densities
ne is 100 cm−3.

3.2. Electron density and temperature
The most common means of estimating the electron density uses two emission lines of the same
element which have different thresholds for collisional excitation. Doublet line ratios such as
I([S ii]λ6716)/I([S ii]λ6731) are very useful measures of electron densities in a low–ionisation
scenario. These densities, ne, are very weakly dependent on electron temperature. The density
equation are iteratively solved using a technique originally developed by [8], applied with the
nebular package in stsdas, layered on the iraf environment.

Electron temperature can similarly be measured from the I([S ii]λ4068 + [S ii]λ4076)/I([S
ii]λ6716 + [S ii]λ6730) ratios (depending on the ionisation scenario), and is also very weakly
dependent on electron density. We show the distribution of the [S ii] line ratios for the density
in Figure 2b. The line–emitting gas in nucleus (marked by the dashed line in the plot) has
densities between 300 and 500 cm−3 (assuming Te ∼ 10 000 K).

3.3. Oxygen lines and shocks
The [O iii]λ4363 line can be used as an indicator for shocks. Measurements of [O iii]λ4363 and
He II recombination line at 4686 Å can rule out shocks as a major ionising mechanism and point
toward hot stars as the primary ionising agent in the ISM. The ratio indicative of the presence/
absence of shocks is given by the ratio between the [O iii]λ4363 and the sum of λλ4959 and
5007 lines, often called ROIII.

Most shock models predict this ratio to be between 0.05–0.07, e.g. in Ref [10]. Photoionisation
models predict smaller ROIII values because the [O iii]–emitting gas is cooler. At a temperature
of 10 000 K, ROIII is found to be about 0.005 in low density gas. We found that at the centre of
Hydra A ROIII does not fall into that above limit, which strongly indicates that shocks are not
the dominant ionisation process. Figure 4a illustrates the radial variation of the ROIII ratio.
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(a) Shocks using ROIII ratio (b) Photoionisation using I4686/IHβ ratio

Figure 4: Model independent shocks and photoionisation.

3.4. Helium recombination lines
Our blue and red spectra contain the He II recombination line at 4686 Å and He I recombination
lines at 6678 Å, 5876 Å (in red spectra) and 4471 Å (in blue spectra). He I line at 6678 Å is
very weak and blended by the [S ii] doublet and [N ii]λ6583. The most reliable measurement
to be used in this case is I4686/IHβ in the blue spectra. The presence of a non–negligible He II
recombination line for this galaxy indicates that there is harder photoionisation near the nucleus
than its edge. Figure 4b demonstrates the radial variation of the He II recombination line for
Hydra A.

4. Sources of ionisation
There are several possible sources of ionisation of the hot gas in the cool–cores of galaxy clusters.
The most popular ideas have been: (a) the central AGN, (b) young stellar populations, (c) X–
rays from the ICM, (d) heat conduction from the ICM to the cold filament, (e) shocks and
turbulent mixing layers, and (f) collisional heating by cosmic rays. In Figure 3 we show our line
measurements with model predictions for shocks of various speeds and magnetic field strengths
from [9]. The shock models cover the same range in [N ii]/Hα and [S ii]/Hα data, but overpredict
[O i]/Hα. These low ionisation ratios match the centre of galaxy by slow shocks (v ∼ 200–300
km s−1) and its edge by much faster shocks (v ∼ 400–550 km s−1).

We show other ionisation mechanisms compared to our data in Figure 5. The first panel is the
model expectations for a dust–free AGN by [11], assuming a solar and a twice solar metallicities
and ne of 100 cm−3. The model with a twice solar metallicity accurately predicts the [N ii]/Hα
ratios, but underpredicts the [S ii]/Hα and [O i]/Hα ratios. However, a model with a solar
metallicity is a better fit to the data. The second panel is the model prediction for collisional
ionisation by cosmic rays [12]. This model produces very low [O iii]/Hβ ratios. The third panel
is the model expectation for the heat conduction along the boundary between the hot ICM and
the cool filaments from [13]. This model fails to produce the observed ratios. Thus, cosmic rays
and conduction cannot be the dominant source of ionisation in Hydra A. It is likely, however,
that a combination of ionisation processes, such as shocks and AGN, are responsible for heating
the gas, and is currently studied in more detail in the model independent results in sections 3.3
and 3.4.
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Figure 5: Similar to Figure 3, but with photoionisation by a dust–free AGN model predictions
overlaid. A model with Z = 2Z� (in the left plot) and Z = Z� (in the middle and right plots),
and ne = 100 cm−3. The grids of photoionisation are taken from [11]. From left to the right,
the power–law spectral indices of α = –2, –1.7, –1.4 and –1.2 are indicated by the curved lines.
From top to the bottom, the lines represent the ionisation parameter of logU = –4, –3.3, –2.6,
–2, –1.3, –0.60 and 0. The parameter increases with [O iii]λ5007/Hβ. The conduction line (red
line) is from [13] and corresponds to different initial conditions. The collisional ionisation by
cosmic rays prediction is also overlaid, and indicated by a hexagon (using model predictions by
[12]).

5. Conclusion
We present SALT and Gemini data for Hydra A, as part of a larger project to study eight star
forming BCGs in detail, for which data has been collected mostly on SALT during a two year
period. This data enables us to measure all the emission lines (with amplitude–to–noise ratio >
2) in the optical wavelength range. Our initial calculations of the hot gas properties illustrate
a variety of gas kinematics and ionisation mechanisms as well as a change in hot gas properties
further from the galaxy nucleus. Here, we present some preliminary results from the model
independent measurements and from photoionisation models from the literature by using the
BPT diagrams.

Placing the hot gas ionisation mechanisms into context with all available data from X–ray
(ICM) through radio should allow for a more robust solution to this long–standing problem,
while combining the hot gas kinematics with deep X–ray and radio studies may shed new light
on the motions of this gas.
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Abstract. A sample of cataclysmic variable systems, showing high levels of transient emission,
have been identified in the Catalina Real-Time Transient Survey archive. This study involved
the identification of rapidly varying transient sources which met the criteria for intensive
multi-wavelength follow-up studies. The selection criteria are discussed, as well as the PSF
photometry process that was used to obtain light curves for the selected sample. The follow-up
studies will be aimed at better understanding the processes driving thermal and non-thermal
transient phenomena in several disc-fed and disc-less cataclysmic variable sources. Further
optical observations will include photometric observations with the UFS/Boyden 1.5-m telescope
at the Boyden Observatory and spectroscopic observations with the SAAO 1.9-m telescope,
located at the South African Astronomical Observatory (SAAO).

1. Introduction
The Catalina Real-Time Transient Survey (CRTS) is aimed at discovering sources that undergo
transient variations in brightness, e.g. cataclysmic variables (CVs), supernovae and blazars [1].
It provides a detailed survey that includes extremely faint sources of up to 20 magnitudes. The
CRTS makes use of three dedicated telescopes which, combined, cover ∼ 30000 deg2 of sky
in the declination range of −75◦ < δ < 65◦. The telescopes run separate sub-surveys which
are known as the Catalina Schmidt Survey (CSS), the Mount Lemmon Survey (MLS) and the
Siding Spring Survey (SSS), respectively [2]. The CRTS started operating in 2007 and has since
identified more than 1300 CV candidates, making it the largest sample of CVs from a single
survey to date. Due to the survey’s success, it is the ideal database to mine for sources that
show high levels of transient emission, e.g. the CVs.

CVs are close binary systems in which a Roche lobe filling low-mass star (secondary) transfers
matter to a white dwarf (WD) primary [1, 3]. These are compact systems, with a separation of
∼ 1 R� between the binary components, and with orbital periods (Porb) of a few hours or less
[4]. The intensity of the WD’s magnetic field determines the accretion process. CVs where the
primary has a weak magnetic field (B? < 1 MG), are known as non-magnetic CVs (NMCVs)
and material is accreted via an accretion disc. If the primary has a strong magnetic field, then
the CV is either an Intermediate Polar (IP) (B? ∼ 1 − 10 MG) or a Polar (B? ∼ 10 − 150 MG)
[5]. Polars channel material towards the magnetic poles and IPs accrete material via a disrupted
accretion disc and an accretion stream to the primary’s poles.

Many CVs exhibit dramatic outbursts, which are classified according to the outburst
recurrence time and magnitude range. These outbursts are essentially caused by either runaway
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Figure 1. Schematic illustration of an opti-
cally thick boundary layer. The secondary’s
Roche lobe overflow is accreted by the WD
with a weak magnetic field (Adopted from [8,
p. 156, Fig. 6.2].

Figure 2. Schematic illustration of the
accretion column typically seen in a Polar.
The WD has a strong magnetic field causing
accretion material to channel through the
magnetic poles. (Adopted from [8, p. 178,
Fig. 6.11].

thermonuclear burning of the accreted material on the WD’s surface, as in classical novae (CNe)
and recurrent novae (RNe), or a release of gravitational energy caused by a temporary increase
in the mass transfer rate of the accretion disc, as in dwarf novae (DNe) [6]. The vast majority of
these eruptive systems are NMCVs, as outbursts in magnetic CVs are rare events. V1500 Cyg
(novae outburst in 1975) [7], and GK Per (dwarf nova outburst in 2015) [8], are two magnetic
CVs who exhibited such eruptive behaviour. In a fourth class of systems, the so-called nova-likes,
large eruptions as in novae or DNe have not been observed.

The most common CV type detected is DNe, since most CVs accrete material onto the WD
via an accretion disc [2]. During an outburst, a DN shows a typical increase in brightness of 2 -
5 magnitudes. The outburst can last for a few days and recurs on a timescale of days to years
[6]. DNe are sub-divided into three distinct types, namely U Gem, Z Cam and SU UMa stars.
SU UMa stars occasionally have superoutbursts which last ∼ 5 times as long as an ordinary
outburst. The knowledge gained from monitoring CVs and studying the physical processes
related to gravitation, viscosity and magnetic fields, will contribute to the understanding of
e.g. planet formation and larger accreting systems, such as Active Galactic Nuclei (AGNs).

CVs emit energy almost across the whole electromagnetic spectrum [9]. The regions where
the strongest emission occurs in non-magnetic and magnetic CVs are illustrated in figure 1
and figure 2, respectively. In NMCVs, the accretion disc often dominates the luminosity of
the system, making the primary and secondary almost invisible in the optical spectrum. The
boundary layer, which is the transition region between the accretion disc and the WD, is the
region where particles decelerate to match the surface velocity of the WD. Soft X-rays and
extreme ultraviolet (EUV) emission are detected from this region when the boundary layer is
optically thick [6]. An optically thin boundary layer emits hard X-rays. Infrared radiation comes
from the outer regions of the disc. In magnetic CVs, high energy radiation, such as hard X-rays,
are emitted from a region in the accretion column where supersonic accretion flow produces a
stand-off shock. Soft X-rays and ultraviolet radiation are emitted where the hot subsonic settling
flow interacts with the WD’s photosphere. Radio emission is also observed due to synchrotron
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Figure 3. SED of AE Aqr (Adopted from e.g. [9, p. 645, Fig. 4]).

or cyclotron radiation (e.g. [2]). A fascinating magnetic CV in its propeller phase, AE Aqr, is
one of a few CVs to date that have been studied from radio to TeV gamma-rays [11]. Figure 3
shows the spectral energy distribution (SED) of AE Aqr. Multi-wavelength studies are therefore
essential to fully understand the different processes in these systems.

For this study in general, the parameters we want to determine are the orbital periods and
WD spin periods, the accretion rate, and particularly the fraction of accretion power that may
be channelled into non-thermal flares or outbursts. A sample of CVs, showing high levels of
transient emission, have been identified in the CRTS. In the following sections, the selection
criteria for the sample are discussed, as well as the necessary photometric process to obtain
accurate light curves for the CRTS data. The light curves of three DN SU UMa sources are also
presented.

2. Selection criteria
The criteria used to select CV candidates from the CRTS database for further study were: 1.)
they were observed for more than a year by the CRTS, and 2.) exhibit variability of more
than 2 magnitudes. In order to perform follow-up studies of the sample, which includes optical
photometric observations with the UFS/Boyden 1.5-m telescope at the Boyden Observatory, the
sources must have a V magnitude less than 19 and a declination less than +30◦.

The light curves provided by the CRTS only provide a rough estimate of a source’s variability,
as they were produced by an aperture photometry pipeline [2]. Part of the CRTS photometric
processing included transforming unfiltered magnitudes to standard (Johnson) V magnitudes
using Landolt photometric standards. Aperture photometry is not the ideal photometric process
to apply on all the sources as some of the sources are in crowded fields. One of the key factors of
the selection criteria was to identify rapidly varying transient sources that have the potential to
be selected for intensive multi-wavelength follow-up studies. We therefore preferred to produce
light curves by applying point spread function (PSF) photometry and differential photometry
on the available CRTS fits files. This enabled us to get a better of idea the sources’ variability
and to obtain a more accurate magnitude range.
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3. PSF photometry
The Image Reduction and Analysis Facility (IRAF) package is freeware that is mainly used for
general image processing (reduction and analysis) of astronomical data [13]. It includes packages
to do accurate photometric processing. A Python- and PyRAF-based script was developed which
automated PSF photometry in IRAF. The standard routines of the DAOPHOT package were
used. By automating PSF photometry, the PST package in DAOPHOT automatically identifies
stars to create a PSF. The problem with the CRTS data is that some of the stars in the images
are saturated and cannot be used to create a PSF. This was overcome by setting a maximum
detection value in the DAOFIND package to ensure that the saturated stars were not identified
and used to create a PSF.

A differential photometry method largely based on the method described by Everett and
Howell [14] was included in the automated script. For the purpose of differential photometry,
three comparison stars were chosen near the source. Another pitfall of the CRTS data is that
the source is not centred in the images and have an extreme positional shift between frames.
This limited the number of comparison stars that could be used for differential photometry,
as the chosen comparison stars are not in the field of view for all the frames. The script was
programmed to identify the comparison stars that were visible in most of the frames and that
had the lowest corrected magnitude variance values. This helped to eliminate the possibility
that the chosen comparison stars are also variable stars and ensured that the best differential
photometry results were obtained.

Figure 4 shows the light curves (with error bars) obtained for SSS J202948-155437, CSS
J163121+103134 and CSS J152614+081802. All three sources are classified as SU UMa DNe
and show prominent outbursts. During quiescence, the sources vary by ∼ 1 magnitude, which
is a clear indication that there must be other processes at hand that cause variability, other
than the release of gravitational energy. This lower magnitude range variability is visible when
the light curves are compared to the reference lines (dashed lines) included in the plots. The
error bars are extremely small, indicating the high degree of accuracy associated with the PSF
photometry process. All three sources are included in the sample and further observations will
assist in narrowing down the causes of variability.

The sample of sources that was selected for intensive multi-wavelength follow-up studies is
discussed in the next section.

4. The sample from CRTS
The CRTS CV sample that was chosen for the multi-wavelength follow-up study is given in
table 1. The CV classifications and the orbital periods Porb were obtained from the Outburst
catalogue of cataclysmic variables [15], accessible through the CDS Vizier website [16]. The V
magnitudes are the values specified by the CRTS [1]. CDS Vizier was also used to determine
in which wavelengths the CVs have been observed or detected. This is for an indication of how
extensive the multi-wavelength studies can potentially be.

5. Prospects for future work
Optical observations of the sample will be undertaken, and other archives, e.g. GALEX, WISE,
XMM-Newton and Fermi, will be investigated in an attempt to match outbursts detected by
CRTS. The new observations will include photometric observations with the UFS/Boyden 1.5-
m telescope at the Boyden Observatory, and spectroscopic observations with the SAAO 1.9-
m telescope, located at the South African Astronomical Observatory (SAAO). The increased
sensitivity of instruments, such as the currently constructed MeerKAT, will increase the number
of radio detections in CVs. In the near future, we wish to utilise MeerKAT, more specifically
ThunderKAT (The HUNt for Dynamic and Explosive Radio transients with MeerKAT), to help
us better understand the processes causing non-thermal outbursts in the system.
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Figure 4. Light curves of three SU UMa CVs. The dashed lines at instrumental magnitudes
20 and 20.5 in the respective plots are only reference lines. Error bars are included for all the
data points, but are smaller than the plotted data points in most cases.

Table 1. The sample of CRTS CVs selected for intensive multi-wavelength follow-up studies.
The last column specifies in which wavebands the sources have been detected, namely Radio
(R), Infrared (IR), Optical (V), Ultraviolet (UV) and X-ray (X).

CRTS Name Type Porb (h) Vmag Detected emission

MLS J022733+130617 Polar 3.79 16.5 - 18.4 IR, V, UV
CSS J034515-015216 DN 1.68 15.5 - 18.6 IR, V
CSS J054558+022106 DN 2.88 14.6 - 16.4 IR, V
CSS J103947-050658 IP 1.57 16.4 - 20.2 IR, V, X
CSS J152614+081802 DN SU UMa 1.78 12.6 - 17.7 IR, V, UV, X
CSS J162147-225310 IP 3.56 15.6 R, IR, V, X
CSS J163121+103134 DN SU UMa 1.5 14.1 - 18.1 IR, V, UV
SSS J202948-155437 DN SU UMa 1.5 13 - 17.9 IR, V
CSS J233003+303301 Non-DN — 16.6 - 18.3 IR, V, UV, X
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Abstract. Active Galactic Nuclei, such as quasars and blazars, are highly variable over intra-
day to year time scales. The regions that produce this variability have been the topic of
many recent studies, especially in the investigation of correlation between multi-wavelength
components from radio to gamma-rays. In this study a simulation of an idealistic relativistic
hydrodynamical jet propagating through a uniform background medium is presented. This
simulation is created with the use of the numerical code PLUTO ver 4.2 which uses high
resolution shock capturing algorithms to evolve the fluid dynamic partial differential equations
with time. In order to investigate possible causes of variable emission in the simulation a
post processing emission code is developed to compute intensity maps of the hydrodynamic
computational environment. The code is designed to model the synchrotron self-absorption
spectrum in the radio regime for each cell. This emission is calculated using the emission
and absorption coefficients, which are then integrated along a fixed line of sight to produce
simulated intensity maps of the relativistic jet. Using the intensity maps we can investigate
regions of variable emission as well as the respective time scales on which they occur. In this
paper we present the initial results and intensity maps produced by the emission code as well
as the planned future development of the project. The tools which are being developed for this
hydrodynamic model can be applied to a range of other transient sources, such as X-ray and
γ-ray binaries, to investigate the different emission components produced by such sources.

1. Introduction
Observational studies of jets from Active Galactic Nuclei (AGN) have revealed a complex system
of both stationary and moving emission regions inside AGN sources [1]. These emission regions
have been associated with shock fronts inside the relativistic jet and produce variability on both
short, intra-day, as well as longer time-scales. AGN sources emit radiation over a wide range of
the electromagnetic spectrum, from radio to gamma rays, with low energy region of the spectrum
being dominated by synchrotron radiation produced by relativistic electrons inside the jet [2].

In order to investigate the production and propagation of shock fronts and other structures
inside highly relativistic jets that may lead to the observed characteristics many studies have
turned to numerical simulations using fluid dynamics to evolve jet-like environments with time
[3]. Such simulations have revealed complex interaction between the relativistic jet material and
the surrounding medium as well as the internal structure [4, 5]. The physical characteristics,
such as the density, velocity and pressure, calculated by hydrodynamic simulations are, however,
not directly related to the emission we receive from these sources. In order to produce emission
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Table 1. Variables used in the set up of the initial conditions for the preliminary RHD jet
simulation.

Parameter Value
(arbitrary units)

Lorentz factor Γ 10
Density ratio η 10−3

Jet density ρb 0.1
Ambient density ρam 100
Mach number Mb 3.0
Adiabatic index γad 5/3

maps from the numerical simulations, that are comparable to observational data, the emission
mechanisms of such sources as well as the relativistic effects must be taken into account [2].

In this paper we present the results of ideal numerical hydrodynamic simulations of a
relativistic jet evolved using the PLUTO open source code. We also present intensity
maps calculated by a radiative code which computes emission based on properties of each
computational cell and integrates the calculated emission along a user defined line of sight. In
section 2 we will discuss the numerical environment used to run the relativistic hydrodynamic
(RHD) simulations, while section 3 will focus on the emission modelling of these simulations.
Section 4 summarizes the current results followed by a conclusion in section 5.

2. Numerical simulation of relativistic outflows
A RHD simulation of an AGN jet can be achieved by setting up a fluid environment on a
structured mesh grid. On this mesh grid quantities such as density, pressure and velocity are
assigned to each cell. The environment can then be evolved with time by numerically solving
the fluid dynamical conservation equations. In this study we considered an ideal relativistic
outflow, with no viscosity, injected into a uniform medium. For this simulation the magnetic
field was considered to be dynamically unimportant and we, therefore, chose a purely relativistic
hydrodynamic solver. To calculate the internal energy density of the fluid the ideal caloric
equation of state was used,

e =
p

ρ(γad − 1)
, (1)

where e is the internal energy, p is the pressure, ρ is the density and γad = Cp/Cv is the adiabatic
index of the fluid [5].

The 3D environment of the simulation was set up on a Cartesian mesh grid consisting of
64 × 64 × 64 length units. The units of the simulation was chosen as arbitrary to avoid large
truncation errors, which may occur if the computed values are very small. Initially a uniform
rest background medium was assigned to the grid, while a nozzle was defined on the z = 0
boundary to inject relativistic outflow material into the computational domain. The radius of
the nozzle was set to 1 length unit and less dense jet material was injected at a steady rate
with Γ = 10. The density of the injected material was normalized such that Γρjet = 1. For
the environment we assumed a pressure matched (PM) model to collimate the outflow material.
The pressure of the medium was chosen such that the injected material was supersonic. A
complete list of the initial parameters for the simulation is given in table 1. The environment
was evolved numerically with time using PLUTO ver 4.2 Open source code [6]. This grid base
code is designed for supersonic flows containing contact discontinuities and uses high resolution
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shock capturing schemes. The code was set up to use piecewise parabolic interpolation along
with the HLLC Riemann solver [7] and characteristic trace time stepping. The simulation was
run on the UFS high performance cluster (HPC) at a resolution of 8 points per unit length.

3. Post-processing emission modelling
In order to produce emission maps of the numerically simulated environment post-processing
emission modelling code is being designed in Python. The code determines the synchrotron
emission (jsyv ) and absorption (αsyv ) coefficients for each cell based on a delta-approximation
model [8] given by

jsyν =
4

9

(
q2

mc2

)2

uBν
1
2 ν
−3
2

0 n

(√
ν

ν0

)
, (2)

αsyν =
2

9

p+ 2

mν2

(
q2

mc2

)2

uBν
−1
0 n

(√
ν

ν0

)
, (3)

where,

ν0 =
3qB

4πmc
(4)

Here q is the charge of the radiating particle (assumed to be electrons), m is the mass of
the radiating particle, c is the speed of light, uB is the magnetic field energy density, ν is
the frequency in the co-moving frame and n(γ) is the particle spectrum [2]. To calculate the
coefficients it was assumed that the jet material had a power law particle distribution with
spectral index p = 2. The magnetic field energy density was assumed to be proportional to the
energy density of the fluid with,

ub = εBe (5)

where εB = 10−3 is the B-field equipartition parameter based on [9].
Next the code transforms the coefficients from the co-moving frame to an observer frame

with regard to the user defined angle as,

jsyν =
jsy
′

ν

(Γ[1 − β cos(ψ)])2
, (6)

where jsyν is the emission coefficient in the observer frame, jsy
′

ν is the emission coefficient in
the co-moving frame, Γ is the Lorentz factor, β the magnitude of the velocity in units of c and
cos(ψ) is the angle between the observer and the velocity of the fluid.

The post-processing code finally determines the change in intensity dIν for each cell following

dIν
ds

= jsyν − αsyν Iν , (7)

and integrates this change along a user defined line of sight to produce a 2D intensity map. This
is illustrated in figure 1.

4. Results
The simulation was run until the head of the outflow crossed the computational domain. Figure
2 displays 2D slices of the xz-plane at the origin, showing the density, pressure and velocity
distributions. From these results we note that the outflow remains collimated and highly
relativistic throughout the simulation similar to the simulations produced by [4, 5].
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Figure 1. The emission from the 3D fluid dynamic simulation is projected onto a 2D image
plane by numerically integrating the change in intensity along a line of site.

Figure 3 displays the calculated intensity maps for three different angles with regards to the
propagation direction of the jet. The emission was calculated for a frequency of 12 GHz in the
observer frame. In these figures we note that the bow wave structure seen in the density and
pressure plots has negligible emission compared to the other structures of the jet. Both the
cocoon and the relativistic beam of the jet are initially faint, but increase in brightness with
an increase in the z direction closer to the head of the jet. The emission map is dominated by
emission at the working surface as well as hotspot regions on the boundary of the relativistic
beam. We also note the occurrence of individual asymmetric emission regions close to the head
of the jet.

As the viewing angle, ψ, changes from edge-on (ψ = 90◦) to head-on (ψ = 0◦) the maximum
intensity increases due to Doppler boosting of the fluid moving toward the observer. For example
the hotspot regions present in the edge-on system are less prominent at a φ = −30◦. This
indicates that these regions are located in the cocoon of the jet and are moving at lower velocities
compared to the relativistic beam. For the head-on system we obtain a ring type structure with
emission of an order of magnitude larger than the edge-on system. The origin of the ring
structure is still unknown and further investigation is required to rule out all numerical effects.

5. Discussion and conclusions
A 3D numerical simulation of a relativistic outflow was created and evolved with time using
the PLUTO code. The simulation shows a collimated central beam with little deceleration
surrounded by an outer cocoon. Intensity maps were computed for the simulation at 12 GHz
with a delta approximated synchrotron model. The formation of individual asymmetric emission
regions was shown for steady injection model. This suggests that bright emission components
can form and propagate in AGN jets without the presence of perturbations in the injection of
the outflow. Using these results we will be able to study the propagation of these emission
regions further and compare the results to observational data such as [1]. The emission code is
still under development with continuous testing and optimization. Future improvements include
the addition of a high energy component through an inverse-Compton model, SED modelling,
including time of arrival effects and flux calculations. Jet like outflows have been associated with
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a) b) c)

Figure 2. Two dimensional visualizations of the simulation through the xz-plane of the
jet, showing a) the density, b) the pressure and c) the velocity component in the z direction.
Logarithmic scales are shown for the density and pressure plots in arbitrary units, while
the velocity plots have a linear scaling in units of c.

a) b) c)

Figure 3. Intensity maps calculated at 12 GHz for different viewing angles a) ψ = 90◦ b)
ψ = −30◦ c) ψ = 0◦

many sources such as micro-quasars, young stellar objects (YSO), gamma-ray bursts (GRB’s)
and X-ray binaries. The code that is being developed for this project can be applied to these
sources in future studies.
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Abstract. The nova-like cataclysmic variable system AE Aquarii shows strong
emission in the X-ray regime. Previous studies using data from Ginga, ASCA,
XMM-Newton, Suzaku, Chandra and Swift were used to characterise the soft and
hard X-ray components. The soft component was found to be multi-thermal whereas
the hard component could possibly be non-thermal. Additional timing analysis of
predominantly the soft X-ray data was used to update the white dwarf (WD) spin
ephemeris, with discrepancies however still reported between different ephemerides
determined at different epochs and data sets. For this study a comparative timing
analysis of the available Suzaku data was considered. The timing analysis results was
used in conjunction with results from previous studies to compare the current most
accurate and excepted spin period for the WD as calculated by [14] and [5] to confirm
the WD ephemeris. A very accurate WD ephemeris is critical for other studies, such
as a possible correlation that has been reported between the WD spin period and
possible pulsar-like emission towards higher energies. This study however found that
the timing analysis results are highly dependant on the type of analysis process, and
recommends further studies on the selection criteria of timing analysis processes to be
used in similar and future timing analysis studies.

1. Introduction
The unique nova-like magnetic cataclysmic variable star AE Aqaurii consists of a fast
rotating white dwarf (WD) primary star, and a K2-K5 type evolved secondary star [1].
The WD is in the ejector state, wherein a propeller mechanism drives the in-falling
matter from the secondary star away from the WD in the form of interacting blobs
[1]. The primary and secondary components orbit the centre of mass of the system at a
Porb = 9.88 h [2, 3], with the highly magnetized WD (B1 ∼ 106G) [4] having a spin period
of Pspin ≈ 33 s. The WD is also spinning down at a rate of Ṗspin = 5.64× 10−14 s s−1,

resulting in a spin-down luminosity of −IΩ̇Ω = 6× 1033I50erg s−1 [5]. This large spin
down power is ∼ 120 times greater than the inferred accretion luminosities derived from
UV [6] and X-ray emission [7]. This spin down power could act as a reservoir that drives
non-thermal particle acceleration [8], explaining the radio synchrotron and possible high
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energy (γ-ray) emission [9, 10].

The discovery of the WD spin pulsations in Einstein data [11] led to further studies
utilising data from ASCA, XMM-Newton, Chandra, Swift and Suzaku to detect, define
and model the soft and hard X-ray emission components from the system. The soft X-ray
emission (≤ 10 keV) has been shown to be multi-thermal [12, 13], while the hard X-ray
emission (≥ 10 keV), could best be described through non-thermal emission from accel-
erated electrons, as inferred from a power-law model fit [12]. Correlations between the
pulsations in the soft X-ray and the lower hard X-ray (10-25 keV) Suzaku data were also
found [12]. The very strong 33 s pulsations in the soft X-ray data from ASCA, XMM-
Newton and Chandra were used to update the WD spin ephemeris [14]. It was found
that an additional Ṗspin = 2.0(1.0)× 10−15 s s−1 term, explained as a modest increase
in the accretion torques spinning down the WD, best fitted the discrepancy between the
analysis and the earlier de Jager [5] ephemeris. Another ephemeris containing a P̈ term
was also proposed by [14], but was found to be inconsistent with the proposed mod-
els. Timing analysis of Suzaku data [12] correlated to measured results [14]. However a
multi-wavelength campaign using optical, UV, X-ray (Swift) and gamma-ray (MAGIC)
telescopes conducted in 2012 [15, 16], found a phase-offset to the proposed ephemeris by
[14], but it has to be noted that the P̈ version of the Mauche [14] ephemeris was used.

Because a very accurate WD ephemeris is critical for other studies, such as a possible
correlation that have been reported between the WD spin period and possible pulsar-
like emission towards higher energies, a comparative timing analysis of the available
(0.2-12 keV) Suzaku soft X-ray instrument (XIS) data will be considered. The timing
analysis results will be used in conjunction with results from previous studies to compare
the current most accurate and accepted ephemerides for the WD as calculated by [14]
and [5] to update and confirm the WD ephemeris.

This study utilised data from Suzaku. Additional information on the telescope and
mission is available at http://heasarc.gsfc.nasa.gov/docs/suzaku/.

2. Suzaku XIS data analysis
Suzaku observed AE Aquarii on three separate occasions during October of 2005, 2006
and 2009. Although the 2005 (ID 400001010) and 2006 (ID 400001020) datasets were pre-
viously studied [12], they were revisited in addition to the 2009 dataset (ID 404001010).
The datasets had on-source observation lengths of 180 ks, 96 ks and 299 ks respec-
tively. Timing analysis of the XIS data were performed using ”XSELECT” (Version
2.4c) available in the ”Heasoft” (Version 6.15.1) software package available from the
HEASARC site at http://heasarc.gsfc.nasa.gov/, the time-series analysis package
”Period” (Version 5.0-2) available in the ”Starlink” (Version 2015B) package, as well as
custom Matlab scripts.

To utilize the latest available calibration data files, the raw uncleaned datasets were
used. These datasets were run through the Suzaku ”AE pipeline” (Version 1.1.0).
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The filtered and calibrated datasets timing data were then corrected from telescope
time to TDB (barycentric dynamic time) using ”aebarycen” with source coordinates of
RA = 310.038175 and Dec = -0.87085. Source and background (1 second resolution)
light-curves were then extracted from the cleaned and time corrected datasets using
”XSELECT”, with the background data used to subtract the sky soft X-ray background
from the source light-curves. The XIS instrument has 4 detectors, i.e. xis0, xis1, xis2
and xis3. Xis0, xis2 and xis3 are front illuminated (FI) CCD detectors, while xis1 is a
back illuminated (BI) CCD detector. The recommendation is to combine the FI data to
boost the signal to noise and thus reduce the uncertainty. The combined FI and singular
BI data were then examined using standard FFT techniques to check signal strength
and correlations between FI and BI data. A clear correlation was found between the
FI and BI periodograms, with the only difference at the signal power levels, as can be
seen in Figure 1. With the clear indication that the measured signal of the FI and BI
detectors are the same, the FI and BI light-curves were combined incoherently with the
errors recalculated as the mean error/

√
n where n is the number of contributing values

per bin (Figure 2).
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Figure 1. FFT periodograms of FI (top)
and BI (bottom) data filtered between
0.0285 and 0.032 cycles per second. The
side lobes are uncorrected residuals of the
satellite orbital motion.
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Figure 2. Incoherently combined light-
curve for all XIS detectors for the 2005
dataset. The errors are scaled according
to the combining process from the original
errors in the count rates.

The final combined light-curves were analysed using the following process. The
combined light-curves were entered into the ”Period” package. The light-curves were de-
trended using ”Period-Detrend.option[M]”. Lomb-Scargle periodograms were produced
in ”Period-Period” using a frequency selection of 0.01 Hz to 0.1 Hz with test for
significance enabled over 200 iterations. Using ”Period-Peaks” the clear 33 second period
and error values were determined for the three data-sets. The determined periods for
each dataset were used to fold the corresponding light-curve. Regression analysis was
thereafter performed on the folded curves to determine the best fit parameters for the
following equation:

y = B +Asin(2π(x− t0)/P ) (1)
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With y the rate, B the shift in the rate, A the amplitude, P the test period, x the
folded time vector and t0 the shift in the time. See Figure 3, Figure 4 and Figure 5 for
the folded light-curves as well as the best fit regression models. See Table 1 for the best
fit parameter values.
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Figure 3. Folded light-
curve for 2005 data for
Pspin = 33.07625245 ±
0.001518
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Figure 4. Folded light-
curve for 2006 data for
Pspin = 33.07660634 ±
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Figure 5. Folded light-
curve for 2009 data for
Pspin = 33.07720393 ±
0.000913

Table 1. Best fit parameters for folded light-curves.

Parameters 2005 2006 2009
T0 (BJD) 2453674.45021604965 2454033.76738751408 2455121.26481127436
A (counts/s) 0.21956± 0.0002371 0.19724± 0.0002832 0.12943± 0.0003190
B (counts/s) 1.69354± 0.0001684 1.26540± 0.0002003 1.02024± 0.0002257
t0(s) 6.03997± 0.047043 11.52168± 0.007249 4.31722± 0.095284
Pspin(s) 33.0762524± 0.001518 33.0766063± 0.002834 33.0772039± 0.000913

O-C diagrams were calculated using equations based on the results obtained by [5]
and [14]. Figure 6 shows the three predicted ephemeris curves for the WD spin period
with the de Jager et al (1994) ephemeris forming the baseline (black line). The blue
dotted line is the predicted Mauche (2006) ephemeris with the additional Ṗ term, while
the red dashed line is the predicted Mauche (2006) ephemeris with the additional P̈
term. The WD Pspin values determined in this study are included in Figure 7 (Green
points). In addition the WD Pspin (black point) as determined by [12] is included as
reference.

3. Discussion
The main focus of this study was to do a comparative timing analysis, and based on
the significance of the results, to either update or confirm the WD spin ephemeris. The
technique used to determine the WD spin period was a model independent approach
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Figure 6. O-C diagram for the WD
spin period showing the three different
ephemeris models relevant to this study,
with the de Jager et al (1994) [5] ephemeris
(black line) forming the baseline. The blue
dotted line is the predicted Mauche (2006)
[14] ephemeris with the additional Ṗ term,
while the red dashed line is the predicted
Mauche (2006) [14] ephemeris with the
additional P̈ term.
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Figure 7. O-C diagram for the
derived WD spin period showing the three
different ephemeris models relevant to this
study with the de Jager et al (1994)
[5] ephemeris forming the baseline. The
determined O-C derived spin periods and
errors for the 2005, 2006 and 2009 datasets
are indicated in green. In addition the
O-C derived WD spin period and error
for the combined 2005 and 2006 datasets
investigated by [12] is indicated in black.

and only considered the data and standard time series analyses. The resultant WD spin
period values, although compatible within error with the currently proposed WD spin
ephemeris models, are not accurate enough to give a clear indication to which model is
the unique model describing the evolution of the WD spin the best. The WD spin value
as determined by [12] is not compatible within error with any of the three models, but
does indicate a stronger spin-down rate. The technique used by [12] follows an epoch
folding analysis as described in [17].

The trend of the WD spin period, based on the mean values of each dataset used,
as determined in this study, does show a spin-down, but it is very dramatic, with a
required spin-up in an epoch preceding this study to fit the general trends of the model
ephemerides. This however would be unrealistic as the expected mechanisms in the
system is dissipative, with the WD being in a long term spin-down phase. There are a
couple of possible explanations for the results: Either the time series analysis technique
is, although robust, too inaccurate in relation to the model requirements, or there might
be an inherent variability in the WD spin period, or both. A recent study by [18] found
that the secondary star is not tidally locked and has various starspots. This means that
the mass transfer in the system is most probably variable in nature. This can result
in variable accretion and rotational torque moments on the WD. The interactions be-
tween internal and external stellar structures might lead to a small variation in the WD
spin-down rate, analogous to star-quakes experienced in pulsars but on a very small scale.
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4. Conclusion
Based on the results and indicative inconsistencies between various studies and proposed
models of the WD spin ephemeris, a new approach is required for the data analysed in
this and similar studies. The analysis technique might have to be a lot more model
dependant, such as used by [14], in that deviations in the model is determined and ex-
amined using the data in conjunction with the models.

The possible variation in the WD spin needs to be examined in greater detail,
and new and extensive studies need to be conducted using both new observations as
well as all available archival data. The analysis techniques must also be tested and
standardised using Monte-Carlo simulations to exclude inconsistencies due to varying
analysis methodologies. With Astrosat (India’s first dedicated multi-wavelength space
observatory) that was launched in September 2015, with its very large sensitivity range,
applications can be made to study the emission from AE Aquarii in greater detail, thus
facilitating the refinement of the models describing the system, specifically the evolution
of the WD.
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Abstract. The study of astrophysical maser formation provides a method for probing the
chemical composition of the sources they are observed in. In order to understand the pumping
mechanisms and physical characteristics of masers, suitable models must contain expressions for
each level population from which an inverse function that will cause the mean line intensity to
move away from black body form can be derived. Central to this is obtaining numerically
consistent solutions to the population density distributions of the maser molecules. The
“masers” package is developed in Python and implements the escape probability approximation
method. It solves the level population problem for non-LTE statistical equilibrium using
molecular data and parameters describing the physical environment. It extends existing
radiative transfer software by providing a reasonably fast, stable algorithm that deals with
the solution method’s inherent sensitivity to oscillations and multiple valid outcomes; allows
different maser geometries for calculation; includes the contribution of interacting background
radiation fields, as well as other sources of opacity such as line overlap.

1. Introduction
Determining the level population distribution in an arbitrary situation is the central problem
in modelling spectral line emission in general and maser radiation in particular. In essence this
consists of a two part solution: Solve the rate-equation problem for the populations of the energy
levels under conditions that will produce an inversion. Then, calculate the amplification of the
maser radiation through the medium sustaining the inversion.

The escape probability approximation method separates population density calculations from
the line radiation in the radiative transfer, RT, equation [1]. This is one of the most implemented
methods for solving the RT equation and software implementing this method for the study of
thermal line emission are readily available. Care should be taken however, since obtaining
numeric solutions under conditions causing inversion in maser environments are a little more
tricky. In this paper we present easily overlooked numerical failures found during a study
investigating physical conditions to investigate population inversion leading to formaldehyde
masers.
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2. Theory and Calculation
Applying the escape probability to the rate equations, the level populations calculation can be
expressed as presented in Equation 2.7.1 from [1].

dni
dt = −

∑
j<i

{
Aijβij [ni +Wℵij(ni − nj)] + Cij

[
ni − nj exp

(
−hνij
kT

)]}
+

∑
j>i

gj
gi

{
Ajiβji [nj +Wℵji(nj − ni)] + Cji

[
nj − ni exp

(
−hνji
kT

)]} (1)

where Ni = gini, gi is the statistical weight of level i, Ni represents the number density in level
i, W is the dilution factor and ℵij the photon occupancy number at transition frequency νij .

To obtain the matrix equation, rewrite the parameters of Equation 1, grouping all populating
and depopulating levels and substitute the radiative and collisional components

Rij =

{
Ajiβji(1 +Xji) i < j

Aijβij
(
gi
gj

)
Xij j > i

Rii = −
∑
i6=j

Rji

C̃ij = Cji
C̃ii = −

∑
i6=j

Cij

Thus obtaining the form:
Qx = b

where b = [0, · · · , 0, 1]T , xi = ni
nmol

the normalised fractional population density with nmol the

total population density of the molecule and Q = R + C̃.
The equation can be solved using iterative methods, such as LU-factorization or the singular

value decomposition (SVD). The required initial solution is obtained by calculating the level
population at local thermal equilibrium (LTE).

3. Masers Python Package
3.1. Implementation
The masers package solves for statistical equilibrium given some parameters to describe the
physical environment. The most basic parameters that must be provided are the density of the
cloud, the abundance of the maser molecule, various temperatures, and the column density. To
calculate the optical depth, the anticipated size and geometry of the cloud must also be provided,
as well as any and all diffuse background radiation components that may interact with the line
emission.

Since the solution of the radiative transfer equation is dependent on the molecular level
populations, molecular rate and collision coefficients must also be provided. These coefficients
are obtained from the molecular data files in the Leiden LAMBDA database [2], http:

//home.strw.leidenuniv.nl/~moldata.
During development, we used the RADEX non-LTE excitation and radiative transfer code [3],

available from the Leiden website, for comparison and verification; note that both methods solve
the rate equations iteratively. Iterative methods are sensitive to oscillation and multiple valid
solutions since the solution of the previous iteration is used as the initial estimate for the next
iteration and the process is repeated until the input estimate and calculated solution have
reached some convergence criteria.

Numerical stability is evaluated by calculating the optical depth and excitation temperature
for formaldehyde molecular data [4], gas kinetic temperature Tk = 300 K, H2CO fractional
abundance XH2CO = 5 × 10−7, specific column density Ncol

∆v = 106, 109, 1012 cm−3s respectively
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and TBB = 30K as blackbody radiator, private communication Prof van der Walt. The
equilibrium solution for total density ranging from 103–1012 cm−3 is calculated using a
convergence limit of |xn − xn−1|/xn−1 < 10−3, with xn and xn−1 is the level populations
calculated during the current and previous evaluation.

Possible convergence criteria includes using population densities or excitation temperature
calculations, via the relation nu

nl
= gu

gl
exp( −hν

kTex
). The effect of choosing either convergence

criteria for the parameters above was inspected for specific column density Ncol
∆v = 1012 cm−3s.

The masers implementation uses the population densities calculated at each iteration. RADEX

evaluates the average difference between the excitation temperature calculated from the previous
solution compared to the calculation of the current solution (from source code). Inspection
of excitation temperature calculation as convergence criteria showed sensitivity to oscillating
solutions, Figure 1, caused by catastrophic cancellation due to the difference of small numbers in
the denominator of the excitation temperature calculation, Tex ∝ [ln(xlgu)− ln(xugl)]

−1. RADEX
minimises this by only selecting certain levels to evaluate convergence (from source code).

Excitation temperature values computed at all iterations over total density range are shown
in the top graph of Figure 1. The centre and bottom graphs shows the effect carried forward
and amplified in the optical depth and level population calculations. The red line in the bottom
graph shows the population densities for the lower level of the transition as they were calculated
over iterations, while the blue line shows the population densities for the upper transition level.
Slight step functions show the total density steps, but the population densities clearly show
oscillating behaviour around nH2 = 106–108 cm−3.

Figure 1. Oscillating behaviour seen in conver-
gence evaluation using excitation temperature eval-
uation. The convergence results are seen in the 414–
313 transition showing 80 iterations over total den-
sity range nH2 = 106−108 cm−3 and specific column
density Ncol

∆v = 1012 cm−3s.

Figure 2. A ratio of 9.5:0.5 means that only
5% is given to the new calculation, pulling the
iterative solution close to the previous behaviour.
This “memory” stabilizes the iterative calculation
by ensuring it is not independent, but is influenced
by the previous results.

Oscillating behaviour is only pronounced at lower transition levels and the solutions were
found to become more stable if the next iteration is given some “memory” of the previous
solutions. This was done using a running average calculation, xn = c1 × xn + c2 × xn−1 where
c1 ≤ 1 and c2 ≤ 1 are some weighting coefficients with c1 + c2 = 1. The larger the coefficient
for the previous solution xn−1 the “longer” the memory of the solution is. For masers this
“memory” was found to be fairly large with xn = 0.05 × xn + 0.95 × xn−1 providing solutions
under all simulated conditions. It should be noted that a “long memory”, c2 → 1, requires a
more stringent convergence limit. For masers this is found to be |xn − xn−1|/xn−1 < 10−7 to
obtain solutions shown in Figure 2.

Lastly, the calculation of optical depth between the 2 implementations is also found to be
significant. The masers solver applies the large velocity gradient, LVG, definition for the escape
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probability calculation [1]. When results are compared to solutions obtained from RADEX care
must be taken to ensure no large negative optical depth values. For thermal radiative transfer
calculations the optical depth is always expected to be positive, thus RADEX substitutes the
turbulent medium escape probability calculation for |τ | ≥ 7 (from source code). This escape
probability calculation requires the computation of

√
τ , which fails for maser regions when

inversion causes the optical depth to be negative [3].
Stabilising masers against the highlighted numerical sensitivities provides a robust solver to

use during the inspection of maser pumping parameter space. Figure 3 shows the improvement
at selected levels known to cause numerical failures in RADEX. The top row shows results from the
masers solver, while the bottom row shows results from the RADEX code. The four columns show
Tex, log10(Tex), Tau, log10(Tau) for selected transition levels 110–111 and 121 11–111 10.

Figure 3. The first and third rows show results from the masers solver with colour scales showing
specific molecular column density Ncol

∆v = 106 (green), 109 (red), 1012 (blue) for all H2CO transitions.
The second and last rows show results obtained from the RADEX solver with specific molecular column
density Ncol

∆v = 106 (blue), 109 (green), 1012 (red) for all H2CO transitions.
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3.2. Verification
Following methodology suggested by Prof van der Walt, in a private communication, the basic
functionality of the masers software could be verified. This methodology describes the inspection
of the pumping and inversion of H2CO masers in star-forming region G37.55+0.20, specifically
looking at the optical depth calculation for the 4.8GHz maser associated with the 110–111
transition as a function of the specific column density.

Assuming fractional molecular density XH2CO = 5 × 10−7 and electron temperature Te =
104K, Figure 4 shows example calculations of the following three physical environments:

• nH2 = 4.4× 105 cm−3, Td = 100K, Tk = 300K, wd = 0.1 and no HII region,

• nH2 = 104 cm−3, Tk = 20K, wHII
= 0.1, EM = 6× 109 cm−6 pc and no dust,

• nH2 = 104 cm−3, Td = 100K, wd = 0.1, Tk = 300K, wHII
= 0.1, EM = 6× 109 cm−6 pc.

Figure 4. Three examples showing variation of
optical depth calculation of the 110–111 transition.
Physical parameters were kept constant over the
range of specific column density values, showing the
maximum optical depth identified.

Figure 5. These results indicates that the
inversion is unrelated to the dust temperature,
which suggests that radiative pumping by the dust
infrared radiation field is not significant for the
maser.

Similarly, Figure 5 shows results for optical depth calculation with dust temperatures using
Td = 50, 100, 200K, given nH2 = 4.4× 105 cm−3, Tk = 300K, wd = 0.1 and no HII region.

Numerical results obtained were compared to results obtained by Prof van der Walt using
independent numerical code solving the rate equations using Heun’s method.

3.3. Pumping
Applying the masers software to investigate the pumping of the H2CO maser in G37.55+0.20 as
described in [5] showed good comparison between results. Both methods showed that collisional
excitation with H2 as well as radiative excitation by the free-free radio continuum radiation
from a nearby ultra- or hyper-compact HII region can invert the 110–111 (4.8GHz) transition.

Collisional excitation Figure 6 shows the optical depth of 110–111 transition as a function of
H2CO specific column density over range 108–1014 cm−3 s and Tk = 140, 180, 220, 260, 300K,
nH2 = 4×105, 2.6×105, 1.6×105, 1.3×105, 7.5×104 cm−3. Visual comparison shows results
are duplicate of those shown in Fig 1 presented in [5].
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Radiative excitation via the dust continuum emission The dependence of optical depth
on the specific column density is shown in Figure 7, for Tk = 180K, nH2 = 1.3× 105 cm−3,
wd = 1.0 and Td = 0K (no dust), 100, 180K. Comparison shows results are duplicate of
those shown in Fig 3 presented in [5].

Radiative excitation through the free-free continuum emission from an ultra- or hyper-
compact HII region is shown in Figure 8 using emission measure of the HII region
EM = 1010 pc cm−6, as well as Te = 104K, wHII

= 1.0, Tk = 140, 180, 220, 260, 300K,
and nH2 = 4× 105, 2.6× 105, 1.6× 105, 1.3× 105, 7.5× 104 cm−3. Comparison shows results
are duplicate of those shown in Fig 6 presented in [5].

Figure 6. Effect of collisions
on the level populations in the
absence of radiation fields.

Figure 7. Optical depth as
a function of specific column
density.

Figure 8. Free-free emission
has a significant effect on the
inversion.

4. Summary
The paper highlights various reasons why standard matrix inversion methods used in the
calculation of thermal line transfer models need to be more robust to ensure good results in
the stimulated maser environments used to model maser pumping schemes.

Verification could be achieved through personal communication with Prof van der Walt who
has independent software for solving the rate equations using Heun’s method.

Validation of the implementation is followed by comparison between the results obtained with
the masers package to results published in [5]. Visual comparison of graphs showing results of
example parameters inspecting the pumping of the H2CO maser in G37.55+0.20 shows good
agreement.
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Abstract. The gamma-ray binary system PSR B1259-63, consists of a Be star and a pulsar,
and is one of only a few know high mass binary systems where the spectral energy distribution,
in the νFν representation, peaks in the gamma-ray regime. It is also the only very high energy
emitting gamma-ray binary where the nature of the compact object is known. Near periastron,
the pulsar passes through the circumstellar disc that surrounds the Be star companion.
Observations around periastron show a local minimum in the TeV gamma-ray flux, when the
seed photon energy density, and hence the inverse Compton flux, should be highest. This
discrepancy may be explained through gamma-gamma absorption. The contribution of the
photons from the circumstellar disc surrounding the Be star significantly modifies the gamma-
gamma absorption and may significantly modify the very high energy light curve.

1. Introduction
The binary system which consists of the pulsar PSR B1259-63 and the Be type star LS 2883,
is part of a growing number of high-mass binaries which produce the peak of their non-thermal
emission at gamma-ray energies. These sources are collectively referred to as gamma-ray binaries
(see [1] for a review of these systems). PSR B1259-63 is a 48 ms pulsar in a ∼ 3.4 year orbit
around the Be companion star (LS 2883), which is surrounded by a circumstellar disc [2, 3, 4].
Of the known Very High Energy (VHE) emitting gamma-ray binaries, PSR B1259-63/LS 2883
is the only system where the nature of the compact object is identified as a pulsar via radio
pulsations, while arguments in favour of both pulsars and blackholes have been put forward for
the other systems (e.g. [5, 6]).

In PSR B1259-63/LS 2883 the non-thermal emission is believed to originate from particles
accelerated in the shock that occurs between the pulsar and stellar wind (e.g. [7, 8]) and this
emission has been detected from radio to gamma-rays (see e.g. [9, 10] and references therein). At
the highest energies, the TeV gamma-rays detected by H.E.S.S. [11, 12] can be produced through
inverse Compton scattering of seed photons from the optical star. However, the high energy
density of optical photons also provides a high number of photons for gamma-gamma absorption,
which may decrease the observed gamma-ray emission. Dubus [13] previously considered this
effect for the then known gamma-ray binaries, including a comparison to H.E.S.S. observations
of PSR B1259-63/LS 2883, where the author considered the effect of the optical photons
originating from the star, and did not investigate whether the emission from the circumstellar
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disc surrounding LS 2883 would have an important effect. The latter was briefly discussed in [14],
where it was shown that the disc might significantly contribute to gamma-gamma absorption.

The spectra of Be stars are known to have an excess of emission at infrared (in comparison to
B stars) due to free-free emission from the circumstellar disc (see [15] for a review of Be stars) and
this is clearly detected from LS 2883 [16]. The circumstellar disc appears to always be present
in this system as indicated by the strong Hα emission line which has been observed around
periastron [9, 10, 17]. In this proceedings contribution we further investigate the influence the
circumstellar disc will have on the gamma-gamma absorption.

2. Gamma-gamma absorption
Pair production of an electron-positron pair can occur in the scattering of two photons if the
combined energy of the photons is high enough. A gamma ray with an energy εγ must interact
with a photon with an energy ε which is greater than or equal to the threshold energy (i.e.
ε ≥ εth) which is given by

εth =
2

εγ(1 − µ)
, (1)

where µ = cos(θ), θ is the angle of interaction, and the energies of the photons are normalized
to the electron rest-mass energy (mec

2), i.e. ε = hν/mec
2. The minimum threshold occurs for a

head-on collision (µ = −1), and for a 1 TeV gamma-ray photon this will require photons with
a threshold frequency of,

ν ≈ 6.3 × 1013
(

hνγ
1 TeV

)−1
Hz (2)

which is within the mid-infrared regime.
The gamma-gamma optical depth can be calculated from

τγγ =

∫ l

0

∫ 4π

0

∫ ∞
2

εγ (1−µ)

nph(ε,Ω)σγγ(ε, εγ , µ)(1 − µ) dε dΩ dx, (3)

where the photon number density nph(ε,Ω) is determined from the disc and star, and σγγ is the
gamma-gamma cross-section. The cross-section is expressed as

β =

√
1 − 2

εεγ(1 − µ)
, (4)

as

σγγ(β) =
3

16
σT(1 − β2)

[
(3 − β4) ln

(
1 + β

1 − β

)
− 2β(2 − β2)

]
, (5)

where σT is the Thomson cross-section.

3. Stellar and circumstellar disc photons
The photon number density in equation (3) is determined from the photons originating from the
circumstellar stellar disc and star. Below we briefly outline how we determine this contribution.

3.1. Circumstellar disc
The circumstellar disc has been modelled under the assumption that the disc has a single
temperature (Tdisc = 19 800 K), a radius Rdisc = 50R?, a constant opening angle (θdisc = 1◦),
and the density of the disc decreases with distance, r, as

ρ = ρ0

(
r

R?

)−n
, (6)
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Figure 1. Extinction of a 1 TeV gamma ray due to gamma-gamma absorption resulting from
photons that originate from the star (blue dashed line), the circumstellar disc (red double-dotted
dashed line) and the combined effect (black solid line).

where R? is the radius of the star and ρ0 is the density of disc at the surface of the star [18].
The photon number density from the disc in every direction is calculate from

nph(ν) =
mc

h2ν
Bν
(
1 − e−τν

)
[cm−3 ster−1], (7)

where Bν (Tdisc) is Planck’s function and τν is the optical depth through the disc. Following the
method outlined in [18] the optical depth can be calculated from

τν =

∫
XλX?R

−1
?

(
r

R?

)−2n
ds (8)

where Xλ is a wavelength dependent term which is a function of the disc temperature and
the Gaunt factors (equation 5 in [18]) and the integration is along a line-of-sight through the
disc. The remaining free parameters (n and X?) are found by fitting the free-free model to
observational data and here we have used the same parameters as in [16].

3.2. Stellar photons
The stellar photons have been modelled assuming the star is a blackbody emitter with a
temperature of T? = 33 000 K. The attenuation of stellar photons due to absorption in the
disc is calculated by decreasing the stellar component by exp(−τν) if the line-of-sight passes
through the disc.

4. Results
The gamma-gamma opacity around periastron for PSR B1259-63/LS 2883 has been calculated
assuming that the gamma rays originate at a point source at the position of the pulsar. Here the
binary parameters have been calculated assuming a mass of 1.4 M� for the pulsar, that LS 2883
has a mass of M? = 31 M� with a radius of R? = 9.2 R�, the system has an orbital period of
P = 1236.7 d and the eccentricity is e = 0.87. The extinction for a 1 TeV gamma-ray photon
is shown in figure 1. As expected, the gamma-gamma absorption due to the disc is lower than
that for the star but may still result in a decrease of more than 10 per cent at TeV energies. The
combined contribution of both the stellar and disc photons results in an absorption of ≈ 60 per
cent a few days before periastron.
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5. Discussion & Conclusion
The light curve observed at TeV energies from PSR B1259-63/LS 2883 shows an apparent dip
near periastron [12]. If the gamma rays are produced by inverse Compton scattering, it is
expected that the emission should peak at periastron due to the increase in the seed photon
density or remain constant around periastron in the case of saturation. This has lead to a
number of possibilities, which have included the suggestions of hadronic models [19] which are,
however, in contradiction to the inferred location of the circumstellar disc, and the introduction
of variable adiabatic cooling around periastron [20, 21]. The gamma-gamma opacity was also
investigated by [13] who showed an absorption of 40 percent of the VHE flux (above 380 GeV)
near periastron for a stellar temperature of T? ≈ 27 000 K. However, the newer estimate for
the stellar spectral type suggests a higher temperature (T? ≈ 33 000 K) [3]. This significantly
increases the number of photons and increases the gamma-gamma opacity. The effect of the
circumstellar disc was also not considered.

Here we have shown that the increase in the temperature of star, plus the addition of the
circumstellar disc increases the gamma-ray absorption to a maximum of approximately 60 per
cent near periastron for a 1 TeV photon. For gamma rays originating close to the pulsar this
will result in a significant effect on the observed light curve. While this alone is not sufficient
to explain all the details of the H.E.S.S. observations around periastron, we argue that gamma-
gamma absorption will have a significant effect and must be included when attempting to model
the VHE emission from this binary system, as well as others that include a Be companion.
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Abstract. Thirty years ago the optical counterpart of the x-ray source 1H0707-495 was 
discovered to be a 15th magnitude broad-line Seyfert galaxy with a rich Fe II emission line 
spectrum typical of the AGN subclass sometimes referred to as the I Zw 1 objects after their 
progenitor. This object became the subject of much interest and investigation just over five years 
ago when it was shown to have undergone dramatic x-ray luminosity variations. This paper 
presents an extensive series of medium resolution spectra recorded at the 1.9 m telescope at 
Sutherland in January 2016. Through co-adding the spectra, we are able to achieve a signal-to-
noise hitherto not achieved for this object, allowing us to resolve individual Fe II lines and 
measure their relative strengths and profiles to a degree of accuracy not previously available for 
this AGN. We provide possible physical interpretations of our measurements and investigate 
links between the spectral evidence collected in this study and the known x-ray behaviour. 

1. Introduction
The advent of x-ray astronomy and subsequent systematic searches of the optical counterparts of x-ray-
bright sources led to the identification of a significant number of these with active galactic nuclei (AGN). 
Optical spectroscopy revealed the x-ray source 1H0707–495 to be linked to a galaxy of magnitude V = 
15.7 mag at redshift z = 0.041 with a rich emission line spectrum with broadened features indicative of 
Seyfert type 1 class [1]. The spectrum distinguished itself from that of other AGN identified in the 
discovery paper through its uncharacteristically strong Fe II emission spectrum, no obvious narrow 
forbidden lines and the fact that the Balmer lines were not as broad. This type of spectrum has 
subsequently been recognized as a Seyfert/AGN subclass of its own, referred to as narrow line Seyfert 
1 (NLS1) [2], and, when the iron-line spectrum is exceptionally prominent, as I Zw 1 type object after 
the sub-class prototype of that name. 

As with other AGN, the objects associated with the I Zw 1 sub-class are believed to consist of a 
central massive black hole surrounded by an accretion disk illuminating nearby fast-moving gas. 
However the exact mechanisms generating their characteristic spectra are not properly understood. It is 
not even clear why the spectra of some broad-line Seyfert galaxies display no iron emission lines 
whatsoever, while there are other AGN such as Markarian 231 where the iron spectrum completely 
dominate the blue part of the spectrum (see e.g. [3]). 

1H0707–495 has in the more recent past been frequently observed in other wavelength regimes, 
particularly in x-rays [4], where strong variability has been detected. This contrasts with optical 
luminosity variations that are quite moderate by comparison (e.g. [5]). 
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2. Observations and spectral calibration
Optical spectroscopic observations of 1H0707–495 were carried out with the 1.9 m telescope at the 
Sutherland station of the South African Astronomical Observatory in January 2016. We used the 
medium resolution reflection grating with 600 lines/mm corresponding to a dispersion of 100 Å/mm, 
and set the slit width to 150 µm, translating to 0.9 arcsec in the field of view. The grating angle was 
adjusted to obtain a wavelength range λλ 3600-6400 Å on the detector. 

Two sets of spectra were collected. The first set, obtained during the night 13-14 January under dark 
sky conditions, consisted of four exposures totaling 3600 s. The second set (three exposures totaling 
3000 s) was recorded on the night 19-20 January with a bright moon up (lunar phase = 0.81). The CCD 
images obtained were processed using standard procedures: i) the frame bias was subtracted; ii) intrinsic 
pixel sensitivity differences and throughput variations along the slit were corrected using flatfield 
images obtained from illumination by a smooth-spectrum lamp; iii) cosmic ray blemishes on the images 
were removed by manually identifying affected pixels and smoothing these using neighbouring pixels. 

The wavelength calibration was effected by means of argon calibration spectra recorded before and 
after each spectrum of 1H0707–495. The resultant plots of wavelength versus pixel position were fitted 
by means of third-order polynomials, which were then applied to the galaxy spectrum. The sky 
background was determined by averaging the recorded (and similarly wavelength calibrated) spectrum 
in two strips 15 CCD channels on either side of the galaxy – no evidence of an extended galaxy halo 
could be detected in these strips. The sky spectrum was then subtracted from the preliminary object 
spectrum to obtain the non-contaminated spectrum of the AGN. The noise levels of the three spectra of 
19 Jan are significantly higher than for those of 13 Jan due to the bright moonlit sky later in the week. 

Conditions were not photometric on both nights, and the seeing also not stable, meaning that absolute 
spectrophotometric calibration was not possible. Nonetheless, spectra of the spectrophotometric 
standard star LTT 2415 [6] were recorded and, together with the standard Sutherland atmospheric 
extinction correction, used to determine the relative spectral flux calibration, so that it becomes possible 
to determine emission line ratios (but not absolute line fluxes). No corrections were applied for telluric 
absorption as the significant telluric lines all fall outside the observed wavelength range. 

The seven individual spectra for 1H0707–495 were finally combined to obtain the high signal-to-
noise spectrum illustrated in figure 1. 

Figure 1. The wavelength calibrated spectrum of 1H0707–495 averaged for the seven spectra 
recorded on 13 and 19 January 2016. Only a relative spectral flux (with the maximum taken to be 
equal to 1) is given, as the observations were done in non-photometric conditions. 
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3. Spectral analysis
3.1.  General spectral characteristics 
The January 2016 spectrum of 1H0707–495 still closely resembles the discovery spectrum of Remillard 
et al. [1], confirming that the I Zw 1 classification still applies. While a fraction of the photons recorded 
in the spectrum originate from integrated host galaxy starlight generated far from the nucleus, that 
component is not distinguishable in figure 1. There is also no sign of interstellar absorption features at 
λλ 3934/67 Å (Ca II) and λλ 5889/96 Å (Na I) that can be conspicuous in similar iron-rich AGN spectra. 

The overall shape of the continuum is well fitted by a power law spectrum Fλ ∝ λγ with a spectral 
index γ = –1.5 (also shown in figure 1). This agrees closely with the estimate from UV-optical spectra 
from previous studies [7]. 

3.2.  The Fe II spectrum 
We then introduce the Fe II spectral templates computed by Véron-Cetty et al. [8] and Kovacevic et al. 
[9], and compare this with the observed spectrum (with the power law subtracted) in figures 2 and 3. 
The former template was determined empirically from a spectrum of I Zw 1, while the latter is based on 
theoretical calculations of iron ion transition probabilities, with the full width at half maximum (FWHM) 
adjusted to 800 km s–1. 

Figure 2. Fit of the observed Fe II emission 
bands near 4500 Å.

Figure 3. Fit of the observed Fe II emission 
bands near 5300 Å. 

While most of the peaks in the templates match actually measured peaks, neither of the templates fit 
the observed spectra satisfactorily. 

3.3.  The H-beta emission profile 
The H-beta emission line has been fitted by the superposition of two commonly applied profile functions 
(see figure 4). The first of these is a comparatively narrow Gaussian component with a FWHM 
corresponding to 800 km s–1, which is identical to the width most suited to fitting the Fe II emission line 
spectrum.   

The broader of the H-beta components was best fitted by a Lorentzian profile shifted bluewards from 
the other component by 120 km s–1, and with a FWHM of 2600 km s–1. While the Gaussian component 
has a greater peak height, the total flux ratio of the Lorentzian H-beta fraction to the Gaussian fraction 
is 3.7. There is an additional bump in the red wing of the line (near 4850 Å), which may be due to a 
further component in H-beta or another feature related to the iron line spectrum. 

3.4.  Forbidden line spectrum 
Figure 5 displays the part of the spectrum containing the characteristic AGN nebular lines [O III] 4959 
Å and 5007 Å. While these clearly are exceptionally weak, small peaks corresponding to these features 
are clearly visible with wavelengths almost consistent with redshift of the H-beta peak. 

These peaks have been fitted with Gaussian profiles, maintaining their theoretically known peak ratio 
of 1:3. The width thus obtained for these forbidden lines only correspond to FWHM ~ 400 km s–1. We 
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measure the flux ratio of the (total) H-beta line to the [O III] 5007 Å line, a commonly used indicator of 
the nature of the AGN activity [10], to be 42:1. This is exceptionally high (by comparison, the ratio 
rarely exceeds 10:1 in type 1 Seyfert galaxies), and points to possible fundamental differences in the 
nuclear structure of 1H0707–495. 

Figure 4. The hydrogen 4861 Å (Hβ) emission 
line fitted as a superposition of Gaussian 
components.

Figure 5. The characteristic AGN [O III] 
narrow lines at 4959 Å and 5007 Å barely 
visible amongst strong Fe II lines. 

No further common Seyfert forbidden lines (e.g. [O II] 3727 Å) could be identified in the spectrum. 

3.5.  Further emission line characteristics 
We make the following further observations about our 1H0707–495 spectrum. 

No obvious changes could be confirmed between our data and previously published spectra of this 
object (e.g. [7]). This includes the discovery spectrum [1] measured at least 30 years before us. We also 
did not find any evidence of short term variability, our two sets of spectra taken six days apart in essence 
looking identical to each other. 

With the exception of H-alpha, the spectral range observed covers the Balmer series of hydrogen. 
One clearly sees the emission lines from H-beta to H-epsilon in our spectrum. The relative strength of 
the bluest of the lines confirms that reddening due to dust in the line of sight must be low. 

In addition to these and the Fe II emission we can confirm a relatively strong emission feature with 
peaks corresponding to the Na I doublet at λλ 5889/5896 Å. The wavelengths of other peaks always 
match one of the wavelengths catalogued in the extensive catalogue of emission lines identified in by 
Véron-Cetty et al. in I Zw 1 [8]. 

Even though this is not evident from figures 2 and 3, the complete spectrum of I Zw 1 (used to 
determine the Véron-Cetty et al. [8] Fe II template) actually matches the spectrum of 1H0707–495 
presented in this paper exceptionally well (compare our figure 1 to figure 6 in that paper [8]). We 
mention here some minor differences, namely that the emission feature at ~3885 Å (probably Fe II]) 
and some emission (possibly a blend of Fe II and Fe II]) in the red wing of H-gamma. 

Other than that, however, the spectra practically match each other. 

4. Discussion and conclusion

We now compare the spectral characteristics of 1H0707–495 with those of other objects associated with 
the I Zw 1 class.  

As discussed in the previous section, 1H0707–495 can truly be considered as a ‘near-twin’ to the 
prototype I Zw 1 itself. IRAS 07598+6508 is another relatively bright and well-studied representative 
of the I Zw 1 class of AGN [11], though its Fe spectrum is stronger compared to the Balmer lines, and 
the individual emission lines are wider. 

SDSS J120011–020452 has also been shown to have exceptionally weak Seyfert forbidden lines 
[12], with only [O II] 3727 Å previously detected and no sign of [O III] 4959/5007 Å. There is also a 
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strong Na I absorption feature due to interstellar material in the SDSS J120011–020452 host galaxy that 
we do not see at all in 1H0707–495. 

The spectrum of the I Zw 1 AGN 1H0707–495 that we have presented in this paper confirm this to 
be an object of substantial interest, and invites further optical spectroscopy (in addition to the 
considerable recent studies of this AGN in x-rays). The project leading to the current paper plans the 
collection of a further 3-4 sets of spectra at approximately yearly intervals, to determine whether any 
small spectral changes can be detected, and if so which spectral lines are varying. Combining all the 
spectra with a total integration time amounting to 6-8 hours would reduce the noise in the spectral data 
sufficiently to discover hitherto undetected weak features in the spectrum and perform one of the most 
detailed analyses of the emission line properties in I Zw 1 objects. The comparison of this spectrum with 
the few high quality spectra available for similar objects of this class will hopefully enable us to gain a 
much better understanding of the structure of the nuclear regions in this type of AGN. 
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Abstract. Scheduling related to science instruments is typically more complex and quite
different from the standard, application-related scheduling problems which are routinely solved
in industry. For instance, the problem requires making choices which impact other choices later
and contains many interacting complex constraints over both discrete and continuous variables.
Furthermore, the set of applicable constraints is particular to a science project, while new types
of constraints may be added as the fundamental problem changes.

The aim of this project is to design and develop a more general scheduling strategy to
deal with the eccentricities of astronomy scheduling. Resulting on a strawman implementation
of such an automated scheduler for optical photometers such as the Alan Cousins Automatic
Photometric Telescope (APT).

1. Introduction
The Alan Cousins Automatic Photometric Telescope (APT) is a 0.75-m automatic photoelectric
telescope commissioned in mid-2000. The sole science driver for the APT is photometry, used
mainly for the long-term monitoring of variable stars. In addition, there is the potential
for target-of-opportunity (TOO) observations such as gamma ray bursts and solar eclipse
observations. Ultimately the APT is expected to be fully robotic. Some advance toward this
goal has been made. The next phase is the development of an automated scheduler that will
generate a pool of viable observations for each night of observation.

Astronomy projects are complex, often consisting of inseparably connected constraints,
requiring long-term planning as well as short-term optimisation [1]. While one aspect of
scheduling focuses on optimising resource utilisation as the goal, conditions can change
significantly during an observing session, leading to schedule breakage. In addition, science
observing may require prompt follow-up observations that arise during an observation session.
These issues give rise to the need for a scheduling system that is capable of recovering from
periods of bad observational conditions and of integrating newly added observations during
operation [2].

Planning and scheduling are distinctly different activities. Planning is not only concerned
with setting up an observation plan for a telescope and/or instruments but it also entails
planning, carried out by the observatory, on scheduling the observations to achieve some
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objective. Scheduling requires planning information to assess temporal assignment of
observations to best achieve an execution plan. Observing has to deal with the dynamic
conditions during execution of an observation and best choice selection based on available
observation plans [3].

Considering the three distinct time scales that fundamentally makes up astronomical
scheduling, we will describe the problem using a design that contains three stages.
Implementation of the stages as distinct modules are not always required, but all modules
should incorporate the criteria for good scheduling.

2. Scheduler Design
The three criteria for a “good schedule” are (a) fairness, (b) efficiency, and (c) sensibility. A fair
schedule balances time allocations between users such that they all share good and bad observing
times equitably. An efficient schedule is one that maximises instrument utilisation and strives
to match observations with required conditions. A sensible schedule is one that attempts only
those observations that are possible under the current observing conditions [4]. Optimisation
aims of the various criteria are represented through the stages of the design which are connected
by an objective function representing a per observation rank calculation based on constraints.
An observation specifies both hard constraints and soft preferences. The scheduling problem is
to synthesise a schedule that satisfies all hard constraints and achieves a good score according
to an objective function based on the soft preferences [5].

2.1. Planning
Longer term planning deals with scheduling over the observation season, given the approved
science projects. The main aim of this section is the fair distribution of time among users/
partners, as well as maximising scientific return.

Optimisation for long term planning is mainly driven by the aims of the observatory and are
restricted by the constraints of the telescope. Observations can, and usually do, conflict. Longer
term plans allow for better resolution of these conflicts to achieve optimal scientific output.

Intermittent re-planning allows for the re-evaluation of observatory performance, which
in turn allows for the re-evaluation of parameters or change of optimisation function.
Furthermore, over the lifetime of the observatory, other constraints may be required such as
new instrumentation or change in operations.

The optimisation strategy for planning ignores dynamic conditions and assumes
(a) problem-free execution of each observation, (b) perfect knowledge of the time duration
needed for each observation, and (c) perfect fore-knowledge of the weather throughout the
night.

Given the complexity and size of the search space for long term scheduling, it is obvious that
this type of scheduling cannot be done in real time, therefore the focus does not have to be on
time-efficient algorithms.

2.2. Scheduling
This is the more traditional form of scheduling, focused on optimising the use of the observatory,
minimising overhead and maximising science output.

Setting up a pool of observations available for execution based on a subset from the planning
section allows for the efficient use of telescope time and instrumentation setup. While planning
decreases the number of observations to consider based on best choice and other fixed constraints,
setting up a selection of viable observations is composed of a large number of complex,
heterogeneous constraints over both continuous and discrete variables. Even relatively simple
schedules have to deal with geometric constraints, precedence constraints, mutual exclusion
constraints and temporal constraints, all in the same problem [2].
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Non-scorable observations are subject to their own unique scheduling rules. Such observations
are fixed observations that must be scheduled at a specific date and time regardless of the possible
score. The only goal here is to make certain everything actually gets on the schedule, given its
individual constraints. Optimisation of other observations happens around these observations
and will generally result in a less-optimal solution.

2.3. Observations
Executing observations are an extremely time-constrained activity, leaving little time for
peripheral actions. Only minimal optimisation must be done in order to ensure efficiency and
sensibility.

The scheduler can generate a pool of observations available to the executioner based on
predicted values—duration of the night, observation plan, etc. The executioner must continually
process short term viability based on constant updates that can include added observations,
constraints, or weather conditions.

Given a set of observations to perform; a date and time to perform them, a description of
the environment; and the objective function; select the observation that maximises the objective
function and satisfies all the constraints.

3. Constraint Evaluation using Merit Functions
Operational parameters may be general to astronomy or unique to an observatory, instrument,
observation mode, etc. Other influences will depend on observatory policies and procedures such
as those related to long-term projects, or compensations for time loss due to TOO observations
or similar programs.

The most complex part of an observation request are the constraints on the observation.
Some of these constraints are explicitly given by astronomers, while others are implicit, due to
the nature of instrument/telescope [1].

In order to decide which observation, n, to carry out, the rank is defined as [6]:

R(n) = f(n) ·
x=X∏
x=1

υx(n) ·

m=M∑
m=1

εm(n)

M
(1)

For any observation constrained by X hard limits and M soft preferences: f(n) is a measure of
fairness, εm(n) measures of efficiency and υx(n) Boolean veto functions as measures of sensibility.

Observatory time must be shared equitably between projects. The fairness function evaluates
how fair doing a particular observation is based on the project’s time allowance. The time
allocated by partners is thus a form of observatory accounting and when share values drop
below a reasonable number, the system must give higher preference to that partner [7].

The veto function has to prevent observations being carried out that are not possible at the
current time due to a number of Boolean constraints.

x=X∏
x=1

υx(n) = υ1(n) · υ2(n) · ... · υX(n) , (2)

where υx(n) describes the constraint limits.
The purpose of the efficiency merits is to decide which observation to carry out at any

given moment in time considering observatory policy, scientific expectation and observing
conditions [6].

m=M∑
m=1

εm(n) = β1ε1(n) + β2ε2(n) + ...+ βMεM (n) , (3)

where εm(n) describes the constraint equations, each with an optional weighting factor βm.
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3.1. Astronomical Veto Functions
Astronomical constraints that can be considered as “hard” constraints, are generally related to
observational limits.

Target brightness evaluation is based on the instrument sensitivity limits related to the
source target properties. The brightness of the object must be low enough not to saturate
the instrument, but high enough to be a viable observation.

υ(magnitude) = 1 ∈ [noise limit, brightness limit] (4)

Lunar phase and elevation not only influence sky brightness calculations but also determines
a hard limit to observational “brightness” conditions and can be defined in terms of Lunar
illumination as a percentage of the surface illumination (PLI).

Lunar brightness =


dark, if PLI < 0.4
grey, if PLI < 0.7
no constraint, True

υ(dark) = 1, if dark
υ(grey) = 1, if dark ∪ grey
υ(any) = 1, if darkc ∩ greyc

(5)

It is only worthwhile to consider a target for observation if that target will be visible during
the observation session. For an optical telescope, this means selecting a sequence of observations
starting at some time after sunset, Nstart , and ending before sunrise, Nend .

υ(visible) = 1 ∀htarget>horizon ∈ (Nstart , Nend ) (6)

3.2. Astronomical Efficiency Functions
General constraints can be used to optimise the observation scheduling. The strictness of
application of these “soft” preferences depends on the observation. To allow the flexibility
and fuzziness that is required by astronomical observations, soft constraints are defined using
merit functions using simple parameters that can be adjusted to make the constraint more, or
less, stringent.

Airmass (Figure 1) can be used to assign lower weighting as the targets get closer to the
horizon, thereby favouring observations at higher elevation:

εh(airmass) =
1

(z(h))α
, (7)

for some observatory related airmass model, z.
The target must be a specific angular distance from the Moon. Separation angles may be

dependent on the observation wavelength with different criteria between longer and shorter
wavelengths, or brightness of target and comparator pair (Figure 2). It is advised that the
separation angle be chosen as narrow as possible since very strict phase and angle requirements
may drastically reduce the time period in which the observation can be carried out, and hence
a lower probability that it would be successfully completed.

ε(separation) =

(
θ(target ,Moon)− a

b

)c
(8)

For a separation distance θ and separation limit a. Parameters b and c is used to shape the
strictness of the merit.
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Figure 1. Using the homogeneous plane-parallel
atmosphere approximation, the airmass model is
given by the secant of the zenith angle. The merit
scales the strictness of the airmass model using
steepness parameter α.

Figure 2. Separation angles merit allows for
softer limits as targets approach solar system ob-
jects, thus improving the probability of observation.

For a Southern hemisphere observatory at latitude, φ and an object with declination δ, the
minimum and maximum elevation angles are calculated:

Emin(horizon) =

{
−90◦ − (φ− δ), if transit during observation period
min{E(Nstart), E(Nend )}, otherwise

,

Emax(horizon) =

{
90◦ + (φ− δ), if transit during observation period
max{E(Nstart), E(Nend )} otherwise

A positional merit can thus be defined as Equation 9 and shown in Figure 3.

ε(altitude) =
h−max{Emin(horizon), Emin(limits)}

min{Emax (limits)} −max{Emin(horizon), Emin(limits)}
, (9)

where h is the current altitude of the target; Emin(horizon) the minimum pointing angle and
E(limits) some instrument specific pointing restrictions.

Figure 3. The current merit favours higher sky
location during positional merit evaluation.

Figure 4. Merit increases as the fractional
time remaining of the target observation window
decreases.

In addition to the target altitude, Figure 4 shows a window merit that increases the selection
weight as the target observation window shortens [8].

ε(window) = −a× tr +

(
b

1 + c× tr

)
, (10)
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where tr =
∆ttarget
∆tvisible

is the ratio of the target observation window over observation time remaining.
The parameters a, b, c in this merit are only used to control the steepness of the rise.

To describe preferences related to the observation target’s rise and set times, the start
and terminate merits—shown in Figure 5—controls the rank evaluation as these boundaries
approach.

ε(boundary) = tanh

(
c× ∆t

σ

)
, (11)

relaxed by the gradient σ as time approaches the start and terminate boundary and ∆t some
buffer around the rise and set times.

Figure 5. (Left) Merit indicating strictness to start observation at rise time. (Right) Merit indicating
strictness to end observation before set time.

4. Summary
Planning and scheduling generally refer to off-line processing, while observing requires good
solutions with minimal computation time. For each of these stages, we can define the problem
input as consisting of the set of observations that have been requested, the constraints peculiar
to the instrument/environment, and the optimisation of the objective function [4].

Maximum science efficiency is achieved by executing the programmes with highest scientific
value first, under the required observing conditions. Additionally, maximised scientific use of
telescope time is obtained by having appropriate programmes ready for execution under a broad
range of observing conditions.

Fuzzy choices are essential for astronomical observation scheduling and is achieved by
representing constraints as merit functions with a strictness parameter associated to each.

References
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Abstract. Several Near Earth Object (NEO) avoidance mitigation concepts have been 
investigated. A simplified metrical analysis methodology is presented to demonstrate the 
viability and added benefits of methods. In particular an associated cost/additional benefits 
analysis (benefits beyond Earth protection) is presented. Nuclear weapons remain the clear 
method of choice to deflect a NEO, but it has little economic value beyond that. Other NEO 
avoidance mitigation methods offer potentially greater economic return and may warrant 
development. More research is required to create objective, measurable criteria for each NEO 
avoidance method. Saving the Earth one rock at a time might be profitable. 

1. Introduction
Sixty-six million years ago a 10 km wide asteroid struck the Earth causing a massive extinction event, 
wiping out the dinosaurs and ultimately allowing humanity to rise from the ashes some 200,000 years 
ago [1]. Asteroids continue to strike the Earth today. Below are graphs, taken from Nelson [2], of the 
frequency of asteroid strikes versus diameter (figure 1) and energy (figure 2) to emphasise the impact 
of potential asteroid collisions. 

As of 23 March 2016 the National Aeronautics and Space Administration (NASA) reports that 
there are 13,705 Near Earth Objects, or NEOs, greater than 140 m in diameter, of these 710 are larger 
than 1 kilometer in diameter. Any one of these can cause great damage if it struck the Earth; even 
smaller ones can. On 15 February 2013 a small 20-m in diameter asteroid exploded about 30 km above 
Chelyabinsk, Russia with the energy of 20 to 30 times more energy than that of the nuclear weapon 
unleashed over Hiroshima in 1945. The high altitude explosion limited damages to about $30 million 
or more and injured ~1,500 people. There was no reported detection before it entered the atmosphere. 
On Halloween and Christmas Eve 2015 a comet and an asteroid, 600 m and 1,100 m in diameter, 
passed uncomfortably close to Earth. Each, had they impacted, would have caused massive 
devastation. Worse still the Halloween comet was detected only 21 days before its nearest approach 
leaving Earth defenses, whatever they are, helpless to respond.   
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Figure 1: Average time between impacts of 
asteroid strikes vs diameter [2]. 

 Figure 2: Impacts per year vs Energy 
Released [2]. 

What are the various methods devised to save us from a celestial encounter? Lamb [3] listed 10 
possible asteroid avoidance mitigation strategies in no particular order; his 1st was the nuclear option 
and his 10th simply evacuate the predicted impact area. His methods for Earth protection are: 
 
Nuclear Device (ND) - launch a nuclear device(s) to knock the NEO off course even at close range, 
Kinetic Impactor (KI) - launch a weighted object to knock the NEO off course,  
Solar Paint (SP) - paint a portion of the NEO white and another black and it will drift off course,  
Solar Sail (SS) - attach a solar sail to the NEO and let the solar winds move it,  
Solar Net (SN) - encase the NEO in a mesh net; it will act like a solar sail,
Solar Mirrors (SM) - station mirrors in orbit about the NEO and use focused sunlight to move it, 
Rocket Engine (RE) - attach a rocket engine and drive it away from the Earth, 
Gravity Tractor (GT) - rendezvous a large, heavy spacecraft with the NEO and use gravity to pull it, 
Robotic Miners (RM) - place robotic mining equipment on NEO and expel fragments providing push,  
Evacuation - evacuate the potential impact zone. 
 

Using Wikipedia [4] another variation of the rocket engine was found: the Ion Beam shepherd (IB) 
gently pushes the NEO out of orbit from a small spacecraft. Only the first two options, nuclear 
weapons and kinetic impactors, seem plausible at this time [5]. The nuclear option is the only current 
technology available to deflect large NEOs [6]. 

 
There are 70 space agencies of which 13 have launch capabilities and only 3 countries are currently 

capable of human space flight, USA, Russia, and China [7]. Only two agencies have set up specific 
programmes relating to Earth Protection, they are: NASA and the European Space Agency (ESA). 
Such programmes are in their infancy in Russia and other countries. If nuclear weapons are the only 
option at present then Earth protection is left to only 7 nations with both miniaturised nuclear 
warheads and launch capabilities. One possibility to increase the number of organizations capable of 
protecting Earth is by identifying technologies with non-military applications but with alternative 
economic benefits. Below simplified metrics of the various NEO avoidance mitigation strategies as it 
relates to economics is presented. 
 
2.!Metrical Analysis of Mitigation Methods 
Excluding evacuation, there are 10 possible NEO avoidance methods mentioned above. In order to 
compare each method a simple metric is created below where we try to answer 2 questions: "Can we 
build it?" and "Will it work?". A second set of metrics to compare associated costs and additional 
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benefits of each method is also presented. Associated costs are a measure of the total costs relating to 
the method from development through to successful completion of mission. Additional benefits are a 
measure of the benefits from the development to implementation not relating to actually protecting the 
Earth from catastrophe, e.g. new industrial opportunities, new technologies, etc. 

For each metric there are a series of questions asked, each requiring a score from 1 to 10 (from bad 
to good, hard to easy, etc.). In table 1 the metrics, groups of questions, and how they are scored are 
presented. Note that this list is by no means complete or demonstrative of the topics but serves as a 
starting point for further development. 

Table 1:  List of questions asked for each metric and how each are scored. 
“Can we do it?” 
C1 Does the tech exist? 1=none, 10=all 
C2 How mature is the tech? 1=new, 10=mature 
C3 How easy is it to prepare? 1=hard, 10=easy 
C4 Time to develop? 1=long, 10=none 
C5 Do resources exist to do it? 1=none, 10=all 
“Will it work?” 
W1 How long will it take to succeed? 1=decades, 10=hours 
W2 Will it be effective? 1=no, 10=completely 
W3 Are there risks to failure? 1=significant, 10=none 
W4 Is it proven tech? 1=no, 10=completely 
Associated Costs 
AC1 Development costs 1=high, 10=low 
AC2 Capital expenses 1=high, 10=low 
AC3 Operational costs 1=high, 10=low 
AC4 Maintenance costs 1=high, 10=low 
AC5 Impact of economies of scale 1=high, 10=low 
Additional Benefits 
AB1 Is it prestigious? 1=low, 10=high 
AB2 Is there human capital development involved? 1=low, 10=high 
AB3 Are there alternative economic uses? 1=low, 10=high 
AB4 Are there technology spinoffs? 1=low, 10=high 
AB5 Are there opportunities for private investment? 1=low, 10=high 

For metrics representing “Can we do it?” and “Will it work?” a simple average is calculated. 
Economies of scale decrease the costs of capital, operations, and maintenance, and hence it is accorded 
greater weight. Likewise development costs are inherently expensive up-front costs and also afforded a 
greater weight. The score for associated costs is determined by 

Score = (AC1 + {[(AC2 + AC3 + AC4) / 3] + AC5} / 2) / 2.      (1) 

Likewise if there are opportunities for private funding the weighted benefits are increased; it is 
naively accorded equal weight to the sum of the others. As with the metrics used, these weights and 
the relationships of each, have to be better determined. The score is calculated using 
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Score = [(AB1 + AB2 + AB3 + AB4) / 4 + AB5] / 2.          (2) 
 
The scores listed in tables 2 & 3 are guestimates based on present technology, future planning and 

present business practices. They should not be seen as exact in any way and are used merely for 
presentation purposes; they are best guestimates by the author. 
 

Table 2:  Score for each avoidance mitigation method. Note that the two-
letter initials of each method are used for identification. 

  Can we do it? Will it work? 
  C1 C2 C3 C4 C5 Score W1 W2 W3 W4 Score 

ND 9 9 7 7 10 8.4 10 9 7 8 8.5 
KI 9 10 7 3 10 7.8 5 6 7 6 6 
GT 5 3 3 3 7 4.2 3 4 3 3 3.25 
SS 7 4 4 3 5 4.6 6 6 5 4 5.25 
SP 7 5 3 3 7 5 4 4 5 2 3.75 
SN 7 5 5 3 7 5.4 4 4 5 2 3.75 
SM 7 5 6 4 7 5.8 6 6 6 5 5.75 
RE 5 5 4 3 3 4 4 4 4 3 3.75 
RM 5 3 4 3 6 4.2 3 7 3 5 4.5 
IB 5 3 4 3 6 4.2 3 6 3 5 4.25 

 
Table 3:  Score for each avoidance mitigation method estimated for Associated Costs 
and Additional Benefits. Note that the two-letter initials of each method are used for 
identification. 

  Associated Costs Additional Benefits 
  AC1 AC2 AC3 AC4 AC5 Score AB1 AB2 AB3 AB4 AB5 Score 

ND 8 7 9 7 6 7.4 1 1 1 1 1 1 
KI 8 5 6 7 2 6.0 3 3 1 3 1 1.75 
GT 3 3 3 4 2 2.8 7 7 3 5 5 5.25 
SS 4 4 4 4 5 4.3 5 4 3 5 5 4.625 
SP 4 4 3 4 1 3.2 3 4 1 3 1 1.875 
SN 4 4 5 5 3 3.9 3 4 1 3 1 1.875 
SM 4 4 6 6 3 4.1 5 4 1 5 3 3.375 
RE 3 3 3 3 5 3.5 7 8 4 5 8 7 
RM 3 2 2 2 10 4.5 7 10 10 7 10 9.25 
IB 4 3 3 3 5 4.0 5 6 4 5 5 5 

 
Graphical representations of each set of metrics, "Can we do it?" versus "Will it work?" and 

"Associated Costs" versus "Additional Benefits" are presented in figure 3 and 4 respectively. 
 

Figure 3 is divided into four areas:  
• Sci-Fi – Solutions with little or no technology developed or tested. 
• Not practical – Options that will demonstrate limited success. 
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• R&D required – Systems that can work but require significant development.
• Functional – Workable solutions with mature technologies.

Only 3 avoidance mitigation systems fall into “Functional”: solar mirrors, kinetic impactors, and 
nuclear weapons. Based on the scoring above the nuclear option is the best method at present. 
However, this has political consequences making it a difficult choice especially if these weapons are 
put in space for faster response time. Utilising kinetic impactors is politically more palatable but is 
presently only demonstratively capable of stopping small NEOs detected years before potential impact. 
The Double Asteroid Redirect Test (DART) mission scheduled for 2022 will study the effectiveness of 
the kinetic impactor method [8]. Solar mirrors are found in the Functional area of figure 3; this is 
suited to situations where we have significant advanced warning (years). The rest are largely in the 
realm of science fiction and require significant development to prove viability. 

Figure 3: Metrical analysis of each mitigation 
system as it pertains to “Can we do it?” vs. 
“Will it work?”

Figure 4: Cost/Benefit analysis of each 
mitigation system. 

The Cost/benefit analysis presented in figure 4 provides insight into where funding for various 
asteroid avoidance mitigation systems might come, public versus private funding or a combination. 
Private investments flow into projects that create economic rent and a financial return to the investors. 
Public funding typically is used in projects for the public good, like defense where arguably there is no 
direct return on investment. Several of the proposed mitigation systems appear to be non-economic or 
expensive with little return on investment. The kinetic impactor (KI) and nuclear device (ND) options 
have little added benefits and would require public funding. Only robotic mining falls into the 
economic category; a few others (e.g. RE, GT, and IB) might be worth studying for private funding. 
Each appears to have economic spinoffs worth investing in.  

Robotic mining (RM) is rated, in this scorecard, the best in terms of additional benefits and private 
investors might consider it. The weakness of RM is its associated costs; further investigation is 
required to determine if economies of scale, Research & Development (R&D) and decreasing space 
transport costs will make this an attractive investment. The American space agency (NASA) is 
proposing retrieving an asteroid and placing it in a lunar orbit where astronauts can practice mining it 
amongst other things. To give context to the potential of mining asteroids, the estimated worth of the 
metallic asteroid 3554 Amun (orbiting between Earth and the Sun) may be $20 Trillion dollars in 
precious metals [9]. It might just be very profitable saving the Earth one rock at a time! 

R&D required 

Sci-Fi 

Functional 

Not practical 

Economic 

Non-economic 

Private 

Public 
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Earth protection can be greatly enhanced if the number of organizations and people is substantially 
increased. Even if nuclear devices are the only answer, only a handful of countries would be capable of 
launching defensible measures and increasing this number is not in Earth’s best interest. The survival 
of the human race can be increased by increasing the number of people and solutions available. In 
order for other NEO avoidance mitigation techniques to be developed, and increase Earth's chances of 
survival, alternative economic benefits may encourage development. As stated above many of the 
avoidance systems mentioned here have no additional benefits (benefits beyond saving the Earth). The 
development of rocket engines for new spacecraft offers investors significant economic return 
resulting from technology to be developed for new engine designs. Whereas robotic mining (RM) has 
significant upside economic opportunities, if instead of simply ejecting matter from the NEO, and 
change its course, this material is mined for valuable resources [10].  

3. Conclusions
Several NEO avoidance mitigation concepts have been investigated. A simplified metrical analysis 
methodology is presented to determine the viability of each and if they might attract investment for 
non-Earth defense reasons. In particular an associated cost/additional benefit analysis (benefits beyond 
Earth protection) is presented. Nuclear weapons remain the clear method of choice to deflect a NEO, 
but it has little economic value beyond that. Other NEO avoidance mitigation methods offer 
potentially greater economic return, e.g. robotic mining, and may warrant private investor 
development. More research is required to create objective, measurable criteria for each NEO 
avoidance mitigation method. Saving the Earth one rock at a time might be profitable. 
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Abstract. Ground level enhancements (GLEs) of the cosmic-ray intensity have been observed
seventy-one times over the past seven decades. GLEs are due to sudden increases in the
intensity of solar energetic particles associated with large eruptive episodes. GLEs have been,
controversially, divided into two distinct categories, gradual (classical) and impulsive events.
Recent findings also argue that some GLEs are too impulsive to be accelerated in the eruptive
episodes. Here we investigate this hypothesis by studying the time profiles of nine GLEs, which
were observed with excellent data coverage of the associated solar eruptions. Results show that,
when characterized solely on their time profile (i.e. pulse shape), GLEs do not separate into
two distinct classes, but rather form a continuous distribution between these two extremes.
Preliminary modelling results indicate that the interplanetary transport conditions may alter
the GLE pulse shape in such a way as to obscure any source information by the time it reaches
Earth. This implies that the shape of the GLE profile is, perhaps, a powerful indicator of
propagation conditions between Sun and Earth.

1. Introduction
Ground level enhancements (GLEs) are sudden increases in the cosmic ray intensity as observed
at Earth. Ground-based cosmic ray (CR) observations started with the observation of a GLE
on 28 February 1942. Since then, GLEs have been observed seventy-one times by ground-based
neutron monitors. This is possible due to large solar eruptive episodes that originate primarily
from the western longitudes on the surface of the Sun. In other words, these GLEs are the
result of solar eruptive episodes that produce atmospheric showers of secondary particles that
can reach ground level, provided that the incoming particle energy is ≥ 500 MeV per unit charge,
or rigidity ≥ 1 GV. Relativistic protons produced from these solar energetic particles (SEPs)
events represent a direct sample of matter from some of the most energetic processes in the solar
system, particularly, solar flares and coronal mass ejections (CMEs). Solar flare are enormous
explosions which occur in the solar corona, while CMEs represent vast structures of plasma and
magnetic fields that are expelled from the Sun into the heliosphere.

The relationship between flares and CMEs, and their role in accelerating particles to
relativistic energies during major solar events remains an exigent scientific challenge. Previous
studies e.g [1] classify SEPs, albeit controversially, into two distinct classes, impulsive and
gradual events. Flares in the low solar corona are relatively short-lived and have a narrow
range of solar longitudes (about one Earth radii, RE) that are magnetically well-connected to
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Figure 1. Geographical locations of the contributing neutron monitors with geomagnetic cut-
off rigidity below 1 GV (large markers) and the corresponding asymptotic viewing directions
(small markers).

the observer. [1] and others also attribute particle acceleration to flare processes such as wave-
particle interactions following magnetic reconnection. Conversely, CMEs develop more gradually
at distances beyond about four RE , which is much larger than the Sun, and should therefore
have shock fronts that are widely extended in heliolatitude and longitude. So, it expected to
associate the impulsive GLE events with acceleration in solar flares, and gradual GLE events
in CME shock fronts. The classification of gradual versus impulsive events are mostly based
only on the time profile (pulse shape) of the GLE event as observed by a number of neutron
monitors.

Impulsive events, according to [1], are characterized by high 3He/4He ratios (>0.1), high
Fe charge states (-20), high Fe/O ratios and low particle fluxes, while the composition of the
gradual events is more characteristic of the composition of the solar wind or interplanetary
medium. Hence, this supports the inference that impulsive SEP events contain particles that
were accelerated in the corona, likely by solar flares, while the more gradual events originate
more likely from the acceleration in the bow shocks of CMEs.

At energies of a few MeV per nucleon, space observation of impulsive and gradual events can
be distinguished by compositional signatures. For GLEs, as observed primarily by ground-based
neutron monitors, the signatures of the composition and ionization state are lost. However, GLEs
observation with Earth’s neutron monitors have the advantage of being sensitive to the arrival
direction of the particles, which gives an indication of the anisotropy of the event. For vertical
arrival at a neutron monitor, the particles must have come from a so-called asymptotic direction
in space before they penetrated the geomagnetosphere [2]. This directional sensitivity explains
why a given GLE can display an impulsive character on one set of neutron monitors, but only
show up as gradual on others.

We show in Figure 1 the asymptotic cone of acceptance for all neutron monitors used in
this study. The large symbols indicate the position of the neutron monitor, while the smaller
symbols show the asymptotic position for rigidities of 1 - 5 GV. Note the highest rigidity point
is closest to the station. Also, because only stations with a cut-off below 1 GV is used, all the
monitors are located in the polar regions. For an anisotropic SEP event, the looking direction
(asymptotic cone) will be different for different neutron monitor stations, and as such, they will
measure different intensities.
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Figure 2. Time-intensity profile of GLE 69 showing both of impulsive and gradual
characteristics.

Figure 2 illustrates this directional sensitivity of the neutron monitor network on the very
large GLE 69 of 20 January 2005. It was such that three neutron monitors (South Pole, Terre
Adelie and McMurdo) saw an extremely impulsive increase, reaching the peak intensity in ∼ 5
minutes, while Thule saw a much longer rise time of ∼ 30 minutes. A third group of stations
observed two consecutive peaks (not shown here). [3] interpreted this structure as indicating two
injection/acceleration mechanisms, namely a fast, short-lived solar flare, and a slower, longer-
lived bow shock of the CME. This was not consistent with the generally accepted idea that the
slow rising-stations merely observed a filling-in effect from the directions that were viewed by
the fast-rising ones. Earlier, [4] investigated all the impulsive GLEs over the entire time span,
and demonstrated that these events typically extend to higher energies than the more gradual
ones. The authors, [4], further noted that the fastest rising peak coincided well with high-energy
gammas produced by particles slamming into the dense matter of the low corona while the rate
of decrease shows an evidence of kink at ∼ 1 hour. This is a natural explanation for the first,
impulsive peak to recede below the second, gradual one at this time as presented in Figure 2.

Furthermore, the concept of impulsive versus gradual GLEs for large GLE 42 on 29 September
1989 was put in perspective by [5]. At the peak intensity the difference between impulsive and
gradual is about a factor of 3, while for GLE 69 this difference is at least a factor of 30. This
means that GLE 42 was much less anisotropic than GLE 69. The solar activity associated with
GLE 69 was in the well-connected region at ∼ 65◦ W, while for GLE 42 it was invisible behind
the western limb and could only be inferred indirectly at ∼ 120 ◦ W. This longitude would
have been so poorly connected that particles that might have been accelerated in the highly
anisotropic first beam in the lower corona, could not have reached Earth. The combination
of all available observations from ∼ 40 neutron monitors show, however, that these variations
are qualitatively different from the true impulsive and gradual peaks, and [3] ascribed them as
due to fluctuations in the direction of the heliospheric magnetic field. It has been suggested
in other studies e.g [5], that the knowledge of pulse shapes or time profile of GLEs is required
to determine the fidelity of impulsive and gradual events, and how to interprete its physical
meaning.

In this paper, the average pulse shapes of selected nine (9) GLEs were simultaneously
determined. The maximum amplitude, the time-to-maximum, half decay time from the
maximum intensity, and the heliolongitude of the asymptotic cone of acceptance of each of
the 9 events were studied.
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Figure 3. The relationship between the rise time of the selected 9 GLEs and the solar longitude
of their associated solar events.

2. Observation and analysis of the time profile of selected 9 GLEs
The data base, which contains all available ground level neutron monitors observation, of all
71 GLEs since 1942 has been described by [6]. In this study, only 9 GLEs (30, 31, 39, 43,
45, 52, 70, 60 and 69) are used. These GLEs under study have amplitude much more than
10% and it is a subset of all available 71 GLEs. The peculiarities and differences between
the intensities of secondary solar particles occurring between different neutron monitor stations
during the selected 9 GLEs can be interpreted on the basis of their asymptotic directions of
viewing. Here we used only the stations with cut-off rigidity below 1 GV in order to eliminate
any energy/rigidity dependence. Also we study the time (pulse shapes) of the selected 9 GLEs
simultaneously, to determine how to differentiate between impulsive and gradual ones, and how
to, eventually, interpret its physical meaning. In doing this, it is important to see if the GLEs
are magnetically well connected to Earth.

To determine the rise times of each event, the beginning of the event was taken as the
earliest time for which a statistically significant increase could be visually inspected from the
intensity-time profile. The time of maximum was generally easy to read off, but was sometimes
complicated when the profile lingered around the maximum intensity, or when it even show
multiple peaks. [9] hypothesised that multiple peaks found in some GLEs could be due to to
two different injections or a probable swing in magnetic field direction.

Figure 3 displays the rise time of the events as function of heliolongitude. The distribution
is centered on the heliolongitude that connects to Earth via the nominal Parker spiral magnetic
field, corresponding to 60◦ W [7]. This corroborates the study by [8], which showed that the
hardest spectra, at energies below the GLE cutoff, originated from the region around 60◦ W.
Although [9] recently reported a weak correlation with longitude. No clear distribution is evident
from Figure 3 and we are unable to confirm that the so-called “fast-risers” (i.e. GLEs with short
rise times) are always magnetically connected to Earth.

Figure 4 shows the relationship between the rise and decay times (to 50% of the peak intensity)
of all the GLEs. The full line on the plot is the best-fit linear regression. This shows that, on
average, the decay time is about twice as long as the rise time. The main result of this analysis
is that GLEs do not separate into two distinct categories of impulsive and gradual events. The
rise times show a continuous range from 5 to 160 minutes. Effort is underway to interpret these
results in terms of a particle transport model, with initial results presented in [10].

Irrespective of the step taken when determining the rise times in Figures 3 and 4, we note that
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Figure 4. The relationship between the rise and decay time of the selected 9 GLEs. The thick
line is the best-fit linear regression.

the beginning of the event may be difficult to be interpreted physically or in terms of modeling.
This is due to the obvious anisotropic direction of propagation of the solar particle and due to
the disparities in the counting rates recorded between different contributing neutron monitors.
In order to correct this problem, we apply the measure of central tendency by averaging over
viewing direction. This will provide us with cosmic ray fluxes which can better compared with
model solutions.

Figure 5 shows the average time-profile recorded by all the contributing neutron monitors
during each of the selected events. Note that the ninth GLEs (GLE 69) has been represented in
Figure 2. The use of the average time-profile (in Figure 5), however, has eliminated some of the
limitations such as the large uncertainty in the time-profile as measured by different stations.
Based on the average, the selected events do not have strong anisotropic like distributions. They
are, in fact, isotropic. These isotropic observations fulfil all the necessary assumptions of our
ongoing transport model. Interpretations of the present observation in terms of the propagation
of a gyro-tropic distribution of SEPs transport model is underway.

3. Summary
The main result of the paper is that there is no clear distinction of GLEs in impulsive and
gradual classes, but rather a continuous range between these extremes. On average, the decay
time is about twice as long as the rise time for the 9 selected GLE events, with a good linear
correlation between these two quantities.

Acknowledgments
The concept behind this work originated from the late H. Moraal, it was expanded
by O. Ogunjobi and R.D. Strauss with the purpose of interpretation in terms of
a more realistic transport model for GLEs. The GLE database is available at
ftp://cr0.izmiran.rssi.ru/COSRAY!/FTP GLE/ (hosted by E. Eroshenko), https://gle.oulu.fi/,
as well as http://usuarios.geofisica.unam.mx/GLE Data Base/. This work is based on the
research supported in part by the National Research Foundation (NRF) of South Africa (grant
no. 106049). Opinions expressed and conclusions arrived at are those of the authors and are
not necessarily to be attributed to the NRF. OO acknowledges the support of the post-doctoral
programme of the North-West University in South Africa. This paper is dedicated to the memory
of the late Harm Moraal.

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 329



Figure 5. Average time-profile recorded by all the contributing neutron monitors during each
event.
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Abstract. This project proposes the novel use of a mobile geodetic-grade dual-frequency GPS
Ionospheric Scintillation and Total Electron Content Monitor (GISTM), located on board the
polar research vessel SA Agulhas II, to characterise the ionosphere over the South Atlantic
Magnetic Anomaly (SAMA) during voyages through this area of the South Atlantic Ocean. It
is shown that a 10◦ elevation cut-off is sufficient to tolerate ship roll angles of up to 20◦ to avoid
multipath from the ocean surface. Preliminary ship-based scintillation results show increased
S4 counts, as well as extremely high σφ counts, compared to a stationary GISTM at Hermanus,
South Africa.

1. Ionospheric Scintillation
Ionospheric Scintillations are rapid fluctuations in both the phase and amplitude of trans-
ionospheric radio signals resulting from variations in electron density along the ray path [1].
Scintillation measurements are traditionally done using dedicated dual-frequency GPS receivers
at static locations. Ionospheric scintillation affects GPS signals in two ways: Amplitude
scintillation presents as an abrupt severe fade in signal strength while phase scintillation is
characterised by rapid changes in the carrier wave phase; both of these can lead to loss of lock,
increase in position errors and GPS outage [2].

SANSA operates several of these specialised receivers throughout Southern Africa as well
as at Marion Island, Gough Island, and in Antarctica at the SANAE IV research station. The
SAMA is a region of the Earth where the magnetic field is up to 60% weaker than at comparable
latitudes [3]. It is of interest due to increased levels of precipitation of high energy particles into
the ionosphere over this region during geomagnetic storms. However, the majority of the SAMA
lies beyond the reach of these fixed land-based sensors [4]. The geographical extent of the South
Atlantic Magnetic Anomaly is shown in Figure 1. The approximate coverage that these (and
other) static stations provide of the Southern Oceans can be seen in Figure 2.
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Figure 1: (Left) The South Atlantic Magnetic Anomaly as defined in terms of the ≥ 50 MeV
proton flux particles at 500km altitude during a geomagnetic storm [5].

Figure 2: (Right) Approximate coverage of existing fixed GISTM stations. These are calculated
using a 350km ionospheric pierce point (IPP) height and an elevation of 10◦ [5].

2. The SA Agulhas II route and GISTM
The SA Agulhas II ice-breaking polar research vessel sails from Cape Town to Antarctica/South
Georgia in December−February, Marion Island in April−May, and Gough Island/Tristan da
Cunha in August−October. A plot of the typical locations of the SA Agulhas II at various
times of the year is shown in Figure 3.

Figure 3: The various routes of the SA Agulhas II between May 2013 and Feb 2016.[6]

The multi-frequency multi-constellation NovAtel GISTM unit was installed on board the SA
Agulhas II in 2012 (see Figure 4). It has enabled the first terrestrial measurements of scintillation
from new locations within the SAMA region [3],[5]. In this research, the amplitude (S4) and
phase scintillation (σφ) indices from L1 signals recorded at 50 Hz during the SA Agulhas II
voyages in the periods 28 June 2014 − 13 October 2014 and 18 December 2014 − 10 February
2016 will be analysed for the first time. Only GPS satellites (PRN ≤ 32) will be used.
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Figure 4: The SA Agulhas II polar research vessel, pictured at Akta Bukta in Antarctica in
February of 2015, is equipped with a NovAtel GISMT receiver in the Crow’s Nest. The grey
dome antenna is located at the very top of the mast, providing an unobstructed view of the sky.

3. Negative Horizon and Ship Roll Tolerances
The open ocean has no urban canyons or environmental obstructions which may cause multipath.
The only potential source of multipath GPS signals is the ocean surface itself. A hard-coded
limitation in the GISTM receiver software resulted in only data for ray paths with elevations
≥10◦ being recorded. The 37.8 m height of the GISTM antenna (above mean sea level) and
taking the radius of the Earth at 6378 km produces a negative horizon elevation angle of 0.2◦

as seen in Figure 5. The antenna to horizon distance is 22.219 km.

Figure 5: The relation between the roll angle and the elevation angle of the horizon for the
SA Agulhas II.

The motion of the vessel includes translation (point A to B), vibration and the 3 axial
movements (roll, pitch and yaw). The roll motion is most likely to incur occasional multipath
if the roll angle is large enough. Roll angles of up to 20◦ off vertical can be tolerated by the
10◦ GISTM cut-off without incurring multipath (see Figure 5). It is rare for the SA Agulhas to
experience rolling beyond this limit. The motion effect on the scintillation data due to waves
and vibration will be studied in future work.

4. Preliminary Results
The thresholds for significant scintillation can be expressed in terms of the amplitude (S4) and
phase (σφ) scintillation indices, or the number of scintillation events above a given threshold
in a given time. The levels of ionospheric scintillation which may give rise to GPS navigation
errors and outages have been reported in several studies ([2],[7],[8],[9]). The benchmark levels for
significant scintillation have been shown to be dependent on the particular receiver technologies
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[10]. In high-latitude regions phase scintillation is more frequent and intense than amplitude
scintillation [9]. In most cases scintillation levels of S4 ≤ 0.2 and σφ ≤ 0.2 are considered to be
insignificant in terms of impact on GPS navigation [8]. In this study, scintillation is quantified
in terms of the number of S4 and σφ-events with intensity above 0.2 in a 10-minute period. This
allows a clear distinction between background noise levels and significant increases in scintillation
counts. S4 and σφ values ≥1 are suppressed to remove outliers.

Figure 6: Histogram of S4 and σφ ≥ 0.2 counts recorded on 10 October 2014 at Hermanus
(left) and on board the SA Agulhas II (right). Time is in UT.

Figure 6 shows a comparison of S4 and σφ values ≥ 0.2 counts recorded on 10 October 2014
on board the SA Agulhas II with similar counts recorded in Hermanus on the same date. The
SA Agulhas II results clearly show the high background level of scintillation above the threshold
of 0.2. The higher background levels may be a result of the motion of the SA Agulhas II affecting
the scintillation observations.

A significant increase in the σφ (phase) ≥ 0.2 counts is visible in the SA Agulhas II data
during the period 14:00-16:00 UT, while there was no change at Hermanus. This indicates that
the likely cause of the increase may be a precipitation event over the SAMA which was not
observed from Hermanus.

An increase in the σφ without a concurrent increase in S4 is in line with typical results for
high latitude regions.[9]

5. Conclusions
A 10◦ elevation cut-off on the GISTM is shown to be sufficient to prevent multipath from
the horizon up to roll angles of 20◦ while the ship is in the open ocean. Preliminary results
indicate that the motion of the ship may be responsible for higher background level of phase
scintillation. The increase in σφ during the period 14:00-16:00 UT on 10 October 2014 may
indicate a precipitation event over the SAMA.

This work is in the early phase. Future work will include investigating the extent of the ship’s
motion effect on scintillation data, as well as attempting to identify scintillation events in the
SAMA region by comparing the SA Agulhas II data to the stationary receiver on Gough Island.
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Abstract. A diagrammatical representation of the cognitive processes required,  for solving 

Physics problems, is used to teach students in Physics I major, at the University of the 

Witwatersrand, about problem solving by empowering them metacognitively, with the help of 

a cognitive process diagrammatic representation called ‘the light bulb effect’. After a teaching 

session on ‘the light bulb effect’ students answer a questionnaire with a problem that is new to 

them, and then are invited to reflect on their cognitive process by describing those processes in 

their own words and drawing a ‘light bulb effect’ diagram that represents their cognitive 

processes.  Analysis of responses shows that most students find it easy to describe their 

cognitive processes after the session and also that students find the session helpful. 

  

1.  Introduction 

Problem solving ability is one of the most challenging teaching endeavours and yet it is one that is of 

great importance in physics.  True problem solving is a creative process which requires the problem 

solver to create a path to the solution that is not initially obvious [1].  Problems arise in real life and in 

physics.  In physics, it is used as a learning strategy through which students get the opportunity to 

practice the principles and concepts they are learning [2].  It is usually only in the process of solving a 

problem that the true meaning and implication of principles and concepts can be achieved.  However, 

it is usually difficult to teach students the necessary creative processes required for problem solving as 

most students believe that the required procedure is that of simply remembering the correct path 

previously demonstrated by a teacher.  The student usually obtains this perception from the logical 

manner in which a teacher presents the solution to a problem in class.  This presentation is done with 

none of the false starts, restarts and rethinking that are usually necessary to create a solution when the 

problem is a real problem [3]; that is, a problem that the problem solver has never encountered before. 

Students thus have a tendency to give up when confronting a problem for which they do not have an 

immediate solution in their memories [2].  But teaching students about the problem solving process, 

which requires metacognitive monitoring, has been shown to have a positive impact in students’ 

ability to engage in the required creative problem solving process [4, 5]. Since metacognition involves 

knowledge and regulation of one’s cognitive processes [6], teaching students about the cognitive 

processes involved in problem solving and how their cognitive structures form and create meaning 

should lead to better problem solving performance. The aim of this study is to demonstrate that it is 

possible to teach students the metacognitive skills involved in problem solving with the aid of the 

‘light bulb effect’ diagrammatic representation [7]. 

The cognitive processes involved in problem solving may be defined as “meaning creation 

processes” [7]. Incoming stimuli cause neurons or groups of neurons called neural networks to emit 
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signals in reaction to the stimuli.  These signals are interpreted by the cognitive system through 

cognitive structures or cognitive tools that are also made up of neural networks.  The cognitive tools 

grow and change over long periods of time and are what Piaget and Garcia [9] call schema.  The 

development of these cognitive tools or structures is called learning and is a long term process. The 

cognitive process of creating meaning happens over very short periods, usually within seconds or 

minutes, and is what Piaget and Garcia [9] call ‘assimilation’, whilst “accommodation” is the term 

they use in reference to changes in the cognitive structures or tools.  There are three dimensions 

involved in a cognitive process: the area of content, the level of complexity and time.  A student’s 

cognitive structures or tools may be more developed in an area of content, such as in Newton’s laws 

rather than in electrostatics. When neural structures grow in complexity they are able to deal with 

more abstract processes.  For example, a cognitive process, involving arithmetic is more concrete, and 

therefore less complex than one involving algebra. Students’ neural structures need to have developed 

to the point that they can deal with the abstractness of an algebraic manipulation in order to deal with 

a problem that requires that level of complexity.  It takes time for neural structures to grow in 

complexity and it takes time for a student to produce meaning in a certain area of content. If the 

problem is less complex than the students’ structures the meaning will emerge much faster than if the 

problem is far more complex than the cognitive structures that the student has developed up to that 

point in time [8]. 

 

Figure 1. Three diagrammatic problem solving cognitive process representation elements 

The ‘light bulb effect’ was used in 2015 to identify possible processes involved in physics problem 

solving and to determine which of these processes make a problem more or less difficult for students 

[7].  In this diagrammatic representation, straight lines, called ‘strings’ and circles, called ‘bulbs’, are 

used to represent different cognitive processes and are linked in a diagram that attempts to represent a 

complete problem solving process. The strings denoted processes that should have become familiar to 

the students as a result of use during their school education.  The bulbs symbolized processes that 

would be novel to most students. The two bulb elements and an example of a string element are 

shown in Figure 1.  Each of the string elements were accompanied by a code comprising of a letter 

and a subscript [7]. Diagrams were assigned levels according to the number of bulbs they contained, 

so for example a diagram with one bulb was a level 1 (L1) diagram.  

 
The motion of a particle, moving along a straight line is 

described by the following equation: 

                      
1 2 2(2.3 m.s ) (4.8 m.s )x t t    

where x refers to the particle’s position, which is measured in 

metres, and t refers to time, which is measured in seconds. 

(a) What is the particle’s initial position at time 0t  ? [1] 
(b) What is the particle’s initial speed? 

Given: 
21

2os v t at          ov v at   [2]  

                         (a) 

  
(b)  

Figure 2. Parts (a) and (b) of Question 2, in the Problem Solving skills test, with the corresponding 

cognitive process diagrams, appearing on the right. 

2.  Method and Analysis 

Realization light bulb

Figuring out something not immediately

obvious light bulb

ML Mathematical language usage string

EL

ML

ArM

MA

EL

ML MA

EL

ML

ArM

MA

CalM

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 338



In order to demonstrate how the ‘light bulb’ diagrams were used to represent the cognitive processes 

involved in the solution of a problem, figure 2 shows parts (a) and (b) of question 2 in the Problem 

Solving skills test, used in 2015, as well as the diagrams representing the cognitive processes they 

required. 

There were two possible diagrams for part (b) because it was discovered after examining the 

students’ test solutions that some students knew and used calculus instead of going through the ‘light 

bulb’ process or realization, they would use if calculus was unknown to them. The realization required 

was that the given expression matched the given equation so that the initial speed could be identified. 

Overall, it was possible to conclude that the student performance in questions that required a L1 

cognitive process was lower than in the questions where the required cognitive process was at L0 [7], 

in agreement with the fact that bulbs represent less known processes to the students.   

At the beginning of the second semester in 2015, after lectures on Coulomb’s law, the students in 

Physics I major were given a special presentation on how the brain works and the Light Bulb 

representation used to analyse the Problem Solving skills test.  They were also given feedback on their 

performance in the test using the analysis previously discussed [7].  During the course of the 

presentation on how the brain works they were told that at birth the brain is wired already so that 

stimuli coming in through the senses are connected to certain parts of the brain and over time more 

and more of these wired connections are used so that networks build up.  Then with age and as 

learning progresses these networks grow larger and more complex.  The students were given the 

following example: When you go to friend’s house for the first time it is sometimes not easy to locate 

it, you may need to consult the map, count the number of streets and look at the numbers once you get 

to the right street, whilst feeling uncertain, and it may take a long time to find the right house but as 

you visit the same friend over and over it becomes easier and takes less time, and you feel more 

confident.  You have now built up a pathway in your brain that helps you find your friend’s house.  

Then as you continue to visit this friend you get to know the neighbourhood where your friend lives 

better and so the initial pathway becomes a complex network with you knowing where is the nearest 

petrol station or local grocery store. Because of this you can now solve more complex problems.  

Initially the problem was getting to your friend’s house on time, later it may be getting to your 

friend’s house on time whilst buying bread and filling up with petrol nearby.   

The students were encouraged not to give up when solving a difficult problem.  The following 

example was given to them to this effect: Solving a type of problem where there is something you 

have never encountered before is like standing on the edge of a cliff.  You see another cliff on the 

other side. Between the cliffs there is a very deep canyon which you need to cross - you see no way of 

crossing.  But as you stand there and think about the known paths you took to reach this point and 

demand of your brain that a way across be found, suddenly, a light bulb rises from the bottom of the 

canyon, which opens up into a bridge and you walk across triumphantly.  

At the end of the session the students were given the Light Bulb Questionnaire.  Question 1 in the 

questionnaire, shown in Figure 4, was a problem that used their recently acquired knowledge of 

Coulomb’s law but also required a certain realization that the forces between all charges along the 

sides of the square and Q cancel except for q at the top left and 2q at the bottom right..   

 
1. A charge Q is at the centre of a square of side a as shown in the figure below.  On each side of the square is a line of 

charges.  Find the magnitude and direction of the electrostatic force on the charge Q.   

 
Figure 4. Question 1 in the Light Bulb questionnaire showing a Coulomb’s law problem 

Q

q 2q

q q

qq

q q

qq

a

a
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The remaining Light Bulb Questionnaire questions are shown in Figure 5. 

 
2. (a) How many realization or figuring light bulbs would you need to represent the cognitive 

processes needed to solve this problem? 
       (b) Describe the process behind each light bulb in your own words: 

3.   Draw the cognitive process diagram associated to the big problem in question 1. 

4.    (a) Did you find this teaching session on problem solving helpful? 

       (b) Explain why: 
Figure 5. Questions 2 to 4 in the Light Bulb Questionnaire 

3.  Results 

Thirty student responses to the Light Bulb questionnaire have been analysed, 27 responses to question 

1 showed that students had achieved the intended realization, i.e. all charge contributions except two, 

cancel.  Responses to question 2(a) are summarized in Table 1.  Twenty three students thought there 

were more than 1 light bulb, responses ranged between 2 and 11 light bulbs. 

Table 1. Student responses to question 2(a) in the Light Bulb Questionnaire. 

Number of 

students 
Number of light 

bulbs 
4 1 

23 More than 1 
3 No answer 

 

The responses to question 2(b) where students were asked to describe the process behind each light 

bulb in their own words are summarised in Table 2. All the students who responded could describe 

their cognitive processes and 20 described ‘string’ processes as bulb processes.  

Table 2. Student responses to question 2(b) in the Light Bulb Questionnaire. 

Number of 

students 
Answer 

17 Described correct realization process 
25 Could describe their own cognitive processes 
20 Perceived string processes as figuring out light bulbs 
11 Described both language and mathematical processes as bulb processes 
7 Described mathematical and geometric processes as bulb processes 
3 Described understanding language as a bulb processes 
4 Described only the intended realization as a bulb process 
5 Did not answer 

 

Table 3. Examples of student responses to question 2(b) in the Light Bulb Questionnaire. 

Response Category Response 

I. Correct realization described as a 

light bulb (LB) 
Figure out that charges q cancel out with the exception of the q at the 

top and the 2q at the bottom on opposite ends 
II. Described understanding 

language as a LB  
*Usually we are given charges with a certain magnitude however in the 

above problem we are given charges with magnitude q unknown and 

understanding the given statement about the problem is very important 

(1st bulb). Hence I felt uncertain on how to solve the problem.  
III. Described both understanding 

language and using mathematics as 

LBs 

Matter of understanding English, physics law, use of mathematical 

geometry and answering in the form of English physics relationship 
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Some examples of student responses to question 2(b) are shown in Table 3.  The response in the first 

row is given by a student who described only the intended realization as a light bulb (LB). The 

response in the row below was made by a student who described the intended realization as a LB but 

also thought that understanding language was a LB.  The last response was given by a student who 

thought that both language and mathematical processes were LBs.  

Table 4: Student responses to question 3, in the Light Bulb Questionnaire 

Number of 

students 
Response  

14 Drew a diagram with only 1 light bulb  
1 Drew a diagram with 0 light bulbs  
7 Drew a diagram with more than 1 light bulb ranging from 2 to 7 
7 Did not answer 

 

Of the 23 students who answered question 3, 22 used realization light bulbs as they had been shown in 

the presentation.  Only 1 student did not, he/she simply made a list of his/her light bulb processes. The 

number of students drawing diagrams with different numbers of diagrams in response to question 3 is 

shown in Table 4.  

Twenty seven students answered question 4 and 24 said that ‘yes’ they had found the session 

helpful.  One student said ‘a little’ and 2 students said ‘no’. Both the student who said ‘a little’ and 

one who said ‘no’ in response to question 4(b) wrote that there was something that they had missed in 

the session.  The other student, who said ‘no’, wrote that he/she didn’t think the realization process 

can be forced or learnt. This student, had the correct realization for question 1, was one of the 4 who 

in answer to question 2(a) gave 1 as the number of light bulbs needed and also, was one of the 14 who 

drew a Light Bulb cognitive process diagram with only 1 realization Light Bulb, so perhaps he/she 

already had the necessary metacognitive skills before the session. Some typical responses to question 

4(b) were: 

 Very helpful. I never understood why I could 'jam' in some problems, but its just my brain not 

recognizing the language used 

 Realising that the more you use neurological pathways the easier it is to use it. That the only 

way to create a new pathway is to keep on trying 

 Because in a way it gave me an idea or method to do problems and never give up until the 

bulb glows   

In this teaching session students were taught that string processes were processes that were known 

to them and realization or figuring out processes (bulb processes) were processes that were new to 

them.  But as can be seen from Table 2, many students described string processes as bulb processes.  

This was probably because these string processes had not developed to the required and expected 

complexity.  For this reason, at the beginning of 2016, Physics I major students were again given a 

teaching session, a worksheet containing part of the Problem Solving Skills test, and a questionnaire 

containing a Dimensional Analysis problem instead of the Coulomb problem in the 2015 version, but 

otherwise the same as the 2015 version.  However, this time they were taught that they could use 

bulbs inserted within strings to represent a string that had to be used at a higher level than usual from 

the student’s perspective.  The results from the 10 responses that have been analysed so far are shown 

in Table 5. 

Since all 10 students responded, we see that only 7 students were able to describe their cognitive 

processes as compared to the 2015 group, where all 25 students were able to do so. Only 1 student 

drew a bulb at the connection point whilst 8 drew bulbs inside strings.  This indicates that students 

clearly understood that if a string processes was not yet well known it required a realization or 

figuring out process to use it in solving the problem.  The fact that only 1 student used the connection 
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bulb showed that the students focus on the string processes, such as language and algebra, again 

highlighting the degree of complexity they still needed to develop for these processes. 

 

Table 5. Student responses to questions in the Light Bulb Questionnaire, in 2016. 

Number of 

students 
Answer 

9 Used the correct realization in solving the problem 
7 Could describe their own cognitive processes 
3 Described the intended realization 
1 Drew diagrams with bulbs at the connection points 
8 Drew diagrams with bulbs inside strings 
10 Drew diagrams that demonstrated the principles they were taught in the session 

4.  Discussion and Conclusion 

It is encouraging that in the 2015 sample of 30 responses, most students thought that the session was 

helpful and all who gave an answer (25) could describe their cognitive processes.  The fact that so 

many students, 20, described ‘string’ processes as bulb processes suggested that their cognitive tools 

had not developed enough complexity for their use to be easier.  This indicates more learning needs to 

occur in these areas. The fact that so many could describe their cognitive processes and from the 

mainly positive responses to question 4 means that metacognitive understanding was imparted in the 

session to the majority of these thirty students.  Even though metacognitive understanding was clearly 

also imparted in 2016, the results show that less students learnt to describe their cognitive processes. 

So it can be concluded that giving the students a test and giving them feedback thereafter, showing 

them how the ‘light bulb’ representation works, as was done in 2015, is the superior way of using the 

“light bulb effect’ for teaching students about the cognitive skills involved in problem solving. 
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Abstract. This paper presents results of the study conducted with a group of 82 grade 10 
applicants to a science enrichment programme offered by a university in South Africa. The 
Views on the Nature of Science (VNOS) questionnaire composed of eleven open-ended 
questions was used in examining learners’ views on seven aspects of the nature of science 
(NOS). A follow up study was performed on the same group of learners two years later. This 
group included learners that had attended the science enrichment course (the experimental 
group) as well as the learners that had not done so (the control group). This study provided the 
opportunity to investigate the effect of attending the science enrichment course on the learners’ 
views on the NOS. The follow-up study showed that the view on NOS of both groups 
improved over the period. Although the score in the VNOS test of both groups improved, the 
improvement for the experimental group was statistically significant. In addition, the results in 
the post test also differed by a statistically significant amount between the two groups. 
Interestingly, the understanding of the social and cultural embeddedness, did not improve in 
either the control or the experimental group. 

1.  Introduction 
The understanding of the nature of science (NOS) is an important part of scientific literacy [1, 2, 3]. 
Abd-El-Khalick and Boujaoude [4] argue that a scientifically literate person should develop an 
understanding of science concepts and the relationship between science and technology. Other 
research studies show that the teaching of NOS from elementary through post-secondary science 
education improves students’ enjoyment of science; interest in science classes and careers; curiosity in 
learning about science [5]. 

Many learners in different parts of the world have poor conceptions of NOS [6]. Research shows 
that effective teaching of NOS cannot be accomplished as the majority of science teachers in the 
United States (US) are harbouring uninformed conceptions of NOS [7]. This may be related to 
teacher-centred instruction methods which teachers have developed from their own experiences as 
students [8]. 

In many South African schools, teacher-centred instruction occurs, which does not promote the 
development of a better understanding of different features of NOS [9]. After the 1994 first democratic 
elections, the government’s reconstruction and development programme led to the introduction of new 
Curriculum 2005 (C2005) policy guided by principles of outcomes-based education [10] in 1998, 
which was later reviewed to become the Revised National Curriculum Statement for General and 
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Education Training (Grades R- 9) and the National Curriculum Statement for grades 10 – 12 [11]. 
Further curriculum review led to the National Curriculum Assessment Policy Statement [12] which 
still promoted the development of science process skills, application of scientific knowledge in real-
life problems and acknowledging the relationship between science, society and technology [12]. 

The current study was undertaken at a South African university that hosts a science enrichment 
programme for senior secondary school pupils. The enrichment programme, presented by the Faculty 
of Natural and Agricultural Sciences, uses an inquiry based approach in a three year programme from 
grade 10 to 12 to help learners develop a better understanding and appreciation of science. During the 
programme, the students visit the University on one Saturday every month during the school semester 
and for a week during the July holiday. In the first year of the programme, learners are exposed to the 
various departments in the faculty and participate in inquiry-based activities which provide them with 
hands-on opportunities to learn and experience science. During the second year, the learners are 
assigned to a specific department, where they participate in a project lead by senior students and staff 
from that department. The aim of the project is to allow students to experience what scientists really 
do, how research is done and showing the various opportunities that exists in the various sciences. The 
activities varied widely between departments, but were generally hands on mini-research projects, not 
directly related to the work done at school, but rather extending the work to new aspects that are not 
part of the standard school curriculum. In some cases the projects included aspects of actual research 
done in the department. The NOS was not explicitly taught during the programme. 

Every year, schools in the area are invited to nominate up to two candidates for the programme. 
From these, approximately 50 learners are selected on the basis of their grade 9 marks as well as a 
short essay they have to write on why they enjoy science. Measures are also in place to ensure that the 
group was well balanced as far socio-cultural background gender is concerned, and generally only one 
student per school was selected. 

This study reports on the development of the understanding of NOS amongst a cohort of 
participants in the enrichment programme and compares their performance with that of a group of 
their peers, which were proposed, but not selected for the programme. 

1.1.  Inquiry based learning 
Inquiry has been defined diversely across the literature. Broadly, it may be defined as scientific 
investigations that encourage classroom practices such as posing questions which focus at knowledge 
attainment and development [13]. The inquiry-based approach to science education has recently been 
extended by the Next Generation Science Standards in the USA at high school level, to include 
interdisciplinary inquiry in teaching [14). Learning through inquiry enables students to construct their 
own knowledge by building connections between their existing knowledge and new experiences [15].  

1.2.  Nature of science 
Nature of science (NOS) is a construct used by many researchers to refer to epistemological beliefs in 
science education. NOS focuses on the philosophical assumptions that underpin science knowledge 
[16] such as values, improvement, theoretical developments, how agreements are reached within the 
scientific community, and the distinctive features of scientific knowledge. This study will be informed 
by Lederman’s [17] description of NOS as the epistemology of science or science as a way of 
knowing. The differences which have been and are still occurring among the historians of science, 
philosophers of science, scientists and science educators with regard to the specific definition of NOS 
are irrelevant to high school learners [18]. In addition, there is a level of consensus on features of NOS 
that can be accessible to high school learners [19]. The seven NOS aspects include that scientific 
knowledge is tentative; empirical; theory-laden; requires imagination and creativity; influenced by 
social and cultural values; based on observation and inferences; and described by scientific theories 
and laws and developed in the absence of a universal scientific method. 
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Table 1. Questions in the modified VNOS form C questionnaire
Nr Text
2 What in your view is science? What makes science (or a scientific discipline such as physics, biology, etc) 

different from other disciplines of inquiry (e.g. religion, philosophy)? [Empirical and tentative nature]
3 What is an experiment? [Empirical nature]
4 Does the development of scientific knowledge require experiments? Give an example to explain your 

position. [Empirical and tentative nature]
5 After scientists have developed a scientific theory (e.g. atomic theory, evolution theory), does the theory ever 

change?
• If you believe that scientific theories do not change, explain why. Illustrate your answer with examples.
• If you believe that scientific theories do change:
(a) Explain why theories change?
(b) Explain why we bother to learn scientific theories? Illustrate your answer with examples.

[Tentative nature]
6 Is there a difference between a scientific theory and a scientific law? Illustrate your answer with an example. 

[Difference between theory and law.]
7 Science textbooks often represent the atom as a central nucleus composed of protons (positively charged 

particles) and neutrons (neutral particles) with electrons (negatively charged particles) orbiting that nucleus. 
How certain are scientists about the structure of the atom? What specific evidence do you think scientists 
used to determine what an atom looks like? [Theory and law, scientific models]

8 It is believed that about 65 million years ago the dinosaurs became extinct. A number of hypotheses were 
formulated by scientists to explain the extinction. 

• A: One hypothesis, formulated by one group of scientists, suggests that a huge meteorite hit the earth 65 
million years ago and led to a series of events that caused the extinction. 

• B: Another hypothesis, formulated by another group of scientists, suggests that massive and violent 
volcanic eruptions were responsible for the extinction.

How are these different conclusions possible if scientists in both groups have access to and use the same set 
of data to derive their conclusions?
[Observations and inferences, tentative nature, imagination and creativity.]

9 Some people claim that science is infused with social and cultural values. That is, science reflects the social 
and political values, philosophical assumptions, and intellectual norms of the culture in which it is practised. 
Others claim that science is universal. That is, science transcends national and cultural boundaries and is not 
affected by social, political, and philosophical values, and intellectual norms of the culture in which it is 
practiced.

• If you believe that science reflects social and cultural values, explain why. Illustrate your answer with 
examples.

• If you believe that science is universal, explain why. Illustrate your answer with examples.
[Social and cultural embeddedness].

10 Scientists perform experiments/investigations when trying to find answers to the questions they set for 
themselves. Do scientists use their creativity and imagination during their investigations?

• If yes, then at which of the three stages of the investigations do you believe scientists use their 
imagination and creativity: (i) planning and design, (ii) data collection, (iii) after data collection? Please 
explain why scientists use imagination and creativity. Provide examples if you can.

• If you believe that scientists do not use their imagination and creativity, please explain why. Provide 
examples if you can.

[Imagination and creativity].
11 A person interested in botany collected specimens from Table Mountain and from the Drakensberg. Based on 

their specimens and his extensive field notes, he developed the concept of altitudinal zonation, which 
describes how plant species found at sea level differ significantly from those found at high elevations. Would 
you describe this person’s work as science? Please explain.
[Scientific method].

12 You decide to inventory the birdhouses in your neighbourhood as an after-school project. During this 
inventory, you locate a total of 34 birdhouses, only 14 of which are being used by nesting birds. The others 
are currently unoccupied. You decide that you would like to know why some of the birdhouses are occupied 
and others are not. How would you conduct this study?
[Scientific method]
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2. Methodology
The study is located in the positivist paradigm, using a mixed methods approach. For this study 
learners’ views of NOS were assessed using a modified open-ended Views of the Nature of Science 
(VNOS Form C) questionnaire adapted from Lederman et al. [20]. The questionnaire contains eleven 
open-ended questions that examine the aforementioned aspects of the NOS, summarized in Table 1.
The VNOS Form C questionnaire has been validated and used regularly in research [20], and minor 
adaptations were made to make it more relevant to South African learners. Learners wrote pre- and 
post-tests and follow up interviews were conducted to validate the data found through the open-ended 
questionnaire [17]. The response to each question was scored on a scale of 0 to 4 (0 represents naïve, 1
represents partially naïve, 2 represents moderate, 3 represents partially informed, 4 represents 
informed) and results analysed quantitatively. Descriptions of NOS aspects by Schwartz, Lederman 
and Crawford [21] were used as a guide during the scoring process. In this study, qualitative data was 
transformed into quantitative data, followed by the analysis of the final data [22]. 

The pre-test was performed before the students were informed of the outcome of the selection 
process, but was only evaluated afterwards. The post test was performed during the university’s open 
day, where participants were invited and offered a meal voucher. The entire group of applicants to the 
university’s science enrichment program was evaluated. Of these, 82 learners consisting of thirty-two 
males and fifty females wrote both the pre and the post test. Only these students were included in this 
study. 

At the beginning of the study, the participants in this study were minors with an age range of 
between 14 and 16, therefore parents and legal guardians gave written consent for their children to 
participate in this study and results published anonymously. Participation in the study was voluntarily 
and participants were free to withdraw at any time. Permission was granted by the ethics committee of 
the university prior to the commencement of this study. 

3. Results
Figure 1 shows the VNOS scores obtained for each question by the control and experimental groups at 
the start of the study (a) and at the end of the study (b). At the start of the study, for most questions, 
there was no significant difference between the scores obtained by the control and experimental
groups. A possible exception is Q4 ("Are experiments required", where the control group did 40% 
worse, however, according to a t-test, the difference is not statistically significant (p = 0.10). The 
average score of the control group was 5% lower than that of the experimental group (p = 0.22). We 
can therefore conclude that, even though the experimental group was selected on merit from the group
of applicants, there was no significant difference between the scores obtained in the VNOS test by the 
two groups before the study.

Figure 1(b) shows the VNOS scores for the control and experimental groups per question, as 

Figure 1. Scores obtained by students in the modified VNOS questionnaire (a) before and (b) after the two 
year period.

(a) Pre (b) Post 
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obtained after the study. In all but one question (Q9, Social and cultural influence) the experimental 
group scored better than the control group. In Q9, the control group scored 14% better, but this was 
not statistically significant (p = 0.27). The experimental group scored considerably better in Q4 (“Are 
experiments required”, 36%, p = 0.01), and the average score was 11% better (p = 0.03). 

Figure 2 shows average VNOS scores for the experimental and control groups obtained in the pre-
and post-tests. As seen in Figure 2(a), the control group showed improved scores in 4 questions and 
reduced scores for 6 questions, none of which were statistically significant. The average score 
improved by 4%, but again this was not statistically significant (p = 0.58). For the experimental group, 
the increase in the average score was significant (13%, p = 0.002). The scores in 9 questions improved 
and only two scores decreased. For question 2 the improvement was statistically significant (p =
0.004), while the improvement in questions 3, 4, 6 and 7 was substantial with p = 0.04, 0.02, 0.01, 
0.01, respectively). Again Q9 was the notable exception to the rule.

4. Discussion
From the results of the pre-test, it seems that there was no statistical significant difference between the 
control and the experimental group. This was expected, as the selection process did not deliberately 
select students on the basis of their knowledge of NOS. We can therefore assume that the control and 
experimental groups were approximately equal at the start of the study, and that any differences in the 
groups at the end of the study could be attributed to the experimental group’s participation in the
science enrichment programme. 

The control group showed no significant improvement in their VNOS scores after two years. 
However, the experimental group showed a statistically significant improvement, and, in the post test,
scored better than the control group in all but one question, with a statistically significant (11%, p =
0.03) higher average score. This is strong evidence that the science enrichment programme contributed 
significantly to the participant’s understanding of NOS. Specifically the students showed a strong 
improvement in their understanding of the empirical and tentative nature, the difference between 
theories and laws, as well between observations and inferences. Interestingly, there was a decrease in 
both groups understanding that science is embedded in social and cultural background. Although not 
statistically significant, this aspect could be worth while investigating further.

The significant improvement in the average VNOS score of the experimental group compared to 
the control was unexpected, as NOS was not explicitly taught. Implicit approaches are believed not to 
encourage students to reflect on science activities thus they cannot develop informed views of NOS [7, 
23]. The finding in the current study differs from that of Bell et al. [24] in that there were students in 
the experimental group who showed significantly more informed views of NOS.

5. Conclusion
We conclude that the participation of the grade 10 learners in the science enrichment programme 
enhanced their understanding of the nature of science, even though NOS was not explicitly taught. As 
far as individual aspects are concerned, the largest effect was observed in the answers to the question 

Figure 2. Scores obtained by students in the modified VNOS questionnaire for (a) the control (left) and (b) 
the experimental (right) groups in the pre- and post-tests.

(a) Control (b) Experimental
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“are experiments required”. A possible exception was the learners’ understanding of the social and 
cultural embeddedness of science, in which a slight decrease was observed. Given the wide variety of 
cultural backgrounds of learners in South Africa, this point may be worth further investigation.  

The results in the current study should not be generalized to the entire grade 10 population of South 
Africa, as only the best students from each school participated. 
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Abstract. The understanding of vector addition and subtraction in two-dimensions by first
year university students was investigated for both the graphical representation (where vectors
are represented as arrows) and the algebraic notation (using unit vectors î and ĵ) in a generic
mathematical context. In particular, students enrolled in the 2016 first semester module General
Physics for Earth Sciences at the University of Johannesburg were given tests dealing with
vectors in one- and two-dimensions. Questions in these tests were structured in such a way to
probe students capabilities in manipulation of vectors for different relative orientations (with
aligned and/or opposing x- and y-components) for both graphical and algebraic methods.
Students’ performance shows that difficulties are mostly found in the use of the graphical
representation, while the average performance in the algebraic format was excellent. Some of
the trends include scores being comparatively higher for addition than for subtraction of vectors.
For one-dimensional vectors the performance in both addition and subtraction improves when
vectors point in the same direction, as opposed to when they are opposite. No such pattern is
observed for two-dimensional vectors. For subtraction of vectors in one-dimension, the score is
definitively worse when the vector to be subtracted points in the negative direction, because
of the incapability to properly account for the negative sign given by the vector direction and
the task of subtracting the same vector. Interestingly, the average performance for vector
subtraction is found to be higher in two-dimensional than in one-dimensional vectors. Follow-
up interviews were carried out in order to identify students’ most common misconceptions.

1. Introduction
Vectors constitute a fundamental building block for any introductory physics course at university
level. Vector concepts are used in topics such as motion, forces, momentum and torque, and
therefore need to be properly mastered by students. Vectors are generally taught in two different
representations: the graphical method (where vectors are represented as arrows in a Cartesian
reference frame) and the algebraic method, where vectors are identified by means of unit vectors

- î and ĵ in the two-dimensional case. While the arrow representation is certainly pedagogically
relevant, as it poses the accent on the directional component of a vector as a mathematical
object and it helps the students to visualise physical quantities in the real space, the algebraic
notation is also important as it allows for a more immediate representation of vectors in three
or more dimensions, and it is useful in calculations involving vectors. Both representations
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are therefore necessary and complementary to each other, and it is important to understand
students’ perception of both.

There have been several studies dedicated to the understanding of vectors by students, and
most of them have focused on the graphical representation of vectors [1, 2, 3]. Others have
reported some partial comparison of the performance of students in the graphical and algebraic
methods [4, 5, 6], even though the results were somewhat ambiguous [6], or different types of
questions were given to different students [5], making the comparison of the results more difficult.

This study aims at gathering further insight into students’ understanding of vector concepts
and vector addition and subtraction in a generic mathematical context by directly comparing
the students’ performance in manipulating vectors in the graphical and algebraic method. This
was done by means of two carefully designed tests designed to probe addition and subtraction
of vectors. These tests were given to exactly the same student population, so that a one-to-one
comparison of the answers could be performed. The outcome of the present investigation is in
agreement with the findings reported in the literature [4, 5, 6].

2. Method
Students’ understanding of vector concepts was probed by means of two tests, focusing on
the addition and subtraction of vectors in one- and two-dimensions. These tests were written
by 23 first year students representing the 2016 intake for the first semester course named
General Physics for Earth Sciences (or PHYG01A) in the Faculty of Science at the University
of Johannesburg. This is an algebra-based introductory physics course intended for students
majoring in geology, geography and environmental management. The author of this paper
is the lecturer of the course. It is acknowledged that the class size is rather small in terms of
statistical sample, but the author’s plan is to extend this investigation to larger first year physics
classes at the University of Johannesburg. The tests were written by the students in class under
supervision. Students were expected to work alone, and were allowed to complete the tests at
their own pace.

Vectors are the second topic in the PHYG01A syllabus. They were dealt with in detail in
class over a time span of 10 single lectures, which roughly takes up the first two and a half weeks
of the semester. These tests were given to the students right at the end of the third week, just
after the topic of vectors was completed in class. Based on the material covered during lectures,
students were expected to know how to add and subtract vectors using the graphical method,
as well as the algebraic method.

Both tests were set in such a way to probe the capability of adding and subtracting vectors
with different relative orientations. It is important to note that the same orientation pattern
was used in both tests for the graphical and the algebraic method (as it will be clarified in the
following), in order to allow for a direct comparison of the performance of the students.

3. Test on one-dimensional vectors: students’ performance and analysis
The test on vectors in one-dimension was composed of 32 questions, out of which 16 were meant
to probe vector addition and subtraction in the graphical method, while the other 16 questions
dealt with the algebraic method. Each question counted for one mark towards the overall score.

In order to obtain a more systematic understanding of student difficulties, questions probed

addition and subtraction in the following four possible configurations:
−→
A +
−→
B ,
−→
A −−→B , −−→A +

−→
B

and −−→A − −→B . For each configuration, combinations of vectors pointing in the same and in
opposite directions were used. This resulted in four kinds of questions, as shown in figure 1

for
−→
A − −→B : +(p) − (p), i.e. a vector in positive direction minus a vector in positive direction

(a); +(n) − (n), i.e. negative minus negative (b); +(p) − (n), i.e. positive minus negative (c);
+(n)−(p), i.e. negative minus positive (d). The same orientation pattern was used for the other
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Question 1 [1 ⇥ 16 = 16 marks]

1.1 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A +

�!
B , i.e.

�!
A p l u s

�!
B .

1.2 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A ��!

B , i.e.
�!
A m inu s

�!
B .

(a) (b) Draw your answer here 

1.3 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to ��!
A ��!

B , i.e. m inu s
�!
A m inu s

�!
B .

1.4 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to ��!
A +

�!
B , i.e. m inu s

�!
A p l u s

�!
B .

1.5 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to ��!
A ��!

B , i.e. m inu s
�!
A m inu s

�!
B .

1.6 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A +

�!
B , i.e.

�!
A p l u s

�!
B .

1.7 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to ��!
A +

�!
B , i.e. m inu s

�!
A p l u s

�!
B .

1.8 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A ��!

B , i.e.
�!
A m inu s

�!
B .
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1.9 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A +

�!
B , i.e.

�!
A p l u s

�!
B .

1.10 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to ��!
A +

�!
B , i.e. m inu s

�!
A p l u s

�!
B .

1.11 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.
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A ��!

B , i.e. m inu s
�!
A m inu s
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B .

1.12 L et vectors
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A and

�!
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1.13 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to ��!
A +

�!
B , i.e. m inu s

�!
A p l u s

�!
B .

1.14 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to ��!
A ��!

B , i.e. m inu s
�!
A m inu s

�!
B .

1.15 L et vectors
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A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
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�!
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�!
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1.16 L et vectors
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A and

�!
B b e the vectors rep resented in the fi g u re b el ow.
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�!
A ��!
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�!
B .
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Question 2 [1 ⇥ 16 = 16 marks]

2.1 Consider vectors
�!
A = 9 ̂ i + 5 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.2 Consider vectors
�!
A = �7 ̂ i + 3 ̂ j and

�!
B = �2 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.3 Consider vectors
�!
A = � ̂ i + �5 ̂ j and

�!
B = �3 ̂ i � 4 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.4 Consider vectors
�!
A = 6 ̂ i � 4 ̂ j and

�!
B = 4 ̂ i � 3 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.5 Consider vectors
�!
A = 2 ̂ i + 3 ̂ j and

�!
B = 3 ̂ i + 8 ̂ j . What is

�!
A ��!

B ?

Answer:

2.6 Consider vectors
�!
A = �7 ̂ i + 2 ̂ j and

�!
B = �3 ̂ i + 4 ̂ j . What is

�!
A ��!

B ?

Answer:

2.7 Consider vectors
�!
A = �2 ̂ i � 5 ̂ j and

�!
B = �6 ̂ i � 3 ̂ j . What is

�!
A ��!

B ?

Answer:

2.8 Consider vectors
�!
A = 3 ̂ i � 4 ̂ j and

�!
B = 5 ̂ i � 3 ̂ j . What is

�!
A ��!

B ?

Answer:

2.9 Consider vectors
�!
A = �3 ̂ i + 5 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.10 Consider vectors
�!
A = 7 ̂ i � 3 ̂ j and

�!
B = �2 ̂ i � 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.11 Consider vectors
�!
A = ̂ i � 7 ̂ j and

�!
B = ̂ i + 4 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.12 Consider vectors
�!
A = �6 ̂ i � 4 ̂ j and

�!
B = �4 ̂ i + 3 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.13 Consider vectors
�!
A = �2 ̂ i + 6 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A ��!

B ?

Answer:

2.14 Consider vectors
�!
A = 9 ̂ i � 10 ̂ j and

�!
B = �4 ̂ i � 8 ̂ j . What is

�!
A ��!

B ?

Answer:

2.15 Consider vectors
�!
A = 3 ̂ i � 7 ̂ j and

�!
B = 2 ̂ i + 4 ̂ j . What is

�!
A ��!

B ?

Answer:

2.16 Consider vectors
�!
A = �9 ̂ i � 8 ̂ j and

�!
B = �5 ̂ i + 3 ̂ j . What is

�!
A ��!

B ?

Answer:
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T ab l e 1. .....

??? ??? g rap hical ( % ) al g eb raic ( % ) di↵erence ( % )

�!
A +

�!
B +( p ) + ( p ) 87 95 - 8�!

A +
�!
B +( n ) + ( n ) 96 91 5�!

A +
�!
B +( p ) + ( n ) 70 100 - 30�!

A +
�!
B +( n ) + ( p ) 83 95 - 12

�!
A ��!

B +( p ) � ( p ) 39 95 - 56�!
A ��!

B +( n ) � ( n ) 52 86 - 34�!
A ��!

B +( p ) � ( n ) 13 95 - 82�!
A ��!

B +( n ) � ( p ) 17 86 - 69

��!
A +

�!
B � ( p ) + ( p ) 87 100 - 13

��!
A +

�!
B � ( n ) + ( n ) 48 90 - 42

��!
A +

�!
B � ( p ) + ( n ) 13 76 - 63

��!
A +

�!
B � ( n ) + ( p ) 30 90 - 60

��!
A ��!

B � ( p ) � ( p ) 61 100 - 39

��!
A ��!

B � ( n ) � ( n ) 48 95 - 47

��!
A ��!

B � ( p ) � ( n ) 43 100 - 57

��!
A ��!

B � ( n ) � ( p ) 22 90 - 68

in a b l ank g rid. F or the arrow f orm at the q u estion was reiterated in word and sy m b ol f orm at
( e.g ., ” A p l u s B ” ) rec tif y h ere! ! in order to b etter ensu re that the stu dents were not sim p l y
m isreading the op eration, m ak ing u nnecessary m istak es.

T he stu dents’ p erf orm ance in this test is shown in tab l e 1, where each nu m b er rep resents the
p ercentag e of stu dents who answered that sp ecifi c q u estion correctl y .

4. T est on v ec tors in 2D : stud ents’ p erf ormanc e and d isc ussion
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S tu dents p erf orm m u ch b etter in adding and su b tracting vectors al g eb raical l y than g rap hical l y ,
in b oth 1D and 2D

As f ar as the g rap hical m ethod is concerned, stu dents g eneral l y p erf orm b etter in the addition
than in the su b traction of vectors

S u rp rising l y , scores were sl ig htl y hig her in the su b traction of vectors in 2D than in 1D , why ??
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S tu dents p erf orm m u ch b etter in adding and su b tracting vectors al g eb raical l y than g rap hical l y ,
in b oth 1D and 2D

As f ar as the g rap hical m ethod is concerned, stu dents g eneral l y p erf orm b etter in the addition
than in the su b traction of vectors

S u rp rising l y , scores were sl ig htl y hig her in the su b traction of vectors in 2D than in 1D , why ??
F u rther investig ate the rel ationship b etween stu dents sense of sp ace and p erf orm ance in 2D

vectors g rap hical m anip u l ation

(a)

(b)

(c)

(d)

Figure 1. Examples of questions for one-dimensional vectors in the arrow format for
−→
A − −→

B ,

exploiting different relative orientations between vectors
−→
A and

−→
B . A one-dimensional grid

was assigned to vectors
−→
A and

−→
B separately, and students were asked to draw their answer

in an empty grid. Question were reiterated in symbol and word format (e.g.,
−→
A minus

−→
B ) in

order to better ensure that the students were not simply misreading the operation and making
unnecessary mistakes.

three configurations, making the number of possible combinations to add up to 16.
Specific operations and relative orientations were also accounted for in the algebraic method,

in order to obtain the one-to-one correspondence between graphical and algebraic methods, as
mentioned above. The order in which questions were asked in the test was shuffled, to avoid
students being able to find out the underling structure of the test.

This is an example of the algebraic method, corresponding to the graphical situation shown
in figure 1 (a), i.e. +(p)− (p):

Consider vectors
−→
A = 5 î and

−→
B = 4 î. What is

−→
A −−→

B ? Answer:

Students’ performance in this test is shown in Table 1. The comparative analysis of the
results allows to extract the following trends:

(i) The performance in the algebraic method is excellent, with an overall average score of 93%,
which is much higher than the performance in the graphical method. This does not depend
upon whether addition or subtraction was tested.

(ii) The overall best performance in the graphical method was scored for
−→
A +

−→
B (average of the

four same-type questions = 84%), while the worst for
−→
A−−→

B (average = 30%). In particular
the lowest score was obtained for the subtraction of vectors of the type +(p)− (n). Follow-
up interviews helped to clarify the reason behind this. Most of the students were confusing
the negative sign given by the vector direction with the task of subtracting the same vector,
and did not understand that both contributions (the negative sign and the subtraction)
had to be properly accounted for. This indicates that students’ difficulties associated to
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Table 1. Class performance in the test on one-dimensional vectors for both graphical and
algebraic methods. The difference score (graphical-algebraic) is shown in the last column.

graphical (%) algebraic (%) difference (%)

−→
A +

−→
B +(p) + (p) 87 95 −8−→

A +
−→
B +(n) + (n) 96 91 +5−→

A +
−→
B +(p) + (n) 70 100 −30−→

A +
−→
B +(n) + (p) 83 95 −12

−→
A −−→B +(p)− (p) 39 95 −56−→
A −−→B +(n)− (n) 52 86 −34−→
A −−→B +(p)− (n) 13 95 −82−→
A −−→B +(n)− (p) 17 86 −69

−−→A +
−→
B −(p) + (p) 87 100 −13

−−→A +
−→
B −(n) + (n) 48 90 −42

−−→A +
−→
B −(p) + (n) 13 76 −63

−−→A +
−→
B −(n) + (p) 30 90 −60

−−→A −−→B −(p)− (p) 61 100 −39

−−→A −−→B −(n)− (n) 48 95 −47

−−→A −−→B −(p)− (n) 43 100 −57

−−→A −−→B −(n)− (p) 22 90 −68

the presence of a negative sign depend on the direction of the vectors as well. Surprisingly

in fact the average score for −−→A +
−→
B and −−→A − −→B was 44%, definitively higher than for−→

A −−→B .

(iii) Focusing on the relative orientation between vectors in the graphical method, scores were
definitively higher when vectors point in the same direction, than when they are opposite.
This is consistent across the four different configurations. Interviews revealed that the most
common misconception is that opposing arrows are always “acting against each other” (and
it does not matter which mathematical operation, addition or subtract, is asked for), and
the task is to find which one “wins” in this competition. This is effectively equivalent to
always adding vectors, which obviously leads to mistakes.

4. Test on two-dimensional vectors: students’ performance and analysis
The test on two-dimensional vectors was again composed of 32 questions, evenly split between
the graphical method and the algebraic notation, keeping the usual one-to-one correspondence
between the two. Each question counted for one mark towards the overall score. In this second

test only addition (
−→
A +
−→
B ) and subtraction (

−→
A −−→B ) were probed, for situations where the two

vectors were either aligned in both dimensions, or where they were aligned in one dimension but
opposed in the other. The aim was to probe whether the same pattern of mistakes encountered
by students in the one-dimensional case persisted in two-dimensions. If this was the case, then
we would expect questions with vectors having one opposite component to score significantly
less than when both components are aligned.
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1.5 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A ��!

B , i.e.
�!
A m inu s

�!
B .

1.6 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A ��!

B , i.e.
�!
A m inu s

�!
B .

(Draw your answer here.) 

1.7 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A ��!

B , i.e.
�!
A m inu s

�!
B .

1.8 L et vectors
�!
A and

�!
B b e the vectors rep resented in the fi g u re b el ow.

D raw the vector that corresp onds to
�!
A ��!

B , i.e.
�!
A m inu s

�!
B .

6

Question 2 [1 ⇥ 16 = 16 marks]

2.1 Consider vectors
�!
A = 9 ̂ i + 5 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.2 Consider vectors
�!
A = �7 ̂ i + 3 ̂ j and

�!
B = �2 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.3 Consider vectors
�!
A = � ̂ i + �5 ̂ j and

�!
B = �3 ̂ i � 4 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.4 Consider vectors
�!
A = 6 ̂ i � 4 ̂ j and

�!
B = 4 ̂ i � 3 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.5 Consider vectors
�!
A = 2 ̂ i + 3 ̂ j and

�!
B = 3 ̂ i + 8 ̂ j . What is

�!
A ��!

B ?

Answer:

2.6 Consider vectors
�!
A = �7 ̂ i + 2 ̂ j and

�!
B = �3 ̂ i + 4 ̂ j . What is

�!
A ��!

B ?

Answer:

2.7 Consider vectors
�!
A = �2 ̂ i � 5 ̂ j and

�!
B = �6 ̂ i � 3 ̂ j . What is

�!
A ��!

B ?

Answer:

2.8 Consider vectors
�!
A = 3 ̂ i � 4 ̂ j and

�!
B = 5 ̂ i � 3 ̂ j . What is

�!
A ��!

B ?

Answer:

2.9 Consider vectors
�!
A = �3 ̂ i + 5 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.10 Consider vectors
�!
A = 7 ̂ i � 3 ̂ j and

�!
B = �2 ̂ i � 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.11 Consider vectors
�!
A = ̂ i � 7 ̂ j and

�!
B = ̂ i + 4 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.12 Consider vectors
�!
A = �6 ̂ i � 4 ̂ j and

�!
B = �4 ̂ i + 3 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.13 Consider vectors
�!
A = �2 ̂ i + 6 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A ��!

B ?

Answer:

2.14 Consider vectors
�!
A = 9 ̂ i � 10 ̂ j and

�!
B = �4 ̂ i � 8 ̂ j . What is

�!
A ��!

B ?

Answer:

2.15 Consider vectors
�!
A = 3 ̂ i � 7 ̂ j and

�!
B = 2 ̂ i + 4 ̂ j . What is

�!
A ��!

B ?

Answer:

2.16 Consider vectors
�!
A = �9 ̂ i � 8 ̂ j and

�!
B = �5 ̂ i + 3 ̂ j . What is

�!
A ��!

B ?

Answer:

6

Question 2 [1 ⇥ 16 = 16 marks]

2.1 Consider vectors
�!
A = 9 ̂ i + 5 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.2 Consider vectors
�!
A = �7 ̂ i + 3 ̂ j and

�!
B = �2 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.3 Consider vectors
�!
A = � ̂ i + �5 ̂ j and

�!
B = �3 ̂ i � 4 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.4 Consider vectors
�!
A = 6 ̂ i � 4 ̂ j and

�!
B = 4 ̂ i � 3 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.5 Consider vectors
�!
A = 2 ̂ i + 3 ̂ j and

�!
B = 3 ̂ i + 8 ̂ j . What is

�!
A ��!

B ?

Answer:

2.6 Consider vectors
�!
A = �7 ̂ i + 2 ̂ j and

�!
B = �3 ̂ i + 4 ̂ j . What is

�!
A ��!

B ?

Answer:

2.7 Consider vectors
�!
A = �2 ̂ i � 5 ̂ j and

�!
B = �6 ̂ i � 3 ̂ j . What is

�!
A ��!

B ?

Answer:

2.8 Consider vectors
�!
A = 3 ̂ i � 4 ̂ j and

�!
B = 5 ̂ i � 3 ̂ j . What is

�!
A ��!

B ?

Answer:

2.9 Consider vectors
�!
A = �3 ̂ i + 5 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.10 Consider vectors
�!
A = 7 ̂ i � 3 ̂ j and

�!
B = �2 ̂ i � 2 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.11 Consider vectors
�!
A = ̂ i � 7 ̂ j and

�!
B = ̂ i + 4 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.12 Consider vectors
�!
A = �6 ̂ i � 4 ̂ j and

�!
B = �4 ̂ i + 3 ̂ j . What is

�!
A +

�!
B ?

Answer:

2.13 Consider vectors
�!
A = �2 ̂ i + 6 ̂ j and

�!
B = 4 ̂ i + 2 ̂ j . What is

�!
A ��!

B ?

Answer:

2.14 Consider vectors
�!
A = 9 ̂ i � 10 ̂ j and

�!
B = �4 ̂ i � 8 ̂ j . What is

�!
A ��!

B ?

Answer:

2.15 Consider vectors
�!
A = 3 ̂ i � 7 ̂ j and

�!
B = 2 ̂ i + 4 ̂ j . What is

�!
A ��!

B ?

Answer:

2.16 Consider vectors
�!
A = �9 ̂ i � 8 ̂ j and

�!
B = �5 ̂ i + 3 ̂ j . What is

�!
A ��!

B ?

Answer:

Figure 2. Example of two-dimensional question in the arrow format.

Table 2. Class performance in the test on two-dimensional vectors for both graphical and
algebraic methods. The difference score (graphical-algebraic) is shown in the last column. “+”
and “−” indicate the orientation of vector components Ax, Ay, Bx and By.

Ax Ay Bx By graphical (%) algebraic (%) difference (%)

−→
A +

−→
B + + + + 59 91 −32

−→
A +

−→
B − − − − 59 91 −32

−→
A +

−→
B + − + − 45 95 −50

−→
A +

−→
B − + − + 50 100 −50

−→
A −−→

B + + + + 41 95 −54
−→
A −−→

B − − − − 32 95 −63
−→
A −−→

B + − + − 59 86 −27
−→
A −−→

B − + − + 55 95 −40

−→
A +

−→
B + + + − 59 95 −36

−→
A +

−→
B − − + − 73 100 −27

−→
A +

−→
B − + + + 73 91 −18

−→
A +

−→
B − + − − 50 95 −45

−→
A −−→

B + + + − 59 90 −31
−→
A −−→

B − − + − 55 95 −40
−→
A −−→

B − + + + 42 86 −41
−→
A −−→

B − + − − 32 86 −54

Figure 2 shows an example of how a two-dimensional question in the arrow format was asked.

Vectors
−→
A and

−→
B were drawn in two different two-dimensional grids, and the students were ex-

pected to draw the final answer in a third grid. For the particular example reported in this
figure both x- and y-components of the vectors are positive (please note that students were in-
formed of this convention). The equivalent question asked in the algebraic format was as follows:
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Consider vectors
−→
A = 2 î + 3 ĵ and

−→
B = 3 î + 8 ĵ. What is

−→
A −−→B ? Answer:

Students’ performance in this second test is shown in table 2. From these results the following
considerations can be drawn:

(i) The score for the algebraic method is very high, with an average score of 93% over the 16
questions that were asked; this is the same as the average score in the one-dimensional case.

(ii) As far as the graphical method is concerned, scores were lower than the algebraic one, and
in particular slightly higher for addition than for subtraction; interestingly, this does not
depend upon the relative orientation of the components. In short, students did not seem to
perform better when vectors were aligned as in the one-dimensional case.

(iii) Again for the graphical method, the direct comparison of the scores in one- and two-

dimensions for vector subtraction
−→
A − −→B specifically, shows that surprisingly students

scored higher in two-dimensions. The average score in two-dimensions was in fact 47%
against a 30% scored in one-dimension. Again, post-test interviews were found to be a
very important tool in order to understand this finding. The scenario that emerged is
the following: students have a very strong perception of the direction for one-dimensional
vectors (in other words a vector is perceived as being either positive or negative); this
leads to them facing the task of subtracting vectors with some kind of “preconception” (for
example that opposing arrows are always in competition) on what the outcome should be.
This spacial awareness is much weaker in two dimensions; students are then more free from
preconceptions and able to apply the procedure for vector subtraction more successfully.

5. Concluding remarks
In conclusion, first year students’ understanding of vector concepts was investigated for both
the graphical and the algebraic methods of vector representation. Students were given two tests
to probe their capability to add and subtract one- and two-dimensional vectors with different
relative orientations. In general, the score in the algebraic method type questions was averaged
above 90%, while the performance in the graphical method was far less successful. As far as
the graphical method is concerned, students generally performed better in the addition than in
the subtraction of vectors. But while the score for one-dimensional vectors is higher if vectors
are aligned, there is no such trend for two-dimensional vectors. Having to deal with aligned or
opposite vector components does not clearly impact on the correctness of the final answer.

Interestingly, the scores for subtraction of vectors in the graphical method were higher in
two-dimensions as opposed to the one-dimensional case. From post-test interviews this can be
understood by considering the weaker perception of space and vector direction that students
have for the two-dimensional case. Giving a post-test to the same students, which should be
structured in a similar way to the first one and should follow one-to-one and class consultation on
the issues raised from the first test, would help understand how addressing such issues explicitly
would improve class performance. An interestingly follow-up of this study could then be the
investigation of the relationship between students’ perception of space and performance in vector
graphical manipulation, and how the two affect each other in both one- and two-dimensions.
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Abstract. This study is inspired by perceived shortcomings in the ‘problem-solving’ abilities 

of undergraduate physics students. A detailed analysis of student performance in examinations 

in relation to the type of question being answered - for a first year physics course for engineering 

students - has been undertaken. The data collected show that firstly, there is empirical evidence 

in support of these perceptions. Secondly, evidence has also emerged that there is a favoured 

question-type that can explicitly be taught and relatively easily mastered, and which typically 

makes up a sufficiently large fraction of an examination, that students can pass without having 

to demonstrate any real problem-solving ability. What students need to demonstrate instead is a 

well-developed ability to expedite routine operations at various levels of complexity – which by 

definition does not amount to problem-solving. It is possible that this bias has become 

established stigmergically via a feedback process sometimes called ‘backwash’, to which 

candidates, examiners and instructors have all been party. Candidates learn what kind of 

questions to expect, examiners learn what kind of questions candidates can be expected to 

answer, and instructors learn what kind of question-answering skills need to be taught - by traces 

left by these agents in the system’s environment. The third outcome of the study has been the 

emergence of a taxonomy of question-types typically set in physics examinations. 

 

 

1. Introduction and rationale  
Problem-solving is an educational outcome of extraordinary importance. Jonassen [1] for example, rates 

it as “the most important cognitive goal of education”.  Martinez [2] states that “the most important 

kinds of human activities involve accomplishing goals without a script”.  Given this wide recognition 

of its great importance, one would imagine that problem-solving would surely have been pursued as an 

educational goal with considerable vigour and hence, success. However this seems not to be the case: 

Gil-Perez, Dumas-Carré, Caillot, & Martinez-Torregrosa [3] regard the “abundance of literature” on 

problem-solving as evidence not only for “the relevance of problem-solving to the learning of science”, 

but they also see it as “evidence of a general failure of students at problem-solving tasks”. The rationale 

being, that if there were no ‘problem’ with problem-solving, there would not have been such a great 

abundance of literature concerning it. Apart then from ‘tea-time talk’ amongst disgruntled lecturers, 

there is thus considerable literature support for the view that problem-solving lacks general success as a 

learning outcome, for example: “On routine problems – that is, problems that are like those they have 

already learned to solve – they excel; on non-routine problems – i.e., problems that are not like any that 

they have solved in the past – they fail. Similar examples can be found in other academic domains, 

including reading and writing” [4].   

This lack of success of problem-solving as an educational outcome is somewhat curious and indeed, 

of some concern. Hence, we have set out to shed some light on the situation and attempt to suggest a 
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mechanism for what is at play. This study examines the role of the examination system, in the 

development – or perhaps the failure to develop – of problem-solving competencies in students of 

physics. Three questions come readily to mind, the first being what is ‘problem solving’? The other two 

serve as our research questions: is there empirical evidence of a deficiency in problem-solving abilities 

among our students - and if so, what could be causing the deficiency? These questions have been 

addressed by an on-going analysis of examination and test questions in physics, and of the marks 

(grades) students typically achieve when answering them, spanning now several years.  

The first of the three questions above concerns our working definitions – without which further 

debate could prove to be futile. Apart from a dictionary, the obvious place to look for such definitions 

is of course the literature. This has proved to be something of a ‘problem’ as explicit definitions are not 

always given in the literature. This fact has itself been commented on – for example: “researchers into 

paper and pencil problem solving do not generally raise the question of what constitutes a problem” [3].  

Where the question is raised, there is sometimes significant – but usually not exact – agreement with 

our own understanding. We have been able then to select a sub-section of the relevant literature (see 

below) in which the given definitions are not only explicit, but are also both clear and succinct, and 

which resonate well with our own understandings; and we develop our own working definition based 

on those, as follows: 

Tasks in physics – both for training and assessment - can often be performed by means of an 

algorithmic process. An algorithm - here defined as a series of instructions to be followed sequentially 

in the performance of some task (i.e. a procedural ‘script’) - can be learnt, and could thus become a 

routine task such as those referred to above by Mayer [4]. Note here that Mayer does not make the same 

semantic distinctions as we do: he refers to both routine and non-routine tasks as ‘problems’. 

Nevertheless the claim he makes supports our findings and, in a later publication,  Mayer [5] does show 

that he is at least aware of ‘our’ meaning.   

Any student then expediting such a learnt algorithm in response to an examination question might 

indeed be ‘performing well’ - in the sense that good grades would be awarded for their efforts - but 

would not be problem-solving as, by our chosen definition, a task is not a ‘problem’ if its algorithm is 

already known. This follows the views of authors such as Adams & Weiman [6], Bodner [7], and 

Martinez [2].  Problem-solving occurs not when the student generates the answer to a question by 

expediting a familiar, pre-fabricated algorithm, but rather, when the student constructs the necessary 

algorithm.  Hence, our central working definition becomes: A problem is a task with a cryptic algorithm 

– i.e. an algorithm not initially known to the solver but that becomes known during the course of and 

through the process of solving the problem. The point of ‘problem-solving’ is then to discover the 

algorithm.  

Evidence exists – both in the literature, [3, 4] and in empirical form - from this study at least -    that 

the problem-solving deficiency referred to here is indeed real. We also suggest a possible causal 

mechanism, known as ‘backwash’ which is documented in the literature [8, 9]. It consists of a feedback, 

or perhaps more accurately, a feed-forward loop in which past assessment influences current and future 

teaching, learning, and assessment. Backwash has been quite extensively researched in the learning of 

languages but less so in physics, although the continuing demand for past examination papers suggests 

that it is very much alive and well as a contributing factor. 

 

2. Theoretical Framework 

A theoretical framework provides an ontological and epistemological context within which to design 

and conduct research, and hence to interpret findings [10]. In educational research generally, such a 

framework must of necessity be somewhat complex and must draw on several sources, as it involves 

complex issues where effects usually arise from multiple causes, and where we deal with, as Redish 

[11] says, “a strongly interacting many-body system in which observations change the system in 

uncontrollable ways” – i.e. a complex system.   

What is of concern in this study is essentially a pattern of learnt behaviour, both individually and 

collectively – hence, constructivism as a theory of learning would broadly underpin the research.  We 

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 356



 

 

 

 

 

 

are interested in the collective behaviour of individuals in society when learning to cope with a difficult 

situation – i.e. that occasioned by ‘high-stakes’ examinations – which we see as any examination with 

significant consequences [12] for the examination candidate.  A candidate’s need to perform well varies 

in intensity depending on how high the ‘stakes’ are. Indeed failure can have life-altering consequences 

for the candidate, and hence would also be of some importance to the instructor and also the examiner. 

There is thus high pressure on all agents acting within the system towards the achievement of 

‘successful’ outcomes. We believe that what we describe here is a negative and unintended consequence 

of this pressure [12, 13]. 

We draw thus on the theoretical perspectives of constructivism, metacognition and the basics of 

complex systems theory, to suggest that students and instructors, being agents acting within a complex 

system, will construct a ‘meta-knowledge’ that allows them to make sense of and act successfully within 

that system – in short: knowledge of how to pass an examination and what it means to do so. This 

strongly suggests a link with metacognition, as the meta-knowledge is not subject knowledge. Rather, 

it is knowledge about how to learn the discipline in such a way that one can satisfy the requirements of 

the examination system – i.e. that which a student would need to know in order to be a successful 

strategic learner [15].  

The active construction of knowledge in and by the mind of the learner involves the production of 

viable explanations for our experiences for better navigation through what we commonly call ‘reality’. 

Ideally, the mental models that we thereby create [16] would as far as possible need to be a true reflection 

of that reality, in order to function as reliable navigational tools.  This knowledge is not constructed in 

isolation hence it is necessary also to recognise the strong input of the social environment in the 

construction of this knowledge. The meta-knowledge here considered would be constructed as a 

collective ‘effort’ within a community – that comprising principally the students, instructors and 

examiners of physics; and also, but more peripherally, the various other stakeholders. 

Collective efforts within any system require some mechanism of coordination between the various 

agents and we are informed therefore also by stigmergy, as the agents in the system both make and sense 

‘signs’ in the environment of that system, that influence the behaviour of other agents [17, 18,  19].   

These signs, we believe, consist on the one hand of the discernible patterns of question-types found in 

the examination papers and on the other, of the performances – reflected in their marks (grades) - of the 

examination candidates who answer them. 

 

3. Methodology  

Our basic aim was to assess the extent to which examination questions typically require students to work 

in ‘algorithmically unfamiliar territory’ and to compare their performance in such questions with that in 

other types of questions, in particular ones involving familiar algorithms. This we did by identifying 

essentially what it is that the student would need to do in order to produce the answer to a given question, 

and then to assess the average performance of the students for each question. This approach has allowed 

us to identify several question-types typically asked in (our) physics examinations and hence, to assess 

how the students perform when answering each of the various question-types.  

In order to link student performance with question-type, we recorded the marks awarded to each 

student for each individual question on a spread-sheet (see Figure 1 below). This allowed the convenient 

calculation of an average mark for each question, to indicate the group performance.  Data was thus 

captured from examinations given to a first year course in ‘general’ physics for engineering students. 

We base our claims here on the data from both the mid-year and the final examination results of 2012 

and 2013. We present below a sample spreadsheet for a class test, showing a selection of the data to 

illustrate the capture and analysis of the data.   
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Figure 1: Sample spreadsheet illustrating types of data emerging from study. 

 

Limitations of space allow the marks of only eight of the original class of more than eight hundred 

students to be shown, but the averages shown are calculated from the full data set.   

A five point typology coding scale – see Figure 1 - was used, ranging from zero to four.  

The following points illustrate their use in this study: 

 Two questions (question 2a and question 4a) were rated ‘4’ for recall – this means that the questions 

were pure ‘recall-and-present’ questions. The blanks in the blocks below indicate that there was no 

computation involved, hence the familiarity or complexity of an algorithm was simply ‘not 

applicable’, as was the use of ‘physics intuition’. Both questions yielded very high averages – eighty 

percent and ninety-six percent respectively. 

 Three questions (2a, 3b and 4biii) were coded ‘3’ for ‘physics intuition’. Two of the three yielded 

failing averages, one of which was the lowest average – twenty five per cent - in the data set. This 

question-type has stood out both for its relative rarity and the extremely poor performances usually 

associated with it. 

 Question 4b (i) was a computation and was rated a ‘4’ for algorithmic familiarity and a ‘0’ for 

complexity, and yielded the second highest average of eighty nine per cent. All other ‘algorithmic’ 

questions were given lower familiarity ratings and also yielded poorer performances. 

 

4. Outcomes & Results 
A taxonomy of question types was thus established by considering what the student would need to do 

to produce an answer to a given question - as follows:  

a) Recall:  either recall-and-present – such as laws, definitions and sundry ‘bookwork’; or else recall-
and-use where material is recalled and then utilised during the production of other parts of the answer - 

see ‘computations’ below. 

b) Intuitive/interpretive (questions): using a previously constructed mental model - largely 

qualitatively - to make a judgement or prediction, or else to explain something - sometimes called 

‘physics intuition’.  

c) Computations: – questions involving mathematical operations, being either ‘routine operations’ or 

‘novel problems’ - which mark the two ends of the same continuum; and constituting one dimension of 

the “difficulty” of the problem-solving process. In a routine operation the algorithm is recalled and used, 

in a novel problem the algorithm is discovered and constructed during the solving process. 
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Further we note that:  

 As we have reported before [20], several of these taxonomic types often feature as elements in a 

question, rather than being the sole attribute of a single question. 

 The ‘routine operation’ emerges as the clear favourite question-type by a considerable margin (see 

Figure 2 below) and,  

 Students perform reliably well when dealing with familiar algorithms – i.e. in routine operations - 

even where the algorithm is quite complex (see Figure 3 below). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Percentage contribution to examination marks by question type. 

 

 
 

Figure 3: Average performance – as percentage - by question type. 

 

5. Concluding discussion  

It was thus possible for students to pass any of these examinations in the almost complete absence of 

true problem-solving.  To support this claim we point out that in the papers analysed, 60% to 70% of 

the marks were allocated to questions demanding only a working knowledge of some routine operation. 

The majority of the students who passed would have scored between 50% and 70% - i.e. within the same 

range. Students who achieve anything up to 70% thus provide no evidence that they are capable of much 

other than performing routine operations. Given the widely agreed importance of problem-solving as a 

learning outcome [1],  there is surely something amiss with this situation.  

Backwash feeds the message into the system that routine operations are the dominant question-type 

and that a candidate can expect to pass an examination knowing almost nothing else.  The medium of 

this ‘message’ is essentially stigmergic – consisting of the patterns discernible in the examination 

questions and the performances of the candidates answering those questions. These patterns are 

analogous to the pheromone trails left in the environment by foraging ants or nest-building termites. 
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Motivation for teachers to maximise their pass rates above and beyond the ‘satisfaction of a job well 

done’ is provided by the ‘performativity’ ideology of educational management now prevalent in most 

countries [21, 22] in which target metrics (e.g. pass and distinction rates) that should serve as 

management tools, indicating the achievement of more fundamental learning outcomes [23] become 

instead, goals in their own right that instructors and examiners must strive to achieve, or face sanction. 

Given the definitional vagueness concerning what constitutes problem-solving found in the 

literature, [3] instructors could well be teaching routine operations under the impression that this 

amounts to the teaching of problem-solving. As good pass rates can be achieved by teaching routine 

operations and not much else, we suggest that this may be why the ability to solve true – i.e. novel – 

problems is so underdeveloped. If we exclude true problem-solving from our examination system, we 

in effect exclude it from our de facto curriculum. This omission may be a significant, but under-

recognised ingredient in the education ‘crisis’ from which our country is currently suffering.   

A parallel analysis of the South African school-leaving (physics) examination since 2008 reveals 

that here also, routine operations are the dominant question-type [24]. Unfortunately data for student 

performance per question are not available for these examinations. 
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Abstract. This investigation was conducted with the aim of developing a research based 
teaching strategy in vectors for non-major physics students. The study reports the explanations 
used by 132 first year university students to answer five questions without context in two 
dimensions. The two angled analysis of the methods and explanations used for answering the 
five questions show lack of understanding of basic vector concepts and inappropriateness in the 
methods used to solve the problems. The findings indicate that the majority of students used 
one method and reasoning in all questions irrespective of its suitability and thus answered a 
few questions correctly and others incorrectly. This paper describes the methods used by 
students and the productive foothold ideas identified. 

1.  Introduction 
To understand many physics concepts, at any level, it is vital to have a good understanding of vectors. 
The vectors are introduced, in first year university courses and high schools, by the definition of 
vectors and scalars. After that the distance and displacement followed by speed and velocity are 
discussed as examples. This is followed by describing the motion of an object to a distance in one 
direction and then to another direction, thereafter to find the distance between the initial position and 
final position to define the resultant displacement. This is easily done by the method of head to tail 
method rather than parallelogram method. Thus the first step in the introduction of the resultant is 
done using the method of head to tail followed by parallelogram (without much emphasis in the latter).  

Nguyen and Meltzer [1] investigated the understanding of vector addition presented in graphical 
format, in terms of magnitudes and directions. The seven question set used in the study, a few of them 
were presented with grid and others without grid, requested explanations for the answers provided. 
They found that majority of the students were unable to perform vector additions correctly. Hawkins, 
Thompson and Wittmann [2] investigated the vector addition skills of students using interviews. They 
used two dimensional graphical vector questions to obtain different solutions and found that most of 
the students used only one method to answer all questions irrespective of the suitability. Flores, Kanim 
and Kautz [3] used two dimensional questions and interviews in their studies and found that students 
lack the ability to reason vectors after traditional instructions. They suggested that modifications in the 
instruction could improve the student understanding of vector additions. Shaffer and McDermott [4] 
found that students were able to solve vector problems better without the real life situations. Barniol 
and Zavala [5] investigated the effect of context and position of vectors in two dimensions. They 
found that the student responses are contextually dependent. In a similar note, Southey and Allie [6] 
investigated the student responses in different vector contexts: force, displacement and momentum. 
They found that additions of different physical vectors are not perceived as the same by majority of 
students. From these studies it is evident that students have difficulties, however, it is not clear that the 
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reason for these difficulties at a fundamental level is addressed in the instruction. The present study 
tries to identify the methods and reasoning used by students while solving simple one and two 
dimensional problems without any physical context. The absence of physical context in the study 
enabled us to focus on the fundamental aspects in vectors to identify the “ideas” that helped the 
“correct” students to come to the acceptable answer. The result can be interpreted using the 
“knowledge in pieces” perspective.   

2.  Methodology 
The present study is trying to probe the aspects in vectors by analysing the student responses to a 
single situation in which no physical contextual changes were made but only the direction. A 
questionnaire consisted of five questions was used in the study. All questions were presented in 
graphical representation and each question consisted of two vectors of different magnitudes and 
directions. Of the five, four were in two dimensions and the last was in one dimension orientated in the 
same direction. Thus the study is trying to answer the following questions: 

 
1.! What are the methods used by students in answering the questions, namely the 

parallelogram method, head to tail method or resolution of components method or any 
other method? 

2.! While answering the questions, did they use graphical methods in the process or used 
some other familiar “concepts” from their prior knowledge? 

3.! What are the ideas used by the students to answer each question irrespective of its 
correctness? 

2.1.  Instrument
A five question instrument was used in the probe. Each question consisted of two vectors of different 
magnitudes. While keeping one of the vectors with the same magnitude and horizontal direction in all 
five questions, the direction of the second vector was changed in each question i.e. the angle between 
the vectors changed between 0! and 180!. The two vectors were connected tail to tail in all questions, 
except the last one. All questions were presented graphically without a grid and the possible answers 
to the resultant vector were given as options. The students were requested to choose one of the given 
options and explain in detail the reason for choosing the particular option. The answer to the resultant 
was always related to the previous question and answer, except the first. The first question asked for 
the magnitude of the resultant vector of two vectors acting perpendicular to each other. The following 
two questions had the angle between the vectors was changing between 0!  and 90!, and the fourth 
question formed an angle greater than 90!. In the last question both vectors were parallel to each other.  
The format of a question is shown in Figure 1. The full questionnaire is presented in Figure 2. 
 
For the five questions below, choose the resultant of the two vectors. Circle the BEST ANSWER of the 
given options and explain your reasons: ! " #$%&'()$*&+$, " -$%&'() 
1. The resultant ./$= … 

A. 1 unit  B. 3 units  C. 4 units    

D. 5 units  E. 7 units  F. none of the above 

 

Explain your answer…………………………………………………………………………………………. 
………………………………………………………………………………………………………………… 

Figure 1: Format of a question used in the study. 

B 

A 
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!"#$%&'$()*'$+,'-%)".-$/'0"12$3&""-'$%&'$#'-,0%4.%$"($%&'$%1"$*'3%"#-5$6)#30'$%&'$789:$
;<9=8>$"($%&'$?)*'.$"@%)".-$4.A$'B@04).$C",#$#'4-".-D$! " #$%&'()$*&+$, " -$%&'()$
$
! "#$!%$&'()*+)!./$,!-!

./! 0/!.!'+1)! 2/!3!'+1)&!! 4/!5!'+1)&!!
! 6/!7!'+1)&! 8/!9!'+1)&!! :/!+;+$!;<!)#$!*=;>$!

8?@(*1+!A;'%!*+&B$%-----------------------------------------!!

-----------------------------------------------------!!!!!!!!!!!!!!!
C/! "#$!%$&'()*+)!.0$,!-!

! 0/!&D*(($%!)#*+!./! 2/!=1EE$%!)#*+!./! !
! 4/!$F'*(!);!./!! 6/!+;+$!;<!)#$!*=;>$!!

8?@(*1+!A;'%!*+&B$%-----------------------------------------!!

3/! "#$!%$&'()*+)$.1!,!-!

! 0/!&D*(($%!)#*+!.0! 2/!=1EE$%!)#*+!.0! !
! 4/!$F'*(!);!.0!! 6/!G;+$!;<!)#$!*=;>$!

8?@(*1+!A;'%!*+&B$%-----------------------------------------!!

5/!! "#$!%$&'()*+)!.2!!,!-!

! 0/!&D*(($%!)#*+!$./! ! 2/!=1EE$%!)#*+!$./!
! 4/!&D*(($%!)#*+!$.0! ! 6/!=1EE$%!)#*+!$.0!
! 8/!+;+$!;<!)#$!*=;>$! ! ! !

8?@(*1+!A;'%!*+&B$%-----------------------------------------!!

7/! "#$!%$&'()*+)!.3!!,!-!

! 0/!&D*(($%!)#*+!.2!!! ! 2/!$F'*(!);!.2!!!
! 4/!=1EE$%!)#*+!.2!!! ! 6/!=1EE$%!)#*+!.1!!!
! 8/!&D*(($%!)#*+!./!!! ! :/!!=1EE$%!)#*+!./!
! H/!G;+$!;<!)#$!*=;>$!

8?@(*1+!A;'%!*+&B$%------------------------------------------!

Figure 2: The questionnaire used in the study. 
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The test was conducted during a physics lecture period, as a weekly formative assessment. Students 
were told that they may use any type of explanation, in terms of either textual or graphical or a 
combination of both. A few students completed the test in fifteen minutes and others took more than 
20 minutes.  

2.2. Sample 
The cohort consisted of 132 first year university students registered for various courses in the Science 
Faculty (non-physics major). All these students passed Physical Science (a combination of Physics and 
Chemistry) in Grade 12 and vectors were part of their syllabus in high school. The majority of the 
students were from rural schools, aged about 18 years, and for whom English is second or third 
language. The students received instruction on vectors and kinematics at the university before the test.  

3. Result 
The data was captured in a spread sheet that consisted of ten main columns (5 x 2). The answer to each 
question was recorded as two parts in each column: (i) the forced choice responses and (ii) the written 
responses. 

3.1 Forced Choice Responses 
Majority of the students answered questions 1 and 5 correctly. 94% chose the answer 5 units in Q1 and 
84% chose the answer 7 units in Q5. The reason given by all students for Question 1 was the same 
with the Pythagoras theorem being stated as the reason. The two reasons for question 5 were: “sum” of 
two vectors and vectors are in the “same direction”. Since the majority of them answered these 
questions correctly, with acceptable reasoning, no further analysis was done on these two responses. 
Thus the questions 3, 4 and 5 was analysed in detail. Figure 3 shows the full responses of the cohort. 
The first set of three bars shows that each of the questions were answered correctly by almost half of 
the students. However, only 10% of the students answered all questions correctly. 

 

Figure 3: Student reasoning responses for the three questions: the two versions of head to tail, 
parallelogram and component method are presented including graphical reasons. 

3.2 Free Writing Response 
The majority of students used different written reasons to explain their answers. However, they did not 
use any method consistently or did not apply any method appropriately in all three questions. Instead 
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they used different reasoning without properly analysing the situation at hand. Some used only words 
to explain and others used words and drawings; the drawings they used were also different from 
question to question. Thus the free writing responses provided by students were divided into two 
categories: Written reasons (WR) and Graphical reasons (GR), as shown in Figure 3. The blue, red and 
green bars represent the number of responses for questions 2, 3 and 4 respectively. 

3.2.1. Reasoning in Words (WR) 
The analysis of free writing responses revealed that most of the students were familiar with the head to 
tail method. The different explanations in words they used were categorised into five reasoning 
categories: (i) when the angle is small, the resultant is small (ASRS) (ii) when the angle is big, the 
resultant is big (ABRB) (iii) when the angle is small, the resultant is big (ASRB) (iv) when the angle is 
big, the resultant is small (ABRS) and (v) resolution of components (COMP). 
 

The first two reasoning can be related to head to tail method and the third and fourth can be related 
to parallelogram method. Of the 40 students who used the category ASRS, almost all of them 
answered Q2 and Q3 incorrectly (ASRSw); however, the few who used this category in Q4 answered 
it correctly (ASRSc). Of the 42 students who used the category ABRB in Q4, most of them answered 
incorrectly (ABRBw), while a few who used this category in Q2 and Q3 answered all correctly 
(ABRBc). The subscripts c and w represent the correct and wrong answers respectively.   

 
A fifth of the cohort used the category ASRB in Q2 and Q3. Of this, more than 80% answered 

these questions correctly (ASRBc). However, none of them used this category in Q4. The category 
ABRS used by a few students in Q4; all answered correctly. 

  
All students who used the components reasoning (COMP) answered all questions correctly 

although this group was very small in number.   
 
3.2.2. Graphical Reasoning (GR) 
An average of 10% of students used written reasons and graphical reasons in combination for their 
reasoning. The graphical reasons are subdivided to three categories: closed Triangle (TRI), head to tail 
(HTT) and parallelogram (PARA). More than 70% of the students who used correct graphical 
methods, HTT and PARA, answered all questions correctly and those who used TRI explanation 
(which itself is an incorrect method) answered most of the questions incorrectly. 

4. Discussion  
The general features of all questions used in this probe were the same. All questions were presented in 
graphical form, in which the vectors were connected tail to tail in two dimensions. The only variation 
in each question was the angle between the two vectors. Since the vectors were connected tail to tail, it 
would have been easier to answer these questions by employing the parallelogram method in all cases. 
However, it was interesting to note that most of the students used head to tail method rather than 
parallelogram or components method. Even though, most of them were familiar with head to tail 
method, they were unable to use this method correctly in all situations. In general, students who used 
only the written explanation in all three questions did not answer all of them correctly. For example, 
the idea of “angle small resultant small” and “angle big resultant big” are correct if used in the head to 
tail method and incorrect if used in the parallelogram method. Similarly, the idea “angle small 
resultant big” and “angle big resultant small” are correct if used in the parallelogram method and 
incorrect if used in the head to tail method. In summary the students who used the head to tail method 
(ASRS, ABRB) answered incorrectly and the students who used the parallelogram method (ASRB, 
ABRS) answered correctly and all students who used the components method answered all questions 
correctly. The reason for this phenomenon may be attributed to the majority of college physics (and 
high school) textbooks introducing scalars and vectors using the concepts of distance and 
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displacement. While doing so, it is reasonable to start with two displacements, one after the other and 
ask for the distance between the initial position and final position to determine the resultant 
displacement. Thereafter, the parallelogram method (may be followed by components method) is 
introduced but not emphasis. This initial process may be strongly embedded in the minds of the 
students as the best method, although, this method may not work efficiently in the context of forces. 
These variations in context and misunderstanding or partial understanding of different methods used in 
different contexts and the confusion between them can be explained using the framework of the 
‘knowledge in pieces’ perspective. 

 
Thus from the study we can argue that the students who used the parallelogram method and the 

component method performed significantly better than the students who used the head to tail method. 
This was evident both in terms of the written explanations and graphical explanations. Thus the 
parallelogram method and component method seems to be the productive foothold ideas in 
understanding vectors. These results have huge teaching implications. At this stage, it can be 
suggested that introducing vectors with forces in two dimensions using the parallelogram method and 
component methods may be a better strategy to introduce vector addition. Furthermore, the context in 
which students frame these questions needs to be ascertained by investigating if they use a 
mathematical or a physical context.  

Future research is considered to include a post test after the feedback and with more than two 
vectors. 
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Abstract. Physics describes real-life phenomena with the aid of models; mathematical modelling 
is a prime goal of physicists. All models, even abstract mathematical models, are embedded in 
real life experiences and Physics students should learn to look at the world through this lens and 
to handle modelling cycles with ease. Major processes of a modelling cycle are mathematical 
modelling of a physical system followed by mathematical processing from which the outcome 
is interpreted and validated in the physical system. It is argued here that it is crucial to pay 
attention during physics instruction to understanding of physical models (that incorporate 
physical systems) as an initial phase in the modelling process. Physical models involve 
simplifications of real life situations and the assumptions, features and limitations of physical 
systems; conceptual understanding of physics concepts, relations, basic principles, laws and 
theories and the ability to translate between various representations thereof as well as application 
of scientific causal, proportional and analogical reasoning. Research-based problems that 
students encounter when physics tuition commences with mathematical models or when these 
are directly build onto real life situations without sufficient attention to physical models are 
discussed. Teaching strategies to circumvent these problems are proposed. 

1.  Introduction 
The central place of models and modelling in the evolution of the discipline of physics (and of science 
more generally) has been widely recognized by physicists. For example [1], writing for the International 
Commission on Physics Education, notes that “One of the main goals of physics is to develop plausible 
conceptual models, as they are called, in terms of which various physical phenomena can be described 
and explained” (p.14). The centrality of models and modelling has also been very commonly described 
by historians of physics (and science) (e.g. [2]), scholars of the philosophy of physics (and science) (e.g. 
[3]), and scholars of the nature of physics/science (e.g. [4]). 

In physics, a “model” can be a physical and/or a mathematical and/or conceptual representation of a 
system of ideas, events or processes. Models are critical for the ways in which physicists seek to identify 
and understand patterns in our world. Models which also enable predictions are of greater 
epistemological value, and those that enable precise (mathematical) predictions are, in most areas of 
physics, the most highly valued (see [3] among many examples). In this paper, we use the term 
“modelling” to describe the constructing of and/or the using of appropriate models. 

Our core purposes in this paper are about the learning of physics, and the ways models and modelling 
might be better considered in the development of student understanding. In such learning contexts, it 
can often be helpful to categorize models as “mental” models (that is the ways individuals represent 
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complex ideas, events or processes in their thinking about these); “expressed models” (that is an explicit 
statement by an individual via word, speech, diagram, etc of their mental model); and “consensus 
models” (that is an expressed model that has been subject to testing by physicists and consensus reached 
that the model has merit [5] because of its fit with data, its congruence with explanations of related 
phenomena, its transferability, and its power to enable questions, predictions and experiments [6]). 

Central to our core purposes here is the discrimination between “reality”, “physical models”, and 
“mathematical models”, and the ways these are relevant to learners’ development of the concepts and 
relationships of physics. Our use of these terms is quite conventional. Nevertheless, it is appropriate to 
be clear as to this use. We also illustrate this use by reference to a specific example across the three. 

Here “reality” is used to refer to the direct experiences that learners have with their world, relevant 
ways in which learners interact with their world (so “reality” is variable across any given group of 
learners). In the broad area of Newtonian mechanics then, “reality” will include the alternative 
conceptions (sometimes labelled intuitive conceptions or, unfortunately, misconceptions) that a learner 
has constructed through the everyday ways they have moved objects with forces they apply or seen 
others move objects, and any specific experiences in science/physics laboratories during their formal 
education. Alternatively, we could have described our meaning for “reality” as being the mental models 
held by a student as they enter our classroom. To emphasize this point, we use the term “real world” 
rather than “reality” from this point. We use “physical model” to refer to the core explanatory 
(conceptual) framework that physics has developed for a group of observations, phenomena, events (in 
the terms used above, the current “consensus” model). For the broad area of Newtonian mechanics, this 
can be expressed as “if the motion of an object changes [accelerates], then there must be a resultant force 
acting on the object”. A “mathematical model” then is the precise quantification (mathematization) of 
the physical model – in the case of Newtonian mechanics, “F = ma”. 

Our motivations for writing this paper are twofold: 
1) To argue the central place of models in physics, and therefore in physics learning  
2) To describe and justify an ongoing research programme focussed on models and physics learning. 
In a manner consistent with the northern European construct of didactics (e.g. [7]), this research 

programme takes two significantly interrelated beginning points – the discipline of physics and the 
learner of physics. 

2.  Theoretical framework 
Models and modelling are central in the discipline of physics and thus should also be in the learning and 
teaching of physics (e.g. [8, 9]). Models describe key characteristics of observed phenomena, events or 
processes by using scientific representations in order to make explanations and testable predictions. 
Essential components of a model are the target phenomenon or system, and assumptions and 
simplifications used to focus on relevant features and representations that depict scientific concepts, 
relations and principles in ways that create a model with explanatory and predictive power.  

Modelling is the “dynamic process of constructing and using models” [9]. This is widely recognized 
in the content development of physics; it is also critical to students’ conceptual development in physics. 
[10] added to the elements of construction and deployment in the practice of modelling also the 
evaluation and revision thereof. They further emphasized that students should understand the nature and 
purpose of models that guide and motivate the practice of physics. 

Since [8] advocated modelling as instructional method it has developed into an efficient approach 
towards meaningful science learning in which students’ existing mental models are re-constructed 
systematically and intentionally towards the consensus models of the scientific theory (mathematized 
scientific models) [6].  

Working from constructivist and socio-cultural theories, [6] derived six criteria for pedagogical 
usefulness of teaching models: The models must be intelligible, plausible and fruitful to students; 
contain meaningful causal mechanisms; bring to the fore and address students’ conceptual difficulties; 
engage students effectively; advance students’ understanding of consensus models and also the nature, 
purpose, assumptions and limitations of all models. Conceptual refinement instructional approaches can 
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guide students in refining and advancing their experiential resources towards a conceptual understanding 
of generalized physics principles and laws before formalising it as mathematical expressions and 
representations ([11]). 

Modelling cycles intended to promote students’ understanding of consensus scientific models have 
been proposed (e.g. [12, 13]). Most modelling cycles distinguish between each of the real world, 
physical models and mathematical models and describe translation processes between them. Physical 
models are abstracted from real world situations through processes of simplification and structuring 
representations. Integration of mathematics knowledge aids in translating physical models into 
mathematical models, a process called mathematization. Conversely, mathematical models are 
interpreted in physical models and the results are validated in the real world. It is important to realise 
that modelling cycles are structured pedagogical tools that help advance students’ understanding, but 
are not necessarily chronological and are not identical for each student in a given context of physics.  

3.  Differences between real world and physical models 
Although authors of proposed modelling cycles recognize that scientific models are embedded in the 
Real World, these cycles tend to focus more on construction of mathematical models than the 
development of physical models from real world situations. In this section we argue that many of 
students’ conceptual difficulties reported by physics education researchers (refer to [14] for many 
examples) may result from differences in how learners perceive concepts, solve problems, explain 
events and apply reasoning in their real world as compared to the way physicists do these tasks when 
using physical models. A physical model can be perceived as an encoding of a target system that is 
embedded in a complex real world situation.  

Other Physical models differ in various aspects from everyday observations and descriptions of 
situations in the real world, as we have categorized and structured in table 1. Features of the real world 
conceptions follow from literature reported over several decades of Physics Education Research, (e.g. 
many references in [14]), and we compared features thereof with physical models that we have deduced 
from knowledge and experience of teaching physics content. An example referred to in the table is that 
physics concepts are uniquely defined, usually in relation to previously defined concepts, while concepts 
in everyday life are often perceived as contextually or functionally related. While physicists seek an 
underlying framework of principles and laws that explains various phenomena, students’ intuitive 
explanations and reasoning depend on the situation or event. We now illustrate the ways beginning 
students derive concepts and intuitive explanations and reasoning – “alternative conceptions” – from 
their everyday experiences by considering the case of normal reaction. 

4.  The difficulties we know beginning physics students have with normal reaction 
The term “normal reaction” itself leads some students to construct alternative conceptions. If the term 
“normal” is not explicitly linked with the mathematical concept of orthogonality, then a meaning can be 
constructed that there is somewhere an “abnormal” force. Unless the matter is explicitly considered with 
students, many will make most unfortunate links with Newton’s Third Law through the term “reaction”, 
and conclude that gravity and normal reaction for a book on a table are an action-reaction pair. (This 
incorrect construction is also made by some teachers, and even the occasional school physics textbook 
writer.) Other alternative conceptions common in beginning physics students are: in any system that a 
physicist would describe as in ‘equilibrium’ there are no forces of any form (crudely, ‘no motion means 
no force’); the only force involved with a book on a table is gravity, the book remains at rest because 
the table is just “rigid” or “in the way”; when the book is placed on a rigid table nothing about the table 
changes so it makes no sense to even think about forces; gravity exerts the same force on everything 
(and so there is no mystery in the table being able to support either one book or many books); gravity 
must be stronger than any upward force or the book would float. Also a significant difficulty, although 
hardly an alternative conception, is a common tendency to not see the need to describe a force in terms 
of what object exerts the force and what object the force is exerted on (e.g. [15, 16, 17]). 
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Table 1. Some differences between real world and physical models. 

 Real world Physical model 
Concepts and 
relations 

Different meanings can be attached to a 
concept name. 
Concepts are related on basis of observable 
or functional correspondences. 

Concepts are uniquely defined. 
Concepts are related mathematically to 
other concepts. 

Problem solving Focus on what seems to be relevant. 
Contextual features of the problem setting 
play a role, sometimes only these. 

Consider concepts, principles and 
representational formats of a specific 
physical system (model of reality). 

Explanations of 
events or phenomena 

Social and cultural views and situational 
aspects are taken into account. 

Scientific principles, theories or laws 
are used; these are independent of 
situational aspects, including social and 
cultural views. 

Findings/Results Findings may depend on the situation or 
context. 

Results are required to be repeatable, 
valid and reliable and independent of 
context. 

Representations Realistic diagrams of phenomena or events 
(i.e. reproductions of the reality). 

There are multiple scientific acceptable 
representations of events, e.g. diagrams, 
graphs, mathematical expressions, etc. 

Reasoning Intuitive cause-effect and analogical 
reasoning. 

All of causal, proportional, analogical, 
mathematical reasoning are used. 

5.  A modelling framework to discuss, explore and explain physics students’ difficulties in 
understanding consensus models 

Because of the difficulties that students experience in translating between real world situations and 
physical models we argue that physical models provide an important connection between students’ 
mental models derived from real world experiences and the mathematical models that are the endpoint 
learning goals of these students. A modelling cycle is suggested in figure 1 followed by a brief example 
of implementation in a sequence on normal reaction. 

 
Figure 1. Proposed modelling cycle. 

This modelling cycle is derived from literature described in the theoretical framework above. For 
example, the cycle of [12] involves transfer between the physical and mathematical models with the aid 
of the processes of mathematization and interpretation. [13] also focused on integration of physics and 
mathematics, but argued that this transfer should be perceived as a continuum. Their physical-
mathematical model “can be used on its own as well as connected to the ‘world’ ” [13:496] using the 
processes of simplification/structuring and validation. However, we propose that the transfer between 
the real world and physical models is on an equal footing with the transfer from physical to mathematical 
models (as depicted in Figure 1) and perceive this first cycle also as a continuum (unlike [13]). The 
processes that connect the real world with physical models (simplification / structuring a physical model 
from the real world, validation of findings from the physical model in real world situations) are often 

Real	
world

Physical	
model

Mathematical	
model
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neglected in physics instruction ([15], [19]), resulting in learning difficulties such as those on normal 
reaction discussed above and addressed below.  

6.  A brief example of the application of the Modelling Framework to the development of student 
understanding via connections between the real world and the physical model 

Our example is, again, the concept of normal reaction. The approach outlined here has been evolving 
over many years in the teaching of the second author, and of a high school science teacher. Its early 
forms derived much from the work of [16], and is discussed in [18]. Versions close to its current form 
exist, as used with BSc (biology majors) preparing to teach integrated science to Grade 10 ([17]) and 
with Grade 10 science classes ([15]). It has also been used in undergraduate physics. Research has shown 
the same broad student difficulties before undergraduate instruction in this topic (e.g. [20]). 

The beginning point is a book on a horizontal table and the question “why doesn’t the book fall?”. 
This Real world situation is placed in front of the students, and throughout the following discussion is 
considered only in terms of book and table. That is, the whole system of book/table/floor/ building/ earth 
is simplified to the limited system of book/table. As a further simplification, only this situation is 
considered, and the vector nature of force is only addressed via terms “up”, “down”, “push”, “pull”. 

A range of related real situations is used to seek to reveal the ways students already make sense of 
their real world, and to challenge these ideas. These include: a volunteer has one arm horizontal, one 
book is placed on the hand (figure 2 left), the sensory consequence described and class explanations 
briefly discussed, then several books are placed on the hand (figure 2 right); similar use of one book and 
several books suspended from a strong rubber band; volunteers of obviously different weight 
successively sit on the same chair; a metre ruler is supported at each end by bricks and increasing 
numbers of books placed in the middle (figure 3). This latter situation is particularly powerful as a direct 
illustration of what physically happens to a (rigid) table when a book is placed on it. 

  
Figure 2. Sensory experience of holding 
one and more books on the hand. 

Figure 3. Illustration of the effect of an 
increasing number of books on a metre rule. 

This set of experiences is used to lead to the Physical Model of a system of an object placed on 
another object and remaining stationary while being acted on by gravity: distortion resulting in a force 
opposite to the gravitational force. It is noted that the initial case of the book on the table is as yet not 
explained (there is as yet no evidence of distortion of that table). Discussion quite quickly leads to most 
students accepting that if one could actually show distortion in the table, then this situation too is 
explained by the same Physical Model. That demonstration is surprisingly easy for many tables (so one 
chooses the initial table with care!). Unless the table has a stabilising feature (e.g. metal frame), the 
distortion is shown clearly by (i) placing a mirror in the middle of the table, (ii) shining a bright beam 
of light (e.g. slide projector) onto the mirror at an angle, so a reflection appears on a side wall, and (iii) 
leaning on the table and showing the image of the light beam being displaced. It is useful to explore 
with students how they predict the beam will move when the table is lent on at either side of the mirror 
– this makes engagement with the observation stronger and more cognitively meaningful. 

In this example, the more difficult matter in developing student understanding is helping students 
simplify and structure as they move from their Real World to the Physical Model. The further shift to 
the Mathematical Model is relatively much easier. Indeed, aspects of the initial experiences described 
above also show that increased gravity force results in increased force in the opposite direction in order 
to continue the stationary state. The more precise quantification that is the final Mathematical Model is 
relatively clear by using rubber bands or springs where there is a linear relationship between extensions 
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and upwards force. The completion of the sequence is to work back to the Real World and to explain 
the initial experiences in terms of both the Physical Model and the Mathematical Model. 

7.  Conclusions and implications for physics instruction 
Ignoring physical models and trying to connect mathematical models directly to real life problems often 
results in students’ alternative conceptions. To a considerable extent this is because no attempts are 
made to link/bridge/reconcile the Reality of the student that is brought to the study of physics with the 
Physical Model that is central to the mathematical model the physicist has developed. 
Students should obtain first-hand experience with analysing differences between real world, physical 
and mathematical models when doing experiments and solving problems. Physics instructors should 
carefully introduce, motivate and explain the construction and use of models to their students, constantly 
revise and refine their understanding until the students are encultured in physics. 
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Abstract. Traditional “recipe-based” practical exercises may have a high degree of outcome 

predictability, but, because they absolve the student of a great deal of thinking, such exercises 
have a low degree of value as learning experiences. Practical exercises could instead become 
problem solving activities, where the student must devise a method as well as generate an answer 
to a question. The student is given prior warning only of the broad outcome of the task. A 
common objection to this sort of exercises is that realistically, it can only be performed by 
students after the relevant ‘theory’ has been covered. This can present a difficulty for service 
courses where prohibitively large groups of students would have to perform the same practical 
exercise simultaneously. In addition economic and logistic obstacles, such as the cost of 
purchasing large quantities of laboratory equipment, and problems of storage can be seen as 
prohibitive. In this paper, two exercises are presented that are potentially good learning 
experiences and can easily be performed by first year Physics students without detailed 
procedural instructions as problem solving activities compared to traditional ‘cookbook’ 

practical exercises. Furthermore the apparatus for these exercises is cheap to acquire and 
relatively easy to store, hence the objection mentioned above becomes invalid. 
 

1. Introduction 
Practical work is something of a ‘sacred cow’ in science education – its necessity is taken as axiomatic, 
its efficacy as guaranteed.  A closer look at laboratory programmes might, however, reveal something 
less than optimal. The American Association of Physics Teachers [1] recognises five goals of the 
introductory physics practical:  

 

I.  The Art of Experimentation: The introductory laboratory should engage each student in 
significant experiences with experimental processes, including some experience designing 
investigations. 

II.   Experimental and Analytical Skills: The laboratory should help the student develop a broad array 
of basic skills and tools of experimental physics and data analysis. 

III.  Conceptual learning: The laboratory should help students master basic physics concepts. 
IV.  Understanding the Basis of Knowledge in Physics: The laboratory should help students to 

understand the role of direct observation in physics and to distinguish between inferences based 
on theory and on the outcomes of experiments. 

V.  Developing Collaborative Learning Skills: The laboratory should help students develop 
collaborative learning skills that are vital to success in many lifelong endeavors. 
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It is difficult to see how the traditional ‘cookbook’ practical can achieve any of these goals as they 
effectively absolve the student of the necessity to think. For example, in order for students to learn to 
design an investigation they reason, ponder, reason, reflect and apply themselves – the cookbook 
exercise requires none of these - all the student has to do is follow a set of instructions. Students find 
this type of exercise not only unchallenging [2, 3] but also unedifying: according to constructivist 
wisdom, “conceptual understanding is not so much an outcome of experimental work as a prerequisite 
for its successful operation” [4].  

The first-year practical programme at the School of Physics, University of the Witwatersrand is a 
case in point.  For reasons that have more to do with logistics than with good instructional practice, in 
any one week a student will perform a practical exercise which is allocated according to a roster.  In the 
following week, the next exercise will be performed and so on.  There is seldom any connection between 
the practical exercise being performed and the physics theory being taught at any given time of the year 
except by coincidence. The practical programme becomes essentially independent of the theoretical 
programme. This makes it absolutely necessary that students are given detailed instructions - literally a 
recipe to follow – as they may not necessarily have any relevant theoretical background when 
performing a given exercise. In some cases they perform a practical at the beginning of the year and 
only deal with the relevant theory at the end. In other cases, the converse will apply and students will be 
performing exercises at the end of the year where the theory is covered at the beginning and is for all 
intents and purposes long forgotten.  

The given reason for this state of affairs is that in order to guarantee that all students perform any 
practical exercise shortly after the theory has been dealt with, they would of necessity need to all be 
doing the same exercise at the same time.  As some of our service courses cater for large groups of 
students (approaching 1000 in some years in the case of engineering) - the sheer quantity of equipment 
needed; the expense of acquisition and the space needed for its storage are both regarded as prohibitive.  
Hence, the roster system currently and historically in force.  The problem here is that didactic 
considerations are being knowingly sacrificed for logistic considerations – there is no claim of any 
didactic advantage to be gained from the roster system, merely that there is no other economic way of 
doing it.  

In this paper we argue that this may not necessarily be the case. There exist several practical 
exercises – perhaps enough for an entire curriculum and if not, for at least part of one – that require 
apparatus that is so cheap and compact that all students, even in large groups, can do them 
simultaneously. Acquisition and storage of the apparatus is not a problem – in fact a significant portion 
of it is generic equipment that would be in stock anyway, such as metre sticks, retort stands, clamps etc. 
We present here two of these exercises as examples. Each of these exercises has what we like to call a 
high ‘didactic payload’ – in other words, they have good potential as learning activities. In particular, 
there is good potential for these exercises to achieve the goals of practical work according to the 
American Association of Physics Teachers [1]. In addition, the added possibility exists of using the 
practical exercise as a way of teaching problem-solving which is not possible with the ‘cookbook’ 

exercise. 
 
2. General considerations 
When a practical exercise is performed in the absence of a recipe – i.e. where the devising of a method 
is part of what the student has to do – two things are essential: The students must be au fait with the 
relevant theory and students must prepare for the exercise. In the absence of these two requirements, the 
exercise becomes worse than a cookbook practical.  Most university lecturers would probably maintain 
that any student not au fait with theory already covered and unwilling to do preparation should not be 
at university anyway. 
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Exercise 1: The measurement of the track separation of a laser disc.   
Suitability: Any first year physics courses involving physical optics.  

In this exercise the student is faced with the instruction to measure the track separation of a laser 
disc. Most students are familiar with CD’s and DVD’s and should have an idea that the track separation 
is very small and might wonder what sort of instrument they will be using to  measure such a small 
separation. Provided that diffraction and the diffraction grating has been dealt with in lectures and in 
tutorials, the student - with luck and some judiciously dropped hints from the lecturer and maybe some 
creative ‘googling’ – should come across the idea that the laser disc is in fact a diffraction grating. At 
this point the student can figure out that measuring the separation of the interference maxima can lead 
to the calculation of the line separation of any diffraction grating and hence the track separation of the 
laser disc. Hereafter all that remains is the logistics of actually taking the measurements. 

The procedure is as follows: First the student needs to ‘calibrate’ the laser – i.e. establish the 
wavelength of the laser light.  This is necessary as the lasers being used are likely to be laser pointers 
and the wavelength is unlikely to be obtainable from a label.  For this purpose, a standard diffraction 
grating, the laser to be used and some metre sticks – as well as sundry stands and clamps are all that’s 

required.  
The laser is shone through the diffraction grating 

as shown – note that the metre stick is actually used as 
a screen to make measuring separations between 
maxima more convenient: 

 
Once the diffraction angle is known, the 

wavelength of the laser light can be calculated: 
  

sin mm d
d


      

where d is the line separation of the diffraction 
grating and m is the order number of the interference 
maxima. 

     Figure 1. Laser disc track separation experiment –    
     measuring the laser light wavelength. 

 
At this point the diffraction grating is replaced with the laser disc. Here, the student is faced with a 

problem to solve: the disc is backed with a reflective layer and will not transmit the laser light. There 
are two solutions to this problem: either remove the reflective layer or place the metre stick acting as 
the screen just behind the laser.  The latter is preferable as you can re-use the laser disc several times. 

In the photograph shown in Figure 2, the bright spot above the ‘50’ on the metre stick is the central 
maximum of the pattern reflected back onto the stick.   
 

 
Figure 2. Laser experiment – diffraction pattern central maximum. 
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Once again, the diffraction angle is determined as before using the measured separation between two 
interference maxima (again sensibly zero and one), and the distance between the laser disc and the metre 
stick and then the track separation is determined from: 
 

sin
sin
mm d d 

 


   . 

 
The value typically obtained by first year students, working in the complete absence of a recipe, is close 
to the ‘book’ value of 1.6 μm [5]. 
 

The cost of the apparatus is minimal: most of the items needed are already in stock in a properly 
equipped physics laboratory – the only item not usually part of standard stock would be the laser discs. 
We have never had any problem obtaining enough of these at no cost at all.  The existing stock of lasers 
might need to be increased, but laser pointers can be bought for as little as R35.00. Better quality laser 
pointers will cost about R200.00 but even this is hardly prohibitive. Storage of the items between 
exercises is also no problem as they are compact and take up very little space. 
 
Exercise 2: The collision apparatus. 
Suitability: any first year physics course involving two dimensional projectile motion and conservation 
of momentum. 

A curved ramp is clamped to a laboratory bench so that a ball bearing rolling down the ramp leaves 
its lower end horizontally – see photograph:  

 
A plumb bob hangs from the end of the ramp so that the 

point vertically below the end can be marked on a sheet of 
paper on the floor.  

 The simplest exercise is to roll a ball bearing down the 
ramp and determine the speed with which it leaves the end of 
the ramp. As before, the student would be faced with the 
instruction to do so and no recipe to follow.  The only 
measurements needed are the height through which the ball 
falls and the horizontal distance between the point directly 
below the end of the ramp and the point of impact of the ball 
on the floor.  This point of impact is marked by placing carbon 
paper over the sheet of paper on the floor, business side down. 
The impact of the ball on the carbon paper will make a dot on 
the sheet of paper. Both of these distances can be measured 
with sufficient accuracy with a metre stick.  The time in flight 
is calculated from the (vertical) height (h) through which the 
ball falls: 

 
 
 

                   
     Figure 3. Collision experiment apparatus. 

 
Assuming negligible air resistance, the horizontal acceleration can be assumed to be zero and hence the 
initial horizontal speed can now be calculated from the time in flight and the range (s) of the ball using: 

ov s t . 
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A more ambitious (and follow-up) exercise would be to demonstrate conservation of linear momentum 
in two dimensions. For this a second ball bearing is placed on a special holder at the end of the ramp. – 
see figure 4 below.  The apparatus can be set so that the rolling ball strikes the stationary ball a glancing 
blow, after which the two balls fall to the paper below.  The landing points of the two balls are marked 
using carbon paper as described before.  An example of a typical result is shown in figures 4 and 5 
below: 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Second ball-bearing on holder. 
 

Figure 5. Collision experiment; ball bearing 
landing points on the floor. 

  
If the bottom edge of the sheet is regarded as the y axis, then the line up the centre of the sheet is the      
x axis. The x and y components of the ranges of the two balls can now be measured on the paper and 
hence their initial horizontal velocities – and hence their momenta immediately after the collision. The 
y-components of the momenta can be summed and shown to equal zero, and the x components can be 
summed and compared to the momentum of the moving ball just prior to the collision – its velocity 
having been determined in the earlier phase of the exercise. Another possibility would be to compare 
the loss of gravitational potential energy as the ball rolls from the top to the bottom of the ramp with the 
gain in mechanical kinetic energy. There will be a mismatch between these quantities as some of the 
lost potential energy becomes rotational kinetic energy.  Reconciling the gain in rotational kinetic energy 
with the mismatch could be tricky as there is no guarantee that the ball does not slip at any point as it 
rolls down the ramp. There is also a question of precisely where the ramp, which is ‘U’ shaped in cross 

section, supports the ball. These problems can be minimised by judicious design and construction of the 
apparatus – or choice of ball bearing. Whatever the case, this could be a very nice introduction to 
rotational kinetic energy. The ramp – which is essentially the major part of the apparatus not normally 
resident in any laboratory – can be easily and cheaply constructed. They can also be bought from a 
laboratory supply, but the whole point is to cut costs so that large quantities can be procured. The 
workshop staff at The Wits School of Physics estimate that the cost of making one ramp, ready to use is 
less than R50.00. 

 
3. Conclusion 
With these two exercises it becomes possible to require the students to do two things not usually required 
in a practical exercise: firstly, the students must figure out for themselves how to perform the required 
procedure. This forces them literally to solve a problem as they are not simply following instructions 
that somebody else has provided.  Secondly, they can be required as part of the exercise to write a 
description of their procedure in the form of a set of instructions that somebody else could follow in 
replicating their exercise – i.e. they can be made to construct an algorithm for performing the exercise.  
As these two requirements are the essence of problem-solving, this changes the practical exercise from 
a ‘cookbook’ exercise into a problem-solving exercise. 

x axis 

Ball bearing on holder 
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Faced with the limited didactic efficacy of ‘cookbook’ practicals, we should be looking for better 
alternatives for our first (and other) year programmes. Some exercises do exist which are not 
prohibitively expensive and could therefore be done by all students of even quite large groups 
simultaneously.  With some effort it should be possible to devise a large enough collection of such 
‘shoestring experiments’ that at least a portion of a first year practical programme could be run as 

problem solving exercises that were directly linked to the theoretical programme. A question we need 
to address is ‘what stops us?’ One answer to this could be that there is a shortage of research data to 

support what we are proposing here.  Three issues arise from this: the first is that a logical next step 
would be a proper evaluation of this type of practical exercise.  The second is that supporting research 
data does exist – Allie et al. [6], report that this form of practical is used at the Physics Department of 
the University of Cape Town and ‘has greatly enhanced the overall learning experience of our students.’ 
Thirdly, it may not be useful to take the attitude that in the absence of ‘hard’ data, we should not proceed. 
After all, given a programme to train runners that effectively absolved the trainees of the need to run – 
would we really insist on hard research data before we started looking for a better option? 

Another – potentially unpopular - answer to the question that must be considered very carefully: 
perhaps we don’t want to change existing programmes for purely emotional reasons.  All the effort and 

expense that went into creating them in the first place – and the fact that they now allow teaching staff 
to operate in something of a comfort zone that they will be understandably reluctant to leave. If there is 
any validity in this answer, we need to think very carefully about what we are doing and about possibly 
making some changes. 

Although these simple experiments do place student in “real” problem-solving situations, they may 
not however be easily acceptable by teaching staff.  For example, during a tea room discussion, a 
colleague suggested that there is a danger that the ‘shoestring’ practical would, because of its low budget 

image, reduce the motivation of students to perform properly during practical exercises.  Our answer to 
this is twofold: 
 There is no necessity to tout these exercises as being in any way inferior to the more conventional 

exercises involving ‘big-budget’ equipment. 
 Historically, the performance of students during conventional practical exercises has in fact 

sometimes been ‘suboptimal’ – an example being the widespread use of ‘recycled’ measurements 
during laboratory exercises in the first author’s own first year of physics in 1971. 
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Abstract. During irradiation of malignancies in the hip region with external megavoltage 
photon beams, the presence of metallic prostheses could partially shield the beam at the target 
and alter the dose distribution. This may cause a dramatic difference in treatment outcome. 
This study investigates the magnitude of 6 MV photon beam dose perturbations caused by 
unilateral titanium prosthesis and were measured with Gafchromic EBT2 film in a pelvic 
phantom made out of nylon slices. Dose perturbations were measured and compared using 
absorbed dose distributions for a range of field sizes between 3 × 3 and 10 × 10 cm2. The 
magnitude of these perturbations was quantified as dose correction factors, DCFs which is 
defined as the ratio of the dose influenced by the prosthesis and the unaltered beam. A DCF of 
unity marks the margin between dose enhancement (where DCF > 1.0) and dose reduction 
(where DCF < 1.0). DCFs above unity were observed on the proximal (beam entry) side of the 
prosthesis while DCFs below unity occurred in the distal region (behind the prosthesis). For the 
studied field sizes maximum DCFs ranged between 1.251±0.003 and 1.269±0.013. Minimum 
DCFs ranged between 0.744±0.007 and 0.801±0.012. The DCFs on the proximal side of the 
prosthesis drop off rapidly with distance from the proximal nylon-prosthesis interface. The 
results of the study indicate that at the nylon-prosthesis interface, about 25% of dose 
enhancement is due to electron backscatter from the prosthesis and at least 20% of dose 
reduction behind the prosthesis is due to photon attenuation. 

1.  Introduction 
A growing number of patients requiring external beam radiotherapy (EBRT) for malignancies in the 
pelvic region have metal implants such as hip prostheses [1]. The presence of metal implants during 
megavoltage photon radiotherapy could partially shield the beam at the target and alter the absorbed 
dose distribution [1-4]. This may cause a dramatic difference in treatment outcome [2]. It is believed 
that there is a decrease in tumour control due to a reduced target dose from beam attenuation by the 
prosthesis [3] or a rise in complication rates due to the local dose perturbations caused by implants [2]. 
The extent of dose perturbations is affected by factors such as the size, mass density, atomic 
composition and design of the prosthesis as well as beam energy. It is understood that the scientific 
understanding and approach of medical dosimetry for the presence of metal implants during EBRT is 
challenging [3-6]. Various implant materials include stainless steel, cobalt-chromium-molybdenum 
(Co-Cr-Mo) and titanium (Ti) [4-8]. The selection of an implant material is influenced by factors such 
as corrosion, fatigue resistance and mechanical strength [8]. Various experimental and Monte Carlo 
studies are available on photon beam dose perturbations of prostheses [1-11]. However, most of the 

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 380



 

 
 

 

 

 

reports are limited to beam attenuation behind the prosthesis measured in water or plastic phantoms 
containing the prosthesis. 

This study aims to investigate 6 MV photon beam dose perturbations of Ti prosthesis in front and 
behind the prosthesis using Gafchromic film measurements in a novel pelvic phantom. The newly 
designed phantom consists of a stack of nylon slices with a built-in unilateral Ti prosthesis. 

2.  Materials and methods 

2.1. The novel pelvic phantom and film calibration 
The phantom employed in this work is a locally fabricated pelvic phantom with an in-built Ti hip 
prosthesis and was designed for film dosimetry. Figure 1 shows the novel symmetrical phantom 
consisting of a stack of 25 Nylon 12 slices (each slice is 1.0±0.1 cm thick) of which some are fitted 
with Ti discs to form a unilateral Ti prosthesis. Nylon 12 is a polymer with formula [(CH2)11CONH]n. 
The pelvic phantom contains bony structures including the spinal cord and pelvic bone constructed 
from tissue-equivalent substitutes. The components and material compositions (% by mass) of the 
tissue-equivalent substitutes include29: Araldite GY-6010 epoxy resin (36.4), Jeffamine T-403 
hardener (14.6); silicon dioxide (25.5) and calcium carbonate (23.5). The diameter of the Ti disc in the 
plane of measurement considered in this study is 2.7±0.1 cm. A thin layer of tissue material (nylon) 
located between the prosthesis and bone defines the bone-prosthesis interface. 

All irradiation measurements reported in this study are from exposures of a single batch of 
Gafchromic® EBT2 films (Lot #: 01201501) in a 6 MV photon beam produced by a Philips SL75 
linear accelerator. Before dose perturbation measurements, film calibrations were performed for 
conversion of optical density (OD) to dose in related approaches as reported in literature [13] using a 
rational calibration function of the type [14]: 
  ])([)( CDBADX          (1) 

where )(DX is the film response (OD) at dose D, and A, B and C are parameters that can be fitted to 
the calibration data using a least square optimization method. Calibration was performed by placing 
five 10 x 4 cm2 film pieces horizontally (one at a time) inside a 30 x 30 cm2 RW3 slab phantom at 10 
cm depth on the central axis of a 10 x 10 cm2 6 MV beam at  100 cm source-to-phantom surface 
distance. The film pieces were irradiated to dose values between 0 and 245 cGy. Irradiated films were 

digitized using an Epson Perfection V330 Photo flat-bed document scanner 24 hours post exposure to 
allow for polymerization. 
 
 

  

Figure 1. Picture of novel pelvic phantom (Left) with unilateral Ti prosthesis (Right). The figure 
on the right shows the measurement plane and the beam directions incident on the phantom. 
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2.2. Dose perturbation measurements 
Perturbations in absorbed dose distributions due to the presence and influence of the Ti prosthesis 
were measured and compared using dose maps and profiles for a range of field sizes. The pelvic 
phantom was placed in the supine position and dose distributions were acquired using single anterior-
posterior (AP) (figure 1) beams for field sizes of 3 x 3, 5 x 5 and 10 x 10 cm2. The measurements were 
acquired with and without the prosthesis by fitting cut EBT2 film pieces from a single batch (Lot #: 
01201501) in the phantom. That is, as the phantom is symmetrical measurements were taken on the 
left side (with the prosthesis) and on the right side (without the prosthesis). Each fitted film piece 
covered only half (left or right side) of the measurement plane. Hence for the three field sizes studied, 
six pieces of film were used for the 6 MV beam and each film piece was irradiated separately. 
Employing a 100 cm source-to-axis distance (SAD) for each field size, an absorbed dose of 300 cGy 
was delivered at isocentre to each film fitted in the phantom at a depth of 8.5 cm from the surface to 
the centre of the phantom. The magnitude of dose perturbations caused by the prosthesis on measured 
dose distributions was quantified as dose correction factors, DCFs (enhancement and reduction) which 
is defined as the ratio of the dose influenced by the prosthesis and the unaltered beam. 

 

3. Results and Discussion 
3.1. Film calibration 

Film images were digitized as raw 48-bit RGB (16 bits per colour) and saved as tagged-image-file 
format (TIFF) image files in a related approach as reported elsewhere [13]. Digitized images were then 
processed employing the 16 bits red channel of the scanned RGB images. Calibration curves for the 
red channel are shown in figure 2 with points corresponding to the measured mean OD at the 
corresponding dose. Superimposed on these points is the fitted rational function (1) with fitting 
coefficients of A = 0.794, B = -149.260 and C = -255.068. 
 

3.2. Dose distribution measurements 

Figures 3(a) – (e) show 6 MV photon beam dose distributions measured with Gafchromic EBT2 films 
in the pelvic prosthesis phantom for a 10 × 10 cm2 field. In these figures the dose maps measured with 
(figure 3(a)) and without (figure 3(b)) the prosthesis, are displayed. For each dose image the beam is 
directed from the positive z-axis. The colour palette (figure 3(c)) shows the dose variation on the 
maps. The profiles for the dose maps displayed in figures 3(a) and (b), just before the beam enters the 
prosthesis (proximal side) and just after it exits the prosthesis (distal side) are presented in figures 3(d) 
and (e), respectively. The horizontal lines drawn through the dose images show where the profiles 
were extracted. It could be observed on the dose maps and profiles that the dose increases at the nylon-
prosthesis interface on the proximal side and decreases (attenuates) in the distal region of the 
prosthesis. The dose escalation is due to electron backscatter from the prosthesis and the dose decrease 
is due to beam attenuation just after the beam exits the prosthesis [15]. The dose increase depicted by 
the peak and attenuation depicted by the dip in figures 3(d) and (e) (green curves) are indicated by the 
purple bands, respectively. The dip indicated by blue band in figure 3(d) shows beam attenuation by 
bone for the case of no prosthesis (red curve). The dose increase and attenuation were also observed 
for the 5x5 cm2 and 3x3 cm2 images and profiles. 

Figures 4(a) and (b) show 6 MV depth dose curves for 5x5 cm2 and 3x3 cm2 fields, respectively 
obtained from the dose maps. Regions consisting of nylon (white), bone (blue), and prosthesis (purple) 
as indicated in these figures show where the photon beam pass through when directed on the phantom. 
Shown on figures 3(a) and (b) for the 10x10 cm2 field are areas (vertical lines drawn through the 
images) where the depth dose curves were extracted. The influence of the prosthesis on the depth dose 
curves are noticeable as its presence causes significant dose modification (red lines) compared to the 
case with no prosthesis (blue lines). Similar to the observation made in figures 3(d) and (e), figures 
4(a) and (b) show that there is dose enhancement on the proximal side of the prosthesis and dose 
reduction in the distal region when compared to the case with no prosthesis. 
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Figure 2. Red channel calibration curves for Gafchromic EBT2 film 

   

 

 

Figure 3. 6 MV beam dose distributions measured with Gafchromic film for a 10x10 cm2 field. 
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3.3. Quantification of dose perturbation measurements 

The extent of dose perturbations observed on the proximal and distal sides of the Ti prosthesis was 
quantified as dose correction factors DCFs (defined in section 2.2), calculated along the depth dose 
curves shown by the green lines in figures 4(a) and (b). A DCF of unity marks the margin between 
dose enhancement (where DCF > 1.0) and dose reduction (where DCF < 1.0) so figures 4(a) and (b) 
show that DCFs > 1.0 occur inside the prosthesis and on its proximal side while DCFs < 1.0 occur on 
the distal side of the prosthesis, primarily due to beam attenuation by the prosthesis. 

For the studied 6 MV beam, maximum DCFs of 1.251±0.003, 1.269±0.013 and 1.265±0.10 (i.e., 
dose enhancements of 25.1±0.3%, 26.9±1.3% and 26.5±1.1%) which usually occurred on the beam 
entry side of the implant in the phantom (excluding the implant) were computed for 3 × 3, 5 × 5 and 
10 × 10 cm2 fields, respectively. Similarly, minimum DCFs of 0.790±0.013, 0.744±0.007 and 
0.801±0.012 (i.e. dose reductions of 21.0±1.3%, 25.6±0.7% and 19.9±1.2%) which typically occurred 
on the beam exit side of the implant were obtained for 3 × 3, 5 × 5 and 10 × 10 cm2 fields, 
respectively. The values quoted for the maximum and minimum DCFs for each field size are the 
averages of at least the six largest or lowest values and the errors are the standard deviations of the 
average values. The implant also receives a higher dose from the photon beam. This observation could 
be due to the long range of more energetic electrons generated in the beam proximal to the implant. 

The range of backscattered electrons is relatively short. As displayed in table 1, the DCFs fall off 
quickly with distance from the nylon-prosthesis proximal interface. For instance, for the 10 × 10 cm2 
field it changes from 1.180 at 0.1 cm from the interface to 1.007 at 0.5 cm. The trend shown in table 1 
has also been reported elsewhere [2,7,16]. The relatively short range of backscattered electrons 
suggests that the energy of backscattered electrons is rather low [16]. 

The perturbation effects of prostheses are well reported in literature, though with considerable 
variation from one study to the other. Also, most reports are restricted to photon attenuation on the 
transmission side of the implant. For a Ti alloy attenuations which ranged from 0.26-0.28 and 0.17-
0.20 at a depth of 10 cm in a water phantom were reported by Sibata et al. [8] for 15 × 15 cm2 6 MV 
and 18 MV photon beams, respectively. The results presented in this study indicate that the dose 
enhancement on the proximal side of the prosthesis shows a marginal variation with field size. A slight 
change of dose increase with field size has also been reported [11,16]. For various materials evaluated 
in photon beams from 6-24 MV the dose enhancement remained constant with field size between 4 × 4 
and 20 × 20 cm2 [16]. The field size independence of the DCF is ascribed to electron transport [16]. 
 

 
(a)                                                                            (b) 

Figure 4: Variation of 6 MV photon beam depth dose data with and without prosthesis for (a) 5x5 
cm2 and (b) 3x3 cm2 fields. Dose correction factors with depth are shown by the green curve.  
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Table 1. Variation of DCFs with distance from the proximal  

nylon-prosthesis interface for a range of field sizes. 

 Distance (cm)           3 × 3 cm2        5 × 5 cm2       10 × 10 cm2             
     0.1                      1.204              1.240               1.180   

     0.2                      1.135              1.221               1.085   

     0.3                      1.069              1.155               1.017  

      0.5                     1.015              1.025                1.007  

 

4. Conclusions 

In this study 6 MV photon beam dose perturbations of unilateral Ti prosthesis have been measured in a 
pelvic prosthesis phantom using Gafchromic EBT2 films. For the studied field sizes, the magnitude of 
dose enhancement ranged between 25.1±0.3% and 26.9±1.3% at the nylon-prosthesis interface on the 
proximal side of the prosthesis. Similarly, dose attenuations between 19.9±1.2% and 25.6±0.7% were 
observed in the distal region of the prosthesis. The degree of dose enhancement showed a marginal 
variation with field size, the dose reduction increased at the 5 × 5 cm2 field and varied only slightly for 
the 3 × 3 and 10 × 10 cm2 fields. DCFs were found to drop off with distance from the proximal 
interface of the prosthesis. The presentation suggests that significant alteration in absorbed dose 
distribution by hip prosthesis during radiation therapy could affect clinical outcome. 
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Abstract. Radiation shielding calculations, analysis and optimization process carried out in
order to design shielding for a Mineral-Positron Emission Tomography (MinPET) facility are
presented. PET is a nuclear imaging technique commonly used in diagnostic medicine. The
technique is based on the detection of 511 keV coincident and co-linear photons produced from
the annihilation of a positron (produced by a positron emitter) and a nearby electron. This
technique is currently being developed for mineral detection and quantification, particularly
diamonds in kimberlite rocks through the MinPET facility. The facility is aimed at improving
diamond mining through the early detection of the diamond bearing rocks. High energy
photons are produced via bremsstrahlung when a high energy, 40 MeV 5mA, electron beam
impinges on a high density target - tungsten. The resultant high energy photon beam is used to
irradiate the candidate rock, activating the naturally occurring non-positron emitting isotope
12C, producing a positron emitting isotope 11C via a photo-nuclear (γ, n) reaction. The resultant
high intensity and high energy radiation field (which includes both photons and neutrons up
to 40 MeV) requires appropriate shielding to protect personnel and the environment around
the facility. A Monte Carlo based radiation transport code, MCNPX, was used to model the
MinPET facility including the electron accelerator, the irradiation chamber and the proposed
shield. Shielding calculations were performed, applying the theory of interaction of radiation
with matter together with the modeling and the radiation transport calculation capabilities of
MCNPX. The calculations were applied to determine the types, optimum combinations and
thickness of shielding materials. About 1.6 m of shielding composed of lead, iron, wax and
boron carbide combined in the shield matrix were found to be sufficient to drop dose rates to
acceptable levels on the personnel side of the shield, where several meters of concrete would
have been required.

1. Introduction
MinPET is a revolutionary technology that is expected to improve diamond mining and sorting
by introducing efficiency in the usage of equipment, energy and water. The technique is based
on the detection of 511 keV coincident and co-linear photons produced from the annihilation of
a positron (produced by a positron emitter) and a nearby electron. The technique is popularly
used in diagnostic medicine and is now being developed for use in the mining sector and in
particular the identification of diamond from kimberlite rocks. The current diamond extraction
process involves the crushing of candidate rocks several times to small pieces, typically to a few
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millimeters in diameter exposing the diamonds to the surface. Physical separation techniques
are then applied to extract the diamond particles. It has been noted however, that only a
small fraction of the crush actually contains significant quantities of diamond particles[1]. The
crushing process is energy, equipment and water intensive.

In the MinPET technique, the rocks are only crushed to manageable sizes, equivalent to the
“first crush”. A high energy photon beam at least 23 MeV, is used to irradiate the rocks thus
activating the naturally occurring, non-positron emitting 12C, producing a positron emitting
11C via a photo-nuclear reaction namely 12C(γ, n)11C. A 40 MeV electron beam, incident on a
tungsten target is used to produce the high energy photon beam through bremsstrahlung.

The high energy photons, the resultant neutrons from the (γ, n) reaction and products from
other 12C(*,*)11C processes due to the interaction of photon beam with rock constituents, the
primary electrons from the accelerator and the γ-rays from resultant radioactive products all
create a high energy, mixed radiation field in and around the MinPET facility. The need for an
appropriate shield to protect personnel and the environment around the facility cannot be over
emphasised.

A Monte Carlo radiation transport code, MCNPX was used to model the facility and together
with radiation transport theory, calculations were carried out to developed an optimum shield
for this facility.

Figure 1. The MinPET process flow

2. The MinPET Facility
Figure 1 shows the process flow in the MinPET facility. Kimberlite rocks are coarse crushed,
“the first crush”, and carried by a conveyor belt to the irradiation chamber. A photon beam
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is directed towards the irradiation chamber so that activation can take place. The activated
rocks are then fed into a holding chamber where they are held for 20 mins, enough time to
allow unwanted short lived activated products, which may interfere with the detection signal, to
decay away. The proposed shield should cover the accelerator, the irradiation and the holding
chambers, excluding the detection system. It has been determined that the irradiation process
does not yield long lived activation products, hence it is not necessary at this stage to design a
shield that covers the detection system. This reduces the cost of the shield. It must be noted at
this stage, that a static system was modelled, due to MCNPX limitations. In reality, the rocks
are continuously fed into the two chambers and into the detection system by the conveyor belts.
However, this static system sufficiently approximates the dynamic system from a radiological
point of view.

3. MinPET Facility simulation
MCNPX version 2.7.e with ENDF/B-7.0 cross-section data (2008) was used for the shielding
calculations. First, a simple model of the facility was developed and the geometry was plotted
using a graphic application, Vised X, for debugging purposes especially to check the relative
positions of the irradiation chamber, the electron beam and the tungsten target.

4. Source Term Characterisation
The first step in the development of a shield is source term characterization. This process was
carried out to determine the type of radiation sources and the energy distribution, including
the respective directions of radiation particles. The results of the MinPET facility source term
characterisation are shown in Figures 2 - 3. Figure 2 (left) shows the variation of photon flux with
energy at different polar angles around the accelerator and Figure 2 (right) shows the variation
of the photon flux with energy at different axial positions from the accelerator. A positive sign
represents a position above the accelerator and negative means below. It is assumed here that the
radiation produced, is symmetric around the azimuthal angle because the beam is un-polarised.

Figure 2. Photon flux at various polar angles and at different axial positions

A mesh tally was set up around the facility to further ascertain the levels of radiation dose
produced by the MinPET and the mesh tally results are shown in figure 4.

5. Radiation Transport
Ionising radiation can be in the form of electrically charged particles such as alpha particles, beta
particles, protons and heavy ions or uncharged particles and radiation quanta such as neutrons,
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Figure 3. Total photon and neutron flux in the irradiation chamber

Figure 4. Neutron and photon mesh plots in
the MinPET

Figure 5. Dose rates for six different shield
configurations.

gamma radiation and X-rays [2]. Charged particles do not present major shielding problems
because they lose large amounts of energy in each interaction as they interact with matter and
as a result, charged particles are characterized by short ranges in matter [3]. However it is
important to note that charged particles may produce secondary electromagnetic radiation i.e.
bremsstrahlung photons, which contribute to the radiation field.

Neutrons and photons are the most difficult radiation types to shield and are therefore the
center of focus in this paper. Neutral particles generally move between points of interaction in
straight lines. Their mean free path (mfp) and hence the range of neutral ionising radiation is
much longer than those of charged particles. Neutral particles cause ionisation indirectly and
ultimately transfer their energy to charged particles which then cause the direct ionisation [4].

6. Interaction of Radiation with Matter
To design nuclear systems, one needs to understand the way in which radiation interacts with
matter [5]. A study of neutron scattering kinematics and dynamics [6], [7], [8], [9], [10], [11] shows
that the isotope 56Fe has a high cross section for neutron inelastic scattering at high neutron
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energies and the isotope 1H has a very high energy-lowering elastic scattering cross-section at
relatively low neutron energies. Furthermore, the isotope 1H has a high cross-section for neutron
capture, albeit with a subsequent production of highly ionising photons. Any neutron capture
reaction (n, γ), for that matter introduces secondary ionising photons. However the isotope,
10B, produces very low energy photons in the 10B(n, α)7Li reaction hence its introduction into
the radiation shield helps to suppress the production of the high energy photons.

Ionising photons are “killed” off by using high atomic number Z and high density materials
within the shield. A beam of monochromatic photons moving through an absorber (shield)
displays a characteristic exponential reduction of the number of photons travelling along the
original direction [7] , [12].

7. Shielding Scheme
From the principles of neutron and photon shielding it can be seen that the effective and optimal
shield should contain the following materials:

(i) Lead – to attenuate gamma rays (high Z, high ρ) and begin to slow down fast neutrons.

(ii) Iron – to attenuate high energy neutrons (via inelastic scattering).

(iii) Wax – to further attenuate and absorb neutrons slowed down by iron to within the cross-
section group of 1H (wax is rich in 1H).

(iv) Boron carbide (B4C) - used on its own or mixed with wax. The isotope 10B suppresses
the production of high energy secondary photons. Ammonium pentaborate can be used as
alternative.

8. Shield Optimisation
Six different shield configurations were developed as detailed in figure 5. The graph shows the
total dose rate as a function of distance from the internal surface of the shield to the external
surface for each configuration. All six configurations show a considerable reduction of dose rates
within 100 cm. Due to space constraints in the MinPET facility, the shield was restricted to
about 100 cm.

By considering the results in figure 5 the best shield configuration in this study contains
20cm lead, 37.5 cm iron, 31.5 cm wax flanked by 0.5 cm strips of B4C and finally 10 cm lead in
laminar sheets.

9. Shield Effectiveness
Figure 6 shows the reduction of neutron and photon dose rates hence the effectiveness of the
selected shield configuration. It can been seen that the internal space has high dose rates, in
the order of 1017 Svhr−1 and in the external environment the dose rates go down, in the order
of 101 Svhr−1 for photons and 102 Svhr−1 for neutrons.

10. MinPET proposed shield
Figure 7 shows the proposed shield for the MinPET facility. The shield forms a 200 cm by 200
cm by 200 cm (internal dimensions) room with walls about 100 cm thick. Figure 7 (A) shows
the full cross section of the room and Figure 7 (B) shows the cross-section of one side the shield
wall.

11. Conclusions
The study shows that the operation of the MinPET activation system produces very high
radiation doses around it and and a properly designed shield is a necessity. Although the
proposed shield structure in figure 7 is very effective, it reduces the photon dose more
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Figure 6. Mesh plots showing the reduction of
dose rates from the interior going out through
the shield

Figure 7. Proposed Shield for the MinPET
Facility

considerably, relative to neutron dose. Neutrons are more penetrating than photons with the
same energy. The resultant dose given in section 9 above are still too high considering the
annual dose limits prescribed in the ICRP [13],[14]. These are 1 mSv/year for the public and 20
mSv/year for regulated occupational exposure (this is effectively 20 µSv/hour for the latter case).
Considering these minimum dose limits, the shield must be made somewhat thicker beyond the
100 cm limit considered here. This adjustment increases the cost of producing the shield but it
will reduce the dose rates to the required few µSv/hour range.
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Abstract. The MinPET project aims to locate diamonds within kimberlite by activating
carbon within kimberlite, then using Positron Emission Tomorography (PET) to image carbon
density. Although calculations suggest that long-term activation is not significant, modelling is
required to determine the dose received by workers operating close to recently activated material
at different positions within a hypothetical MinPET sorting unit. Two modelling techniques are
deployed to investigate received dose. The first is a full simulation of energy absorbed, using the
CERN Geant4 particle tracking toolkit. The results for this are validated against a numerical
computation of the attenuation of outgoing radiation. The result is a set of 3-dimensional dosage
maps. These can be used to set guidelines around where and for how long workers could operate,
and to identify areas that need additional radiation shielding. The techniques developed are not
limited to MinPET, and could prove useful for any situation requiring the simulation of dose
received by workers operating near radioactive material.

1. Introduction
The MinPET project [1] images locked diamonds within coarsely crushed kimberlite (±10cm
rocks), using Positron Emission Tomography (PET). The kimberlite is irradiated with high
energy gamma rays, producing the unstable 11C isotope via a photonuclear reaction. This beta
decays, and the positron annihilation leads to back-to-back collinear 511 keV photons. These
are detected in coincidence by two planes of position sensitive detectors above and below the
kimberlite. A 3D carbon density image is created by back-projecting the lines of response.
Because the signal from oxygen-15 (with a 2 minute half-life) dominates early on, irradiated
material is held for 20-30 minutes before it goes to the detectors. At this point, the carbon-11
starts to dominate, due to its longer 20 minute half-life.

One of the concerns for an industrial scale MinPET plant is the radiation exposure of workers.
The shielding requirements for the irradiation system have already been investigated in [2].
This included radiation shielding calculations, analysis, and optimisation with the aid of the
MCNPX Monte Carlo code. The conclusion was that a 1.6 m thick shielding matrix of lead,
iron, wax and boron carbide adequately shielded personnel from the irradiation system. If the
accelerator, irradiation system and hold hopper were buried underground away from personnel,
these requirements would be less stringent. The hold hoppers where kimberlite is stored can
also be shielded.

It therefore remains to quantify the radiation hazard posed by activated material after the
20-30 minute point. Two scenarios we are especially interested in understanding are the dose
received by workers near the conveyor belt at time of detection, and near a discarded pile of mine
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tailings. Two numerical techniques have been developed to calculate the exposure given by a
particular geometry of radioactive material. The first uses an attenuation model to arrive at an
integral that can be solved numerically. This technique only applies to rectangular cuboid bodies
of material. The results of this are compared to a full Monte Carlo physics simulation that is
more accurate, but far more computationally intensive. The second technique can, however, be
applied to any geometry.

2. MinPET Activity Levels
A series of irradiations were performed at the 100 MeV electron accelerator at Aarhus University
[3]. These identified two isotopes that are of concern over time scales greater than 20 minutes,
namely carbon-11 and sodium-24.

Assuming a 0.2% CO2 concentration in kimberlite, at run-of-mine MinPET specifications
(feed rate of 700 tons/hour and 1s irradiation with a 1m2 footprint photon beam from a 40 MeV
optimally converted electron bremsstrahlung beam [4]), the combined oxygen and carbon activity
is 33.9 Bq/g at the 29 minute mark. Each beta decay leads to two positron annihilation photons,
so this is equivalent to a photon rate of 67.8 Hz/g. The measured sodium-24 concentration in
our Aarhus sample, extrapolated to MinPET conditions, was 1.01 Bq/g.

3. Attenuation Model
3.1. General Case
The intensity of a mono-energetic photon beam passing through a material can be described
using a linear attenuation constant, µL, as follows:

I

I0
= e−µLx (1)

This does not capture the full story however, as once a photon interacts with an atom, all
of its energy does not always disappear into the medium. Photons interact with the medium
predominantly via pair production, the photoelectric effect and Compton scattering [5]. These
can leave the primary photon with some energy, and can also release charged particles which
are then free to interact further. One way of quantifying this is with a mass energy-absorption
coefficient µen (see, for example, [6]). This attempts to quantify the energy absorbed by a
material through which photons are passing. If, at each step dx, the material absorbs an energy
dE given by dE = Eµendx, then the energy that is not yet absorbed follows an exponential
decay of the form of equation (1). We shall refer to the attenuation constant simply as µ, which
is a function of both the photon energy and the material being traversed.

Given the specific activity SA (presumed measured in Bq.m−3) of a radioactive isotope, and
a photon energy Eγ , our goal is to find the overall energy incident on an object near some
radioactive material per unit time. This will allow a radiological assessment of risk, to a person,
in the proximity of the source. Using equation (1), the energy incident per unit time (dP ) on a
small surface area centred at point Q due to a small volume element dV centred at point P is

dP =
dΩ(P,Q)

4π
dV SAEγ e

−µl(P,Q) (2)

where dΩ is the solid angle subtended by the small area and l is the path length travelled by
the radiation through the material. To find the total power incident on a target, we integrate
over the volume of radioactive material, and over the solid angle subtended by the object. If the
target is small or far away, then l does not change much for different points on the target, and
l(P,Q) ≈ l(P ). The integral over dΩ collapses to the total solid angle subtended by the target,
Ω. We further simplify by considering a spherical target of radius r. The solid angle subtended
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by a sphere is Ω = 2π(1 −
√

1− r2/R2), where R is the distance to the sphere, and thus the
total power incident on the target due to a volume V is

P =
SAEγ

2

∫

V
dV

(
1−

√
1− r2

R2

)
e−µl (3)

3.2. Rectangular Cuboid Volume

�������

���������

�������	�

��
�

�
�

�
�

� �

�

�
�

��
�

Figure 1. Rectangular geometry in attenuation model

In the case of a cuboid volume, with coordinates as shown in figure 1, the path length l can

be expressed in terms of R: l = R
(
Lz−z
w−z

)
. The power will now be given by

P =
SAEγ

2

∫ Lx

−Lx

dx

∫ Ly

−Ly

dy

∫ Lz

−Lz

dz
(
1−

√
1− r2/R2

)
e−µ(Lz−z

w−z )R (4)

where R2 = (x−u)2+(y−v)2+(z−w)2. This integral does not have a readily available analytic
solution and is calculated numerically.

An additional complication arises because equation (4) assumes that the photons passes
through the upper z face. In the general case, an extra step is required at each point of the
integral, that tests which face of the cuboid is intersected by the line joining P and Q. The
coordinates of the term in the exponential can then be rotated appropriately.

4. Monte Carlo Simulation
In order to get results in more complex geometries, a full simulation is needed to individually
track particles from emission to target impact. The toolkit of choice is the Geant4 framework
[7][8], created at CERN.

In order to compare results to the attenuation model, we first find the effective energy
attenuation within kimberlite of Geant4 simulations. Photons are fired out from the centre
of a large sphere, and the energy that makes it to a certain radius is graphed against the radius.
This is fitted with an exponential decay in figure 2. 511 keV and 1369 keV are the energy
levels from the PET isotopes and sodium respectively. 100 keV was included as a lower energy
comparison. The fit is relatively good, with only small divergences at high and low energy. This
validates the treatment of energy loss with a simple exponential attenuation. From the slope of
the exponential fits in figure 2, the effective Geant4 energy attenuation constants are 9.352 ±
0.002m−1 for 1369 keV, 12.804 ± 0.004m−1 for 511 keV and 26.37 ± 0.02m−1 for 100 keV.

The full Geant4 simulation consists of an activated kimberlite volume and a human phantom
(sphere of water that makes up the target). We will use a water sphere of radius 0.5m. This has
the same frontal surface area as a standing person, approximated as 1.7m tall and 50 cm wide.
If more accuracy is desired, a more realistic shape can easily be created, but the advantage of
a sphere is that the results are directly comparable to those from the attenuation model, for
cross-checking. The sphere is placed at a succession of positions on a three dimensional grid.
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Figure 2. Difference between Geant4 simulation and simple attenuation model. Coloured lines
show simulated data from Geant4. Inset shows magnification of lower radius region for 1369 keV.

5. Results
5.1. Comparison between Attenuation Model and Geant4 Simulation
An example geometry was created with a kimberlite cuboid 2 m high, 4 m wide and 6 m long.
A 0.5 m radius spherical target was then moved along a horizontal plane at a height of 0.6 m
above the cuboid, and the energy deposited was calculated using both the attenuation model
and the Geant4 simulation. The attenuation model was integrated numerically using the Vegas
algorithm from ROOT [9]. The Geant4 simulation fired 1 000 000 particles for each data point
and recorded the energy that hit the target. The results are shown in figure 3. The agreement
is quite good. The major qualitative difference is that the Geant4 simulation is not as smooth,
as it is a stochastic Monte Carlo simulation.
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Figure 3. Fraction of activity reaching target in Geant4 simulation and attenuation models.

Small non-statistical differences between the models are observed at small distances. This is
to be expected, because the derivation of equation 3 relied on the assumption that the target is
small compared to the distance between the target and the source.
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5.2. Kimberlite on Belt
We now investigate a body of material moving on a conveyor belt at the time of detection. The
kimberlite can be approximated as a rectangular cuboid of material, and is therefore a candidate
for the numerical integral technique. We will consider a 20m long kimberlite stream, 1m wide
and 10 cm tall, using the 67.8Hz/g photon rate from section 2. We assume a packing density of
0.7 for kimberlite, which is approximated by using kimberlite which is 30% air by volume.

Figure 4 shows the activity absorbed by the target as a function of the position of the centre
of the target. The conveyor belt extends from x = −10m to x = 10m, and from y = −0.5m to
y = 0.5m. The edge of the target is 5 cm from the belt at its closest, and the centre of the target
is 30 cm above the belt. This approximates a worker standing at various positions next to the
conveyor belt. Both the activity in Bq/cm3 and the gamma attenuation constant are multiplied
by 0.7 to take the packing density into account.

The activity that hits the target when there is a 5 cm horizontal gap between the belt and
the target, i.e. a 105 cm horizontal distance between centre of belt and centre of target, is
2.40× 105 photons/s. Considering a photon energy of 511 keV and a gamma radiation quality
factor of 1 [5], this corresponds to 70.8µSv/h. At a distance of 1m, this has already fallen
to 7.50× 104 photons/s or 22.1µSv/h. Workers would have to spend six hours a day for 118
days at a distance of 5 cm, to reach the 50mSv level set in the IAEA safety guide relating to
radioactive material in mining [10]. Workers could be employed full time at a distance of 1m.
The kimberlite will be more active at the time of detection if the carbon dioxide concentration
is substantially greater than 0.2%. In this case, worker access should be more limited. It is not
anticipated that workers would need to spend significant time periods at the side of the belt.
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Figure 4. Activity at different points along the side of a 20m × 1m conveyor belt carrying
kimberlite 10 cm deep. Positions quoted are for the centre of a water target, relative to the
centre of the belt.

5.3. Tailings
To reproduce a pile of tailings, a Geant4 simulation of a trapezoid was made, with a base
side length of 6m and a top diameter of 4m, 2m high. Only the 24Na was considered, as all
other isotopes have died away when several hours have passed. We use the worst case scenario
of 1.01Bq/g. Again, we model a 0.7 packing density by simulating kimberlite with 30% air
content, and multiplying the activity per cm3 by 0.7.

According to the Geant4 simulation, the fraction of the energy that reaches the target is
2.72 × 10−4. This means that 24 hours after irradiation, the target receives an energy dose of
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6.54 × 10−8 J/s, taking into account the fact that sodium decays are associated with the release
of gamma rays at three different energies, 472 keV, 1369 keV and 2754 keV. This is equivalent
to about 23.5µSv/h. After 72 hours, this has dropped to 2.55µSv/h. According to the ALARA
principle of as little exposure as possible, preferably humans should not be too close to the
tailings during the first day. A worker could, however, work full time near a one day old 6 m
wide tailings pile and not exceed the IAEA guidelines for one year exposure.

6. Conclusions
We have explored two techniques for finding position specific radiation exposures due to specific
geometries of radioactive material. The results for each are in close correspondence. The
attenuation model is quick to calculate, and is useful for simple geometries such as cuboids.
Calculating the graph shown took seconds on a personal computer. The Geant4 simulation is
far more powerful, as it can simulate any geometry, and can easily be extended to include layers
of shielding etc. The downside is that it is far more computationally intensive. A single (x, y)
point from figure 3, with one million events, took 5 minutes to compute on a personal computer.
The University of Johannesburg’s cluster computer [11] was therefore used to generate the graph
of activity as a function of position.

In both scenarios considered, it is clear that the radiation dose levels to workers in a MinPET
plant would be acceptable, in the context of a well-controlled radiation producing facility.
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Abstract. The MinPET project aims to locate diamonds within kimberlite by activating
carbon within kimberlite, then using Positron Emission Tomography (PET) to image carbon
density. Distinguishing small diamonds from the background depends crucially on the accurate
reconstruction of detector hit positions. This is subject to two kinds of errors: local errors, where
the position of a hit within a particular detector is not accurately constructed from the incoming
photomultiplier tube signals, and global errors, where the internal parameters that describe the
physical location and orientation of detector pixels do not accurately match reality. Because of
the large number of detectors in a full MinPET unit, there are too many parameters involved
to feasibly adjust them by hand. We have therefore developed a custom genetic algorithm
that iteratively evolves detector parameters in order to optimise the image quality. Results are
presented from before and after the optimisation is performed, indicating that image accuracy
and resolution are improved. This algorithm could be employed periodically in an industrial
setting to automatically correct for detector movements or calibration drift.

1. Introduction
The MinPET project [1] images locked diamonds within coarsely crushed kimberlite (±10cm
rocks), using Positron Emission Tomography (PET). The kimberlite is irradiated with high
energy gamma rays, producing the unstable 11C isotope via a photonuclear reaction. This beta
decays, and the positron annihilation leads to back-to-back colinear 511 keV photons. These
are detected in coincidence by two planes of position sensitive detectors above and below the
kimberlite. A 3D carbon density image is created by back-projecting the lines of response formed
by coincident events from opposite detector arrays.

A laboratory scale detector system has been created, with two arrays of pixelated scintillation
crystals paired to position sensitive photomultiplier tubes. Fast electronics are utilised with
good timing resolution, mostly eliminating any random background arising from separate
positron annihilations being detected within the same coincidence time window. There is
still a background present due to to non-diamond positron annihilation events however. This
is due both to homogeneously distributed carbon throughout the kimberlite, and oxygen-15,
which is inevitably also produced in the irradiation process. Image fidelity is further degraded
by Compton scattering, both within the kimberlite and the detectors. This leads to falsely
reconstructed lines of response. The energy resolution is not sufficient to completely eliminate
this by only accepting 511 keV photons.

The ability of the technique to differentiate small diamonds from this background depends
crucially on the resolution of the detectors. This implies firstly that the detectors must accurately
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reconstruct the positions of detected hits, and secondly that the detectors’ orientation and
position are accurately described within software. We employ a genetic algorithm approach to
optimising various detector parameters, to improve performance in both of these areas. We
refer to the optimisation of position reconstruction within each detector as “local”, as opposed
to “global” optimisation, which involves the relative position of detectors with respect to each
other. Inspiration for this approach was taken from the track-based alignment procedure used
in the ATLAS Transition Radiation Tracker [2], where detector elements are aligned so as to
improve the matching of the reconstructed to known physics behaviour.

2. Detector system
The detector system consists of 16 Hammamatsu R2486 photomultiplier tubes (PMTs), with
16 crossed wire anodes coupled for each direction over a voltage divider network, furnishing
two x and two y signals. Each scintillation crystal is a 1 cm thick, 5 cm diameter disk-shaped
BGO (Bi4Ge3O12) crystal that is further divided into individually wrapped 5 mm segments (or
“pixels”). The detectors are split into an upper and a lower plane to allow coincidence detection.

The crossed wire anodes from the PMTs furnish two voltages for each of x and y, denoted
xa, xb, yc and yd. These are amplified, and are passed to a spectroscopy amplifier. This has a
slower output that integrates the incoming signal size to produce a shaped output, and a fast
output for timing information. The fast outputs from the upper and lower detector planes are
used to determine coincidence, which is then used to gate the data acquisition. In this manner,
only coincident events are recorded, allowing a high event rate.

3. Genetic algorithm
Both local and global optimisation as described above are difficult tasks. Firstly, they need
to find the global optimum, ruling out simple minimisation strategies which can get stuck in
local minima. Secondly, they involve a very large parameter space. As we shall see below, local
optimisation is within a 11-dimensional space, and global optimisation involves 6 parameters per
detector plus another 10 collective parameters. Finally, the optimisation landscapes are highly
chaotic due to statistical noise. This is shown in figure 1, which is a two-dimensional slice of
the global optimisation landscape, showing how the detector system performs as the x and y
position of one of the detectors is varied. The optimisation technique cannot rely on derivatives
in a landscape of this nature.

Landscape
Landscape

Figure 1. Detector performance as a function of x, y position of one detectors (lower is better).

Due to the badly-behaved and poorly quantified nature of the optimisation landscape, we
have created a custom genetic algorithm. Genetic algorithms are an example of evolutionary
algorithms, which are inspired by biological evolution. Evolutionary computation has found
increasing use in physics whenever the solution space has made more traditional approaches
difficult. Examples include fields as diverse as astronomy and astrophyics ([3], [4]), heat transfer
optimisation [5], event selection in high energy physics [6], spectrum fitting in X-ray fluoresence
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[7], nuclear reactor design [8] and many others. Reference [9] contains an example where, as in
our case, a genetic algorithm was used for image calibration.

In the biological analogy, “individuals” are points in parameter space, and their coordinates
are their “genes”. A scoring function is defined that evaluates a given individual in terms of how
well the detector system performs when calibrated according to the parameters that define that
individual. The optimisation proceeds iteratively in “generations”, where the individuals within
each generation are randomly generated from the previous generation, favouring parents with
good scores. Genetic algorithms are highly robust, they are able to find global minima, they do
not need derivatives and they require no assumptions about the structure of the landscape.

The MinPET genetic algorithm is built on the GAlib framework [10], and its basic flow
is shown in figure 2. In each generation, pairs of individuals are selected as parents, with a
probability determined by their score. Offspring are then created from these parents by one
of cloning, crossover or mutation. Cloning directly copies a single parent, in order to preserve
a good solution. Crossover is the analogue of sexual reproduction, where genes are swapped
between individuals. This allows the algorithm to explore different combinations of existing
genetic information, and can break out of local minima to find new minima. Mutation takes
a single individual and randomly perturbs each of its parameters. This allows the exploration
of a given local minimum. A crossover and a mutation are shown in figure 3. The probability
of crossover, mutation or cloning is dependent on the distance in parameter space between
the parents, tuned such that parents from different local minima are more likely to create
offspring via small mutations, reducing the probability that their offspring are kicked out of
their respective minima. After two new individuals are created, there is a random chance of a
mutation, randomly varying the individual, in order to introduce new genetic information into
the population.
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Figure 2. Flowchart of MinPET genetic algorithm.

(x2, y2) 

(x1, y1) 

(x2’, y2’) 

(x2, y1) 

Cross-over 

Mutation 

Figure 3. Example of a
crossover and a mutation.

4. Local optimisation
The output signals from the crossed-wire anodes, xa, xb, yc and yd, are discussed in section 2
above. Once these are suitably linearly calibrated and amplified, the position of the hit is given
by the ratio of the signals:

x =

(
xa

xa + xb
− 0.5

)
× d , y =

(
yc

yc + yd
− 0.5

)
× d (1)

where d is the diameter of the detector. This reconstruction, however, can be significantly
distorted , as can be seen in the left side of figure 4. Reconstructed hits can be up to 6mm from
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their true positions.
In order to improve performance, we introduce a series of parameters to adjust the

reconstructed position. These consist of an overall scaling factor, a rotation around the origin,
and parameters proportional to x2, y2, x3, y3, xy3 and yx3. These were selected in order to
correct for defects noticed in the reconstructed pixel locations, including an expansions of points
near the centre, incorrect rotations, and asymmetries between x and y directions observed in
some detectors.

Our initial approach to scoring the results relied on employing a 2D peak-finding algorithm
to locate each pixel peak, then calculating a chi-squared for the deviation of each peak from the
actual pixel position. This was however too unstable when the image was severely distorted and
when adjacent pixels were not clearly separated. It was also too computationally expensive. An
alternate scoring function was therefore defined as

Slocal =
∑
i∈H

(hi − pi)
2

|H|
(2)

where H is the set of all detector hits, |H| is the number of hits, hi is the measured position
of hit i adjusted according to the current parameter values and pi is the actual position of the
closest pixel centre to hi.
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Score: 1.889001

Final score

Figure 4. Example detector pixel reconstruction before and after optimisation. Grey lines
demarcate pixel boundaries. Red crosses denote pixels that should be empty. Axes are in cm.

Figure 5 shows an example of how the scores of a population migrate with successive
generations for a detector. As generations go by, the population moves closer together, and
there is an overall trend toward better scores.

The optimisation procedure was applied to each detector in turn, with a population size
of 500 and 250 generations. In order to judge the effectiveness of the procedure, a sodium-22
point source was moved along a straight path through the detector array at a series of different
positions, and the FWHM of the point source in the back-projected PET image was measured.
This test was repeated for the best known parameters before the optimisation, and the same
parameters with their values after optimisation. The genetic algorithm was able to reduce the
FWHM by an average of 10% in the direction of movement, 6% in the vertical direction and
15% in the perpendicular direction, a substantial improvement.

5. Global optimisation
Global optimisation proceeds by varying detector element positions and orientations so as to
improve the sharpness of the reconstructed image of a point source. Our initial approach was to
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fit a three-dimensional gaussian to the point source peak, and evaluate the standard deviations
along each axis. This did not yield good results, firstly because of computational complexity,
and secondly because the point source peaks often did not resemble a gaussian closely. We
therefore introduce a new method to quantify peak sharpness, S, defined as:

Sglobal =
∑

(i,j,k)∈W

V (i, j, k)2 (3)

where V (i, j, k) is a three-dimensional histogram that stores the sum of the tubes passing through
the voxel labelled by coordinates i, j and k. The summation extends over a window W around
the point source coordinates. By taking the square of the voxel counts, the score is increased
both by sharpening the peak corresponding to the point source, as well as ensuring that as many
tubes as possible pass through the fitting window W . In a sense the score can be thought of as
a χ2 fit for a flat background, and a good, sharp peak is one that fits this flat background as
badly as possible. Minimisation proceeds by evaluating the inverse, 1/S.

For a single point source in one position, some nonsensical solutions will give rise to good
scores, such as all detectors placed exactly on top of each other. We therefore insist on covering
the whole volume between the detector by sending a series of point sources on different constant
velocity trajectories on a conveyor belt through the detectors. The algorithm simultaneously
optimises all data sets, with the global score defined as the average of the individual track scores
defined in equation 3. In order to form a point source image, each line of response’s position
must be extrapolated back in time based on the velocity and its time stamp. This is highly
dependent on accurately quantifying the velocity. This was measured as accurately as possible,
then included as a parameter in the optimisation.

The total set of parameters to be optimised is thus as follows:

• The belt velocity

• 3D rotation of the detector system relative to the conveyor belt

• 3D position and 3D rotation of lower detector array relative to upper detector array

• 3D position and 3D rotation of each detector (16 in total)

This corresponds to a total of 106 parameters. Optimising in a 106 dimensional space is not
feasible, so we rather proceed in an iterative hierarchical fashion. The algorithm optimises each
set of parameters in the list above separately while holding the remaining parameters constant.
The parameters for a specific detector are optimised one by one, while keeping the other detectors
stationary. The whole procedure is then repeated in a second iteration.

Figure 6 shows the change in global score as this procedure is followed. The optimisation
parameters varied according to stage (more effort was put into the collective coordinates), with
between 100 and 200 generations, and a population between 35 and 50. These numbers are
limited by computational cost, where a back-projected 3D PET image must be created for each
of a series of data sets, in order to evaluate each individual in each generation.

When the overall effect on image fidelity was examined, there were mixed results. While
the overall orientation was improved, the algorithm had a bias towards moving all the detector
elements closer to one another, in effect zooming out the entire image. An overall zoom factor
improves the score as defined in equation 3. The next step would therefore be to use a known
configuration of point sources to fix the scale, combining the distance between known and
reconstructed points with the existing score.

6. Conclusions and discussion
We developed a custom genetic algorithm that successfully optimises detector parameters.
Optimisation leads to significant improvements in the reconstruction of detected positions from
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Figure 5. Change of score with local
optimisation. Each dot represents the score
of one individual in a given generation.
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Figure 6. Change of score with global
optimisation. The x axis shows successive
optimisation stages.

detector signals. The procedure also showed promise for the accurate calibration of the position
and orientation of detector elements. Further work is needed to remove a bias toward reducing
the overall length scale.

This optimisation approach could easily be automated, and regularly deployed in an industrial
setting as part of standard operating procedure, in order to keep a deployed MinPET system
optimally configured. This would combat performance degradation due to calibration drift and
detector element movement due to impacts and vibration.
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Abstract. Water concentration in porous media is an important aspect when inferring the
structural integrity of the building framework. A need has arisen to determine this water
content. Experiments were conducted at the PTB cyclotron making use of a 6.6 MeV fast
neutron beam and fast neutron radiography to follow the uptake of water through porous
media. The observed benefit of fast neutrons is the ability to interrogate thicker samples. From
the resulting radiographs, the presence of water absorbed as well as the rate of absorption is
shown.

1. Introduction
The water content available in high strength concrete and sand is important in buildings where
knowledge of the structural integrity is essential. Slowing of the cracking process in concrete
can be better understood when the water content within dense mixtures is known[1]. Water
content within the pores of a concrete structure has a direct relation to its strength and effective
safe lifetime. Testing the sample for porosity, sorbtivity and water retention capability is a
traditionally destructive processes and does not allow for quick testing on site [2].
Thermal neutron radiography has been used to examine the porosity and presence of water in
a sample of prepared concrete and sand [3]. Due to the attenuation of thermal neutrons by
hydrogen, thermal neutron radiography was used to determined the amount of water absorbed
[4].
Sample thickness limits the thermal neutron radiography technique, due to the penetration
depth of the thermal neutrons and compromises the achievable contrast as the sample thickness
grows. Fast neutrons have a higher penetration capability through dense materials than thermal
neutrons but a lower attenuation for lighter elements (hydrogen and oxygen). Fast neutron
radiography has been used in this investigation to examine the water absorption in thick samples
of a porous sand medium in order to infer the volume of water absorbed.

2. Experiment
The investigation was carried out at Physikalisch-Technishe Bundesanstalt (PTB) in
Brausnschwieg, Germany, making use of the PTB cyclotron which produces a 6.6 MeV fast
neutron beam via the D(9Be,n) reaction. The beam flux was approximately 108 neutrons
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s−1cm−2 with the sample and detector placed 1.2 m away from the source of neutrons. The
TRION fast neutron radiography system [6] was used to conduct the radiography.
Figure 1 shows the experimental setup for the sample, with regular dehydratded sand placed in
a water tray. The sandl was dehydrated in a microwave oven and placed in the setup shown.
Water was allowed to drip into the tray folowing the path indicated in Figure 1, subsequently
being absorbed by the sand, this process was imaged via fast neutron radiography.

Figure 1. Experimental setup of water absorption experiment

The sample has a cross sectional thickness of 8.7 cm. To qualify the amount of water absorbed,
the mass of the sand is recorded before and after being placed in water. The images where
acquired in intervals of 12s during absorption.

3. Results
The radiographs in Figure 2 shows the absorption of water and areas of stratification forming.
The fast neutrons can examine thicker samples, yielding different information about the bulk
with a higher resolution over this thickness. Using the measured radiographs, Figure 2, a method
of comparing the attenuation coefficient of the dry and wet areas is applied to infer the presence
of water. Three regions of interest (RoI) are defined on the radiographs, highlighted in Figure.2,
with the attenuation coefficient being calculated at these regions.

The attenuation coefficient for a single attenuating sample is calculated using Beers Law
adapted for radiography [7], represented by equation 1,

I = I0e
−µx (1)

where I0 is the flat field radiograph taken without the investigating sample present, I is the
radiograph with the investigating sample present, µ and x being the attenuation coefficient and
thickness of the sample, respectively. For each RoI in Figure 2 we apply equation 1, to obtain the
attenuation coefficient of the water sand mixture (sand alone is also calculated in this manner).
Each image is corrected for the effects of dark current and read-out noise [8][9]. As fast neutrons
have a higher probability of interaction with lighter elements (low Z materials), than heavier
elements (high Z materials) [10], an increase in µ for the water sand mixture, compared to that
of sand, illustrates an increased presence of water in the RoIs. This is illustrated in Figure 3 for
each RoI, as a function of time.

Figure 3 shows the moving water front through the sample by the increased presence of water
in the RoI’s.

The water/sand system has a mix of attenuataing material, each one effecting the complexity
in the calculation of the attenution coefficient. Using the technique by Anderson et al [11], the
increase in the water thickness (designated by α) is calculated using equation 2,
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Figure 2. Fast neutron radiographs of the absorption of water in a column of sand taken at
specified times.

Figure 3. Attenuation coefficient of the water sand mixture µws relative to the attenuation
coefficient of sand , µs, as a function of time.
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α =
log Iws

Is

log Iw
Is

(2)

where Iws is the intensity from the composite water/sand radiograph with Iw and Is being the
intensitites from the water alone and sand alone, respectively. The results for the 3 RoI’s are
plotted in Figure 4.

Figure 4. Water thickness as a factor of sand thickness over time.

Similarly to the results achieved and respresented in Figure 3, the trend of the water contri-
bution (α) increases faster in RoI 1 than the other contributing regions. There is a clear relation
in the data represented in Figure 3 and Figure 4 with a fast initial growth, indicative of a fast
absorption rate that plateaus after around 240s as the RoI’s begin to saturate.

4. Conclusions
The results respresented in Figure 3 and Figure 4, assist in inferring the amount of water
absorbed and the amount of water present in a structure, at a given time, when compared to
the dry sample. The water being absorbed through the sand and the different thicknesses of
water due to the increase in α, is calculated from the resulting fast neutron radiographs, which
enables one to analyse thicker samples.
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Abstract. The propagation of two-photon fields from down-conversion of a partially coherent 

Gaussian Schell-model pump beam in turbulent atmosphere is reported. The results show that 

the spatial coherence of the pump beam affects the detection probability of the photon pair at 

two different positions. It is also found that the detection probability of the entangled photon is 

less susceptible to atmospheric turbulence, if a partially coherent pump beam produces the 

field. 

1. Introduction 

Entanglement received attention over the years owing to its potential applications in quantum 

communication [1] and information processing [2]. Spontaneous parametric down-conversion (SPDC) 

[3] is one of the convenient sources of entangled photon fields. These photons are entangled in 

position, momentum and polarization. In previous studies, the pump beam was considered to be 

spatially fully coherent. Recently, Jha and Boyd [4] showed theoretically that the spatial coherence 

properties of the pump field were entirely transferred to the down-converted two-photon field.  

Of late, the effect of atmospheric turbulence on the entangled photon fields produced by the down-

conversion of the fully spatially coherent pump has been reported [5, 6]. However, the effect of 

atmospheric turbulence on the entangled photon fields produced by a partially coherent pump beam 

has not been reported yet. Recently, a theoretical model for the influence of atmospheric turbulence on 

entangled photon fields produced by partially coherent dark hollow beam has been reported [7]. It has 

been shown that the detection probability of the entangled two-photon fields is higher and less 

susceptible to turbulence if the field is produced by a lower mode of partially coherent pump beam. 

In the present paper, we have theoretically studied the influence of atmospheric turbulence on the 

entangled photon fields produced by spatially partially coherent pump beam. It is well known that the 

spatially partially coherent light is less sensitive to phase distortion and less affected by atmospheric 

turbulence than spatially fully coherent light. We show that the photon field produced by spatially 

partially coherent pump beam (PCPB) is less affected by atmospheric turbulence than the photon field 

produced by the spatially fully coherent pump beam (FCPB). 
 

2. Theoretical Background 

A generic situation to study the effect of atmospheric turbulence on the coincidence counts of the two-
photon fields is represented in figure (1). The signal-idler photons produced by SPDC are detected in 
coincidence by detectors D1 and D2 respectively. The two-photon field can be expressed as [8], 
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Figure 1. Schematic setup that could be used to study the influence of 

atmospheric turbulence on the coincidence counts. The bump beam is 

partially spatially coherent. 

† †

d d ( , ) ( ) ( ) 0,0b bs is i s i s iq q q q q q 
 

   ,                                  (1) 

where, †bs and †bi  are the creation operators for signal (s) and idler (i) with the corresponding transverse 
wave-vectors qs and qi respectively. The vacuum state is denoted by 0,0 and ( , ) s iq q describes the 
phase-matching and perfect energy conservation in the SPDC process, 
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where U(qp) is the pump field and qs,qi) is defined as, 

                                        ( , ) sinc exp i
2 2

    
     

   
( , ) sinc exp i  ( , ) sinc exp i  ( , ) sinc exp is i

qL qLq q ,        (3) 

and A is the integral constant, L is the crystal length. The positive electric field component of the 
signal and idler photon at the detection plane after propagation through an arbitrary optical system is 
given by [8], 

              d ( , )exp( i ) , , ,b


         E q H x q t s i                     (4) 

where, ( , ) H x q is the response of the signal (idler system), .the frequency and t is the time 
photons take to reach the detector. The detection probability of signal photon at x1 and idler photon at 
x2 is given by [8], 

       1 2 1 2 2 1C( , ) ( ) ( ) ( ) ( )
      

  s i i sx x E x E x E x E x .                              (5) 

Substituting equations (1)-(4) into equation (5) and considering the crystal is illuminated by a 
partially coherent pump beam and the two photon field is propagated through a turbulent atmosphere, 
we have,  

             * *
1 2 1 1 2 2 1 1 1 1 2 2 2 2C( , ) W( , ; , ) ( , ) ( , ) ( , ) ( , )            s is ix x A x x x x h x x h x x h x x h x x ,        

                       11 1 1 2d d d d   x x x x                                                                (6) 
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where ( , )sh x x is the spatial Fourier transform of ( , )s sH x q and similarly for the idler system. The 
Cross-spectral density (CSD) of the photon field is expressed as,  

          * *
1 1 2 2 0 1 2 0 1 0 2 0W( , ; , ) ( ) ( ) ( , ) ( , )d d              p px x x x U x U x x x x x x x x x x x ,                   (7) 

where ( , ) x x is the Fourier transform of ( , )s iq q( , )( , )s i( , )( , )q q( , )( , )s i( , )q q( , )s i( , )  and  

         
1/2
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k kh x x x x x x s i
z z

                                 (8) 

where k is the wavenumber, z is the distance between nonlinear crystal and detectors and ( , ) x x is 
the phase turbulence due to scattering for a Kolmogorov atmosphere model and is given by [7], 

2 2
* 1 2 1 2 1 2 1 2

1 1 2 2 2
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x x x x x x x xx x x x ,                  (9) 

where, 2 2 3/5
n(0.55C )  k z (=s,i). 2

nC , describes the turbulence level. Within the paraxial 

approximations, we have assumed / 2 s i pk k k and 2 / (2 )  s i pq q q k , kp is the wavenumber of 

the pump. Using the approximation
2

sinc( / 2) exp[ / 2]   qL L q , the CSD is given by, 
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For the special case of partially coherent pump field of Gaussian-Shell model type the correlation 
of the field is represented as [9], 

                      
22 2

2 1* 1 2
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4 2

    
      

    
 

x xx xU x U x S ,                (11) 

where, S0 is a constant,  is the beam width and  is the spatial coherence length of the pump beam. 
Substituting equations (7)-(11) into equation (6) we get, 
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2 2

1 1 2 2
1 2 1 22exp d d d d

      
     

  


x x x x
x x x x .                      (12) 

 

3. Results and Discussion 

The theoretical results are shown in figures (2)-(4). The effect of atmospheric turbulence (Cn
2) on the 

coincidence count rate (in arbitrary units), when one detector was fixed (x2=0) and other was moved 
(x1) in the transverse direction, was plotted using equation (12) for FCPB and PCPB. The wavelength 
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of the pump beam was assumed to be 405 nm, L=0.7 mm and =10 mm. Figures (2a), (3a) and (4a) 
show the influence of weak ( 2 14 2 3

nC 10 m  / ) and strong turbulence ( 2 14 2 3
nC 5 10 m   / ) on the 

coincidence count rate when the pump beam is considered to be partially coherent ( 0 5mm).  . While 
figures (2b), (3b) and (4b) are plotted when the pump beam was considered to be fully coherent 
( ).     

 

Figure 2. The effect of varying turbulence on the coincidence counts rate of two-photon 

entangled field at z=1 km. (a) partially coherent pump beam (b) fully coherent pump beam. 
 

 

Figure 3. The effect of varying turbulence on the coincidence counts rate of two-photon entangled 

field at z =7 km. (a) partially coherent pump beam (b) fully coherent pump beam. 
 

 

Figure 4. The effect of varying turbulence on the coincidence counts rate of two-photon 

entangled field at z=30 km. (a) partially coherent pump beam (b) fully coherent pump beam. 
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When the propagation distance was small, z=1 km, the detection probabilities for both the values of 
Cn

2 was almost the same when the entangled field was generated by PCPB (figure (2a)). This means 
the effect of atmospheric turbulence on the detection probabilities was negligible at this distance. On 
the other hand, there was a difference in the detection probabilities for two different values of Cn

2 
when the crystal was illuminate by a FCPB (figure (2b)). As the propagation distance increased (figure 
(3a) and figure (4a)), the difference in the detection probabilities for two different values of Cn

2 was 
very small for PCPB. On the other hand, when we considered FCPB the difference of the detection 
probabilities for two different values of Cn

2 increased with the increase in the propagation distance 
(figures (3b) and figure (4b)). It can therefore be concluded that the detection is more stable when the 
entangled photons are generated by the PCPB.  

It can be seen from figures (2)-(4) that the spreading of coincidence counts is almost the same for 
2 14 2 3

nC 10 m  / and 2 14 2 3
nC 5 10 m   / when PCPB was considered while the spreading of 

coincidence counts for 2 14 2 3
nC 10 m  / and 2 14 2 3

nC 5 10 m   / are different for FCPB. In other 
words, the diffraction broadening (/) dominates over broadening caused by atmospheric turbulence 
for PCPB. On the other hand, in the case of FCPB the broadening in coincidence counts was caused by 
the atmospheric turbulence. The decrease in the coherence therefore results in lowering the normalized 
variance of the intensity or the scintillation. In addition, the wandering effect becomes smaller just due 
to broadening. 
 

 

Figure 5. Change in the coincidence counts at a fixed points (x1=0 

and x2=0) versus refractive-index structure parameter. =1 cm, 

z=7 km. 
 

In figure (5), we illustrated the effect of pump coherence on the coincidence counts where 
coincidence counts at two fixed points (x1=0 and x2=0) were shown as a function of atmospheric 
turbulence. For the less coherent pump beam, the coincidence counts remain almost constant with the 
decrease in the atmospheric turbulence strength. As the coherence length increases to =5 mm it 
maintains an almost constant value of coincidence counts until turbulence strength increases to a point 
where atmospheric turbulence effect dominates over the coherence effect. For weak turbulence, 
FCPB    ) has constant coincidence counts, which decrease with the increase in the turbulence 
strength.  
 

4. Conclusion 

We have obtained an expression for the coincidence count rate for entangled photon fields generated 
by the process of spontaneous parametric down-conversion. The effect of atmospheric turbulence on 
the detection probabilities depends on the spatial coherence property of the pump beam. It is 
concluded that the photon fields generated by PCPB is more robust for the change in atmospheric 
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turbulence. Present work provides new insights into the nature of SPDC emission by considering 
pump beam partially coherent and have application in free-space quantum communication. 
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Abstract. Accurate volume determination of irregular objects can be complex because there 

are no standard formulae to be applied. Various techniques based on Archimedes’ principle 

where the buoyancy force exerted by a fluid on a submerged object is equated to the weight of 

the object may be applied. One technique is the water displacement method which is not very 

accurate. The other is by weighing a submerged object in a fluid of known density. At NMISA 

the volumes of the OIML-shaped stainless steel mass pieces (50 g to 1 kg) have been measured 

using the automated volume comparator VC1005 (VC) which weighs in the FC-40 fluid. The 

results were validated against the previous measurements that were done at KRISS. The 

volumes of the mass pieces were measured to an average agreement of greater than 99.998%. 

These measurements led to the determination and confirmation of densities of the mass pieces 

which is critical for high accuracy mass measurements. The density results show improved 

measurement uncertainties for NMISA. The current work demonstrates a new achievement of 

high accuracy volume and density measurements for South Africa by the hydrostatic weighing 

method. This paper presents the volume and density results found for 50 g to 1 kg mass pieces 

using the VC. 

1.  Introduction 

The volume of a regular object can accurately be determined by measuring the object’s dimensions to 

apply a formula. However, when it comes to irregular objects, measuring dimensions is not always 

possible. Various techniques that are based on Archimedes’ principle can be used for volume and 

density determination of irregular objects. Archimedes’ principle states that the buoyancy force on an 

object that is submerged in a fluid is equivalent to the weight of the displaced fluid [1]. The buoyancy 

force BF  exerted by a fluid of density f  on a submerged volume 0V  is given by 

gVF fB 0      (1) 
where g  is the gravitational acceleration. 

Figure 1 shows a summary of three volume determination techniques that are based on 

Archimedes’ principle [2]. In technique (a) the object is submerged in water by a thin suspension wire 

and this creates a weight difference w  on a balance which then enables the determination of the 

object’s volume by 
f

wV



0 . Technique (b) shows the water displacement technique where a rise in 

the water level is equivalent to the volume of the object. Technique (c) shows the liquid overflow 

technique in which the fluid displaced by the object is collected on a graduated container to read of the 

volume of the object directly. 
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Figure 1: Schematic representation of (a) suspension, (b) liquid level and (c) overflow techniques for 

volume determination of solids [2]. 

This paper discusses the volume determination of irregular objects by hydrostatic weighing at the 

National Metrology Institute of South Africa (NMISA). The automated volume comparator VC1005 

(VC) is used for volume and density determination of objects ranging from 1 g to 1 kg. The 

repeatability of weighing in liquid and temperature-stability on this system is critical in performing 

high accuracy measurements. The improved accuracy as indicated by smaller uncertainties at NMISA 

would mean improved accuracy for the South African volume and density measurements through 

dissemination from the national standards. 

2.  The volume determination 

The VC works by performing comparisons between two objects (reference and test) to detect the 

difference in volume. When an object of mass m  and volume V  balances a reference mass piece of 

mass cm  and volume cV  in a fluid of density f , the net force equation in the vertical direction 

which considers the downward weight due to the object and the upwards buoyancy due to the fluid can 

be written as 

gVgmVgmg cfcf   .    (2) 

For a weight taken at a temperature of 20 °C, the conventional mass cm  is defined as the mass of a 

reference of density 8000 kg/m3 that the weight would balance in air density of 1.2 kg/m3 [3]. Setting 

8000
c

c

c
c

mmV 


 and 2.1 airf   in Equation (2), this definition may be expressed 

mathematically as 

 2.1
8000

2.11 Vmm c 







 .    (3) 

The weighing equation that is used for calculating the volume difference ∆𝑉 between the reference and 

test mass pieces, in terms of the conventional masses, is given by 

 

2.12.1
8000

2.11



















f

w

f

crct mB
mm

V


   (4) 

where: ctm  and crm  are the conventional masses for the test and reference respectively, 

2
21 wrwr

wtw
mmmm 

  is the drift-eliminated weighing difference, 
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1  is the balance correction factor, 

air  is the air density and bw  is the density of the balance’s internal weights. 

The volume  20tV  of the test object at 20 °C is then determined using the volume difference by 
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avrr
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VTVV



    (5) 

where: r  and t  are the thermal expansion coefficients of the reference and test since the 
measurements are performed at temperature avT , 

 rV  is the volume of the reference mass [4]. In the next section we discuss the experimental 
details and set-up of the VC. 

3.  Experimental details 

The volumes of the OIML-shaped stainless-steel mass pieces (50 g, 100 g, 200 g, 500 g and 1 kg), 

shown in Figure 2, were determined using the VC. The front view of the NMISA’s VC with the side 

view of the fluid bath is shown in Figure 3. 

 
Figure 2: OIML-shaped weights. 

The VC system is mounted on top of a stable granite table to minimize vibrations. The VC consists 

of the outer and inner fluid baths. The outer bath is filled with sterilized distilled water to prevent the 

build-up of micro-organisms and contaminants inside. This water provides some sort of fluid gradient 

from the dense FC-40 in the inner bath to the outside air which minimizes the risk of the inner glass 

cracking due to the heavy FC-40. The mass pieces are submerged in the FC-40 fluid for weighing. The 

FC-40 electronic fluid is a fluorinert colourless liquid that is thermally stable and single-phase liquid 

over a temperature range of -57 °C to 165 °C which makes it suitable for relatively constant 

temperature measurements as in this current work [5]. Prior to measurements the fluid density has to 

be determined to ensure the correct density which is about 1.87 g/cm3 is recorded. Fluid calibration for 

density may be performed using internal weights of the VC or using the calibrated external mass 

pieces, with the latter being more accurate.  

The turntable inside the fluid bath has four loading positions. The mass pieces are loaded using the 

loading arm which can move up or down. Figure 4 shows a schematic representation of the 

experimental set-up of the apparatus. The weighing pan inside the fluid bath hangs from the 

comparator. Close to this weighing pan is a temperature sensor connected outside to a Thermometer 

Readout. This ensures that the fluid temperature is measured close to where the weighing occurs. A 
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ClimaLog was used to measure the air temperature (T), pressure (P) and relative humidity (RH) for 

calculating the air density. The measured data is then collected onto the computer software ComVol 

for processing where the data for the reference and test objects to be measured are also stored. 

  
Figure 3: The front view (left) of the VC1005 and the side view (right) of the fluid bath on the right. 

 

 
Figure 4: Schematic representation of the VC1005 experimental set-up. 

The reference and test weights of the same nominal mass and known conventional masses were 

loaded across each other on the turntable positions. Weights were thermally stabilized in the fluid for a 

minimum of two hours before performing measurements. 

4.  Results and discussion 

The mass pieces used in this current work were previously calibrated for mass and density at Korea 

Research Institute of Standards and Science (KRISS) in the year 2010. The volumes V of the weights 
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by KRISS were calculated from the calibration certificates using the measurement results of mass m  

and density  , as per the formula /mV  . The calculated volumes from KRISS measurements 

were used to validate the results found. The associated volume uncertainties )(Vu  for KRISS were 

determined by the relation 

222 )()()(





























u
m
mu

V
Vu

where )(mu  and )(u  are the 

uncertainties in mass and density certificates respectively [7]. The measured volumes with the 

calculated uncertainties (K=2) that were found by NMISA and KRISS are shown in Table 1. The 

accredited calibration and measurement capabilities (CMCs) for NMISA solid weights density 

calibrations [6] are shown in Table 2 which also shows the density results of NMISA and KRISS. The 

agreement between the results was calculated using the relation %100

2
)(1

21

21




















 xx
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y  [8]. 

 

Table 1: Volumes measured at NMISA with VC1005 and calculated volumes from KRISS results. 

Nominal 

mass        

(g) 

NMISA 2016  KRISS 2010 
Agreement of 

results                 

(%) 

Measured  

Volume    

(cm3) 

Calculated 

Uncertainty 

(cm3) 

 Calculated 

Volume      

(cm3) 

Calculated 

uncertainty 

(cm3) 

        50       6.244 41 0.000 50        6.244 69 0.000 78 99.996 

      100     12.490 02 0.000 50      12.489 85 0.000 84 99.999 

      200     24.980 12 0.000 50      24.979 52 0.001 28 99.998 

      500     62.444 93 0.000 71      62.444 49 0.002 89 99.999 

   1 000   125.843 33 0.001 12    125.842 07 0.005 54 99.999 

 

Table 2: Densities measured at NMISA with VC1005 and at KRISS. 

Nominal 

mass          

(g) 

NMISA 2016  KRISS 2010 
Agreement 

of results                

(%) 

Measured 

Density 

(kg/m3) 

Calculated 

Uncertainty 

(kg/m3) 

Accredited 

CMC  

(kg/m3) 

 
Density 

(kg/m3) 

Uncertainty 

(kg/m3) 

      50 8007.16 0.32 8.00  8006.80 1.00 99.996 

     100 8006.38 0.32 5.00  8006.49 0.54 99.999 

     200 8006.37 0.16 5.00  8006.56 0.41 99.998 

     500 8007.05 0.09 5.00  8007.11 0.37 99.999 

  1 000 7946.40 0.07 5.00  7946.48 0.35 99.999 

It can be seen in Table 1 and Table 2 that the volume and density determined by NMISA in year 

2016 are in agreement with those determined by KRISS in year 2010 with an average percentage 

agreement of greater than 99.998%. There is significant improvement in the density uncertainties 

compared to the currently accredited CMCs for NMISA. Graphical representation of densities in 

Figure 5 shows good overlap between NMISA’s and KRISS’ results. 
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Figure 5: Graphical representation of the measured densities. 

5.  Conclusions 

We have accurately measured the volumes and densities of weights ranging from 50 g to 1000 g using 

the automated volume comparator VC1005. The results for density show a significant improvement on 

the accredited measurement uncertainties for NMISA. Through this work, we have demonstrated a 

new achievement of high accuracy volume and density measurements for South Africa by the 

hydrostatic weighing method. Moreover, NMISA’s results for volume and density are in agreement 

with the results that were found by KRISS.  
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Abstract. Light-based techniques continue to gain momentum in different spheres of 

diagnostic and therapeutic applications due to their non-invasive, non-contact properties. One 

such technique is Optical Coherence tomography (OCT). Since first being reported by Huang 

in 1991, OCT has made significant strides in different fields such as dermatology, 

ophthalmology, polymer characterisation and biometrics. The type of OCT system employed 

can be a simple, cost effective solution or a complex, highly specific and fast system depending 

on the application. As part of a larger project, we have designed and built a high speed OCT 

system that can image a large surface area (25 by 25 mm) to a depth of 11 mm (sample 

dependant). Resultant 3-D images (512 x 512 x 2048 pixels) are acquired in less than 3 

seconds. The heart of the system is a 200 kHz swept laser source and two-axis galvanometer 

based scanner. Signal acquisition is made possible through a high-speed analogue-to-digital 

converter capable of speeds greater than 1GS/s. This paper will give an overview of the system 

design and the specifications that have been obtained. 

 

1.  Introduction 

OCT is a non-invasive, non-contact, optical imaging technique that is able to yield sub-surface 

morphology (2D or 3D) of scattering samples in situ and in real time. OCT is often described as the 

optical analogue to ultrasound and uses the technique of low coherence interferometry to compensate 

for the high speed of the backscattered light. The technique was was first demonstrated by Huang in 

1991 [1] and later for a different configuration by Fercher [2]. Since then, it has been applied 

extensively to biomedical applications, especially ophthalmology, dermatology and cardiology [3-6]. 

Many other applications also exist in material science, artwork, biometrics etc. [7-10]. 

 
2.  Basic theory 

The OCT technique involves a broadband (low coherence length) light source, which is split between 

a sample and a reference mirror (reference path). When the difference between the distance travelled 

by the light for the sample and the reference paths is within the coherence length of the light source, 

then interference will occur at the detector. OCT measures the echo time delay and intensity of 

backscattered light. 

The process starts by acquiring an A-scan as shown in figure 1, below. The A-scan provides 

information about the reflective or scattering properties of the sample as a function of depth at a fixed 

position (point) of the sample. The light source can be linearly scanned across a sample to obtain a 
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cross-sectional image (B-scan), which is collection of successive A-scans. The collection of successive 

B-scans results in a volumetric image. 

 

Figure 1. Imaging progression from an A-scan to a 3D surface image. 

 
There are different configurations of OCT but all are based on the same principle. These 

configurations are Time Domain (TD) OCT and Fourier Domain (FD) OCT. TD OCT involves 

scanning the reference mirror back and forth to match different depths in the sample to within the 

coherence length of the light source. Fourier Domain (FD) uses a fixed reference mirror and measures 

the spectral response of the resultant interferogram. The interferogram is encoded in optical frequency 

space and undergoes a Fourier transform to yield the reflectivity profile of the sample. FD OCT can be 

further divided into Spectral Domain (SD) OCT and Swept Source (SS) OCT. Spectral Domain (SD) 

requires a broadband light source for illumination and separates the spectral components with a 

spectrometer. Swept Source (SS) OCT uses a light source which probes the sample with different 

optical frequencies sequentially (swept source). The power is then measured with a single photo 

detector.  

OCT systems operate at different wavelengths (depending on the application) either in the infrared 

(800-900 nm) or in the near infrared (NIR) band (1250–1350 nm). The NIR wavelengths are 

preferable when imaging non-transparent tissue due to the better penetration depth. Ophthalmology is 

performed at 800-850 nm due to the transparent nature of the eye in this band. High-resolution 

applications require shorter wavelengths. Longer wavelengths are considered for samples with higher 

scattering properties. 

 
3.  System design 

The design of an OCT system involves the design of the optical system (light source to detector) and 
the data acquisition system (detector to digital data/image). A few factors need to be considered when 
building an OCT system. These are briefly described below: 

a. The type of OCT system is the first design choice. TD OCT is the simplest and easiest to 

implement but the moving reference mirror mechanism makes it slow. FD OCT systems are faster but 

implementation is more complicated with more computation required to obtain an OCT image. The 

SD OCT system is also known to suffer some signal to noise ratio (SNR) degradation that is not 

prominent in SS OCT systems. SD OCT systems are usually developed in the 800 nm band, due to the 

availability of high speed line scan cameras at these wavelengths but is unsuitable for skin tissue. SS 

OCT operates at 1.3 µm due to the available swept source light sources and uses a single photo 

detector. It has other advantages over the TD and SD configurations including lower noise and does 

not suffer from SNR drop-off, due to the narrow bandwidth of the light source. 

b. The light source firstly depends on the choice of OCT system. The wavelength band of the 

chosen light source is an important specification and is determined by the application. The scan rate is 

also important when considering a SS OCT system. 
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c. The type of detector is dependent on the type of OCT system and application. The sensitivity, 

detection band and speed are important criteria. The resolution of the detector arrays in the SD OCT 

systems should also be considered. Low noise amplification usually accompanies the detector to 

improve the signal to noise ratio.. 

c. The Field of View (FOV) determines the area that is to be imaged. When building an OCT 

system, this is determined by the properties of the scan lens. The FOV also depends on the range of 

the scanning system (e.g. galvanometer). 

d. Sensitivity is another parameter that has an effect on the contrast of the resultant images. The 

choice of photo-detector and digitisation electronics determines the sensitivity. 

 e. Resolution is dependent on the centre wavelength and other properties as described in the theory 

section. 

f. Scan rate refers to the speed with which the 2D cross sections can be imaged. B-scan profiles of 

intensity versus depth are affected by the chosen configuration. For an SD OCT system, the scan rate 

is determined by the camera speed of the detection spectrometer whereas in SS OCT, it is determined 

by the sweep rate of the swept laser source and the speed of the scanning system. SS OCT systems are 

known to provide the highest scan rates. There is a tradeoff between the high scan rate and sensitivity. 

However fast scan rates are required for applications where motion artifacts affect the resultant 

images, such as in cardiovascular imaging and fingerprint acquisition etc. 

g. The speed and resolution of the data acquisition system is important and is determined by the 

choice of electronic components (e.g. analogue to digital converter). The configuration of the data 

acquisition system may vary slightly depending on the type of OCT system and the target application. 

 

4.  Optical system design 

The first design choice is the type of OCT system. Our requirement was to build a high speed OCT 

system to capture images of skin tissue within a few seconds. Based on the literature review, this could 

be achieved through a SS OCT system at 1.3 µm. A fiber-coupled, 200 kHz swept source laser 

(Thorlabs SL1310V1-20048) with a custom built Michelson interferometer with fibre coupled detector 

was used. The fiber coupled sample arm feeds into a large area scan lens, such that the light can be 

directed to the sample to be imaged. The reference arm is also fiber coupled and directed towards a 

mirror. This setup is shown in figure 2.  

 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 2. Optical layout of SS OCT system and a photograph of the initial test setup in the laboratory. 

 

 

5.  Data acquisition system design 

Speed and resolution of the data acquisition are important when considering data capture in a SS OCT 

system. The main component is high-speed analogue to digital converter (ADC), which converts the 
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detector signal to digital data for storage. A layout and interconnections between all the main 

components in the data acquisition system is given in figure 3. The system can be divided into three 

main sections: the PC, the Scanner and the Optical interface. The high speed PC houses the digital to 

analogue converter (DAC) card for the scanner control and synchronisation, the ADC card, which 

interfaces mainly with the laser and optical detector. The scanner includes the XY galvanometer and 

the power supplies and driver electronics. The optical interface includes the laser interface and the 

photodiode detector. The swept laser source provides two main signals i.e. the DAQ trigger and the 

DAQ k-clock. The rising edge of the digital DAQ trigger signal indicates the time for the next A-scan 

and the k-clock trigger, trigger the capture of samples within a single A-scan. As the laser sweeps in 

wavelength, the k-clock trigger rising edge indicates the time at which the laser has swept to the next 

wavelength increment. The bottom right plot in figure 3 shows the laser output signals involved. The 

A-scan trigger (DAQ trigger) occurs at 200 kHz and K-clock trigger occurs at ~1 GHz.  

The framestart signal is generated by the DAC and triggers the capture of successive B-scans. The 

top right plot in figure 3 indicates how the fast (X) and slow (Y) axes are controlled to rasterise the 

sample surface. The signals are generated by the DAC and synchronised in software. The framestart 

signal is delayed to compensate for the change in direction of the fast axis and to allow for both axes 

to stabilize into a linear motion. The fast axis is scanned at 180 Hz. 

The high bandwidth signal from the detector is captured by the analogue to digital card (ChA) 

which can sample at rates up to 1.8 GHz. The ADC is optimised for high-speed data capture and uses 

an Auto-DMA mode, which captures data continuously to onboard dual port memory and 

simultaneously streams the acquired data to the PC memory at a slower rate. Capturing data in a SS 

OCT system also involves some data processing, in particular, an inverse Fast Fourier Transform 

(FFT) is required. The ADC card used has a field programmable gate array (FPGA) which allows the 

reali time computation of the FFTs This is done via the software interface. 

These two features along with the ability to be triggered externally for both A- and B-scans ensure 

that all large volumetric scans can be captured in under 3 seconds without any data loss. At 12-bit 

resolution, the resultant data file size is ~1 GB. The software interface, which generates the scanner 

control signals and synchronises them with the data capture, is coded in LabVIEW. 

 

Figure 3. Schematic layout of the data acquisition system and the different timing and scanner control 

signals. 
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6.  Mechanical system design 

The prototype system was integrated into a custom-built enclosure after initial tests were performed in 

a lab setup. The enclosure was fitted with wheels for easy mobility. Figure 4 below, shows a 

schematic of the system layout.  

 

 

 

 

 

 

 

 

 

 

Figure 4. A schematic layout and 3D model of the integrated system in the trolley enclosure. 

 
The top of the trolley has an optical breadboard on which the optical, opto-mechanical components, 

XY scanner and some electronics are fitted and housed in a shielded box. The ‘optical box ‘shields the 

components against dust and electromagnetic interference and has a port for the electrical and optical 

fiber connections and a port for the laser output beam. The swept source laser and power supplies for 

the scanner and detector are installed on the lower level. The PC, which is connected to the laser 

source and optical box, is installed on the second level with the mouse, PC screen and keyboard on 

top, next to the optical box. 

 

7.  System specifications 

The system specifications are summarised in table 1 below and a photograph of the system built into 

the mechanical enclosure is shown in figure 5. 

 

Table 1. Summary of system specifications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. A photograph of the system. 

OCT system type Swept source 

Laser scan rate 200 kHz 

Centre wavelength 1310 nm 

Bandwidth 104 nm 

Max. image area  25 mm x 25 mm 

Max. image depth 11 mm 

Area resolution 512 x 512 pixels 

Depth resolution 2048 pixels 

ADC Sampling rate 1 GHz 

ADC voltage range +/- 400 mV 

B-scan rate 180 Hz 

3D image capture time 2.8 s 

File size (12 bit) 1 GB 

Data transfer rate 2500 Mb/s 
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8.  Conclusions 

A swept laser source OCT system has been built and tested at the CSIR National Laser Centre 

(NLC), which involved the design and integration of an optical system as well as a high-speed data 

acquisition and control system. The prototype was constructed and installed into a mobile enclosure. 

Initial results have indicated that the system provides valid 3D image data, at adequate resolutions, for 

numerous applications. Our partners at CSIR Modelling and Digital Science (MDS), have confirmed 

that the speed of the data acquisition system is comparable with other systems available worldwide 

[11,12] for biometric applications (3D fingerprint acquisition) where larger areas and higher speeds 

are required. Research is ongoing in this application area and a future paper will provide a description 

of the system test results. 
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Abstract. As technological development is advancing towards the use of powder metallurgical 
(PM) processed stainless steels for automotive and structural applications, 2507 duplex 
stainless steel have gained considerable scientific attention and technological interest due to 
potential benefit associated with their unique properties such as corrosion and oxidation 
resistance and good formability. However, application of this material is hindered by its low 
mechanical strength and poor anti-friction properties resulting from the elongated porosity 
which acts as stress concentration sites that could lead to premature and brittle failure at a 
relatively lower load. These drawbacks can be improved using appropriate technology. Effort 
was made in this study to reinforce 2507 stainless steel with TiC particles and consolidate with 
spark plasma sintering (SPS). A relative density of 99.7% and Vickers hardness of 289.7 HV 
was obtained for 2507 DSS sintered at 1000 oC. The hardness value of 2507 stainless steel 
containing 10 vol%TiC was found to be 296.03 HV. The microstructure of the material 
produced was investigated using SEM.  

1. Introduction 
Technological developments of advanced materials for better industrial applications are ongoing. 
Powder metallurgy is one of the methods used in synthesizing these material composites as in 
processed steels for automotive and structural applications [1,2]. Powder metallurgy gives good 
densification, low cost net-shaping, relatively low-temperature processing, high material utilization 
(95%) and the ability to tailor microstructures for specific applications [3].  

One such material, 2507 duplex stainless steel, has gained considerable scientific attention and 
technological interest due to its unique properties such as corrosion resistance, oxidation resistance 
and good formability. These properties are attributed to the relative high Cr (25 wt%), Ni (7 wt%) and 
Mo (4 wt%) contents as compared to other steels [4]. Typically, 2507 duplex stainless steel finds 
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applications in hostile environment such as in desalination plants, oilrig structures, firefighting 
systems, chemical process industries, among others [4]. The Fe component has a mixed microstructure 
of austenite and ferrite in 50/50 ratio. 

However, Duplex 2507 stainless steel, in temperatures above 250 °C, forms intermetallic phases, 
becomes brittle and compromises its useful mechanical and physical properties such as corrosion 
resistance and hardness [5]. In other to improve duplex 2507 properties, and possibly enhance its 
temperature limitation, various attempts such as adding ceramics particulates have been undertaken [6, 
7]. Among the materials of choice, Titanium Carbide (TiC), Titanium Nitride (TiN) and Titanium 
Carbo-Nitride (TiCN) have emerged as good reinforcements to austenitic stainless steels due to their 
excellent properties - high hardness, low density, high melting temperature, high modulus, excellent 
wear and corrosion resistance, good wettability and stability in steel melt [8]. In addition, TiC particles 
are thermodynamically stable in an iron alloy matrix at the low sintering temperatures, with practically 
negligible (0.5–1%) solubility [9]. This limited solubility might have resulted in the formation of the 
(Fe, Cr)-rich precipitates at the interface which contributed to the improved strength of the component 
[9]. However, homogeneous mixing and fabrication of ceramics and steel powders into useful material 
composite has been daunting task due to surface contamination of impurities [10] and the creation of 
unwanted pores that affect densification [7] of the final composite product [1].  

Lin and Xiong [11] investigated the microstructure and mechanical properties of 316L stainless 
reinforced with TiC prepared by microwave sintering and warm compaction. They reported that the 
relative density, hardness and abrasive properties of 316L stainless steel could be improved by using 5 
wt.% TiC particles as reinforcements in composites towards a maximum relative density of 94.8%.  

Spark Plasma Sintering (SPS) brings some exceptional advantages into the sintering of materials 
due to its unique features [12]. The accurate control of sintering temperature as well as high 
temperature up ramp speed makes SPS a promising technique for producing highly dense materials 
with controlled grain growth [12]. Li et al. [12] reported on rapid fabrication of in-situ TiC particulates 
reinforced Fe-based composites by spark plasma sintering. They obtained a maximum relative density 
of 99.2% at the following sintering consolidation: applied heating rate from room temperature was 
about 80 °C/min until sintering temperature of 1150 oC, holding time and pressure of 5 minutes and 30 
MPa in vacuum, respectively.  

In the present study, attempt to reinforce 2507 duplex stainless steel powder of average size 3 – 40 
µm with TiC powder (2 - 15 µm) of different compositions (10, 15 and 20 vol.%) was undertaken. The 
objectives were to check for good sinteribilty, densification and hardness of the composites. Two 
sintering consolidation temperatures used were 1000 oC and 1100 oC.  

2. Materials and methods  
2.1. Feed stock powder and characterization 

Dry elemental mixing of the powders were performed with 3 stainless steel balls (9.5 mm diameter) in 

a Turbula T2F mixer at a rotating speed of 72 rpm for a period of 4 hours. The High Resolution 
Scanning Electron Microscope (HRSEM Joel 7600F) equipped with Energy Dispersion X-ray (EDX) 

was used to check the homogeneity of the powder mixture. 

 2.2. Consolidation and characterization of sintered samples 
The powder mixtures were consolidated by Spark Plasma Sintering (HPD 25, FCT System GmbH, 

Germany) furnace. The powders were loaded into a graphite die 30 mm diameter and a sintered 

sample thickness obtained was 5 mm. A minimum load of 10 kN (14.1 MPa) was applied to establish 
good electrical contact between the powder particles and the die assembly. The consolidation was 

carried out under a vacuum of 0.56 mbar. The mixed powders were uniaxial pressed at 50 MPa.  

2.3. Characterization of the sintered samples 
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The densities were measured using the Archimedes’s principle method. Samples for analysis were cut 

in a plane perpendicular to the pressing direction, hot mounted and grinded using different sizes of 

silicon carbide paper ranges from 120 to 1200 grit. The samples were then polished using 3 μm 
diamond suspensions on a polishing cloth for 5 minutes at a speed of 300 rpm. The final polishing was 

done with 1 μm diamond paste. The microstructure investigation was performed on the polished 

surface using HRSEM equipped with EDS analysis.  Microhardness measurements were made on the 
as-polished specimens using the Vickers microhardness tester at 100 g load for 15 s. The samples’ 

surfaces were indented randomly at five different positions for each sample and the average hardness 

values were recorded. The fracture surface of 2507 stainless steel containing TiC was analysed to 
evaluate the sinterability of material and TiC bonding into the matrix. 

 3. Results and discussion 

Figure 1 shows the SEM micrograph of 2507 stainless steel powder particles. The starting powders 
revealed spherical shape and agglomerates of smaller particles. The micrograph also shows that the 

powder particles size ranged from 3 µm to 40 µm.  

 

 

Figure 1. SEM micrograph of 2507 stainless 
steel powder  

Figure 2 shows the SEM micrograph of the as-received TiC powder particles. The particles were 

jagged and large fractured irregular surface. Also seen in the micrograph are inherent pores created 
because of the high reaction heat released during the powders’ formulation. 

 

 

Figure 2. SEM micrograph of TiC powder  
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Sintering of crystalline materials can occur by several mechanisms such as surface diffusion, lattice 
diffusion, grain boundary diffusion and dislocation motion. All these processes are temperature 
dependent. An increase in temperature would cause the diffusion of atoms and this would results in 
necking as well as shrinkage (densification) [13]. Table 1 summarizes the relative density of the neat 
2507 stainless steel and that with the TiC composites. A relative density of 99.7% was obtain for as-
received – neat - 2507 sample at both sintered temperatures at 1000 oC and 1100 oC.  The high 
densification could be ascribed to the spherical shape and size as well as the enhance activation of 
plasma which resulted in large quantity of necking and welding of constituents [14]. Good sintering 
was therefore achieved for the neat 2507 stainless steel. 

The increasing content of TiC particles reduced the relative density of 2507 DSS/TiC composite 
samples, sintered at both temperatures. The reduction was due to the low specific weight of the TiC 
particles [7] and the formation of micro-voids in the constituents (spherical dimples - see figure 4). 
However, for the same composite, increase in temperature, produced higher densification because of 
grain size expansion and the reduction of pore volume/void size.   
 

Table 1. Results of the relative densities and microhardness of sintered sample 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 shows the SEM micrograph of 2507 stainless steel matrix reinforced with 20 vol% TiC 
sintered at 1100 oC with holding time of 5 minutes. The image shows the composites have a uniform 
distribution of the hard but less dense TiC (dark patches in Figure 3) within the matrix without cracks.  

The measured microhardness of the neat 2507 stainless steel samples was 289.70.2 HV. The value 
did not change for the sintered temperatures at 1000 and 1100 oC.  Measured microhardness value, 
however, decreased with TiC content additions at a particular sintering temperature; and this could be 
due to the reduction in their densities value. This is contrary to Lin and Xiong [10] reported result. 
They found that the hardness of composites of TiC in 316L stainless steel increase with increasing TiC 
content. Possible reason for the present result could be due to the jagged shape of the TiC powder and 
the sintering temperatures used. Clearly, (see the indicated ‘inert’ TiC in Figure 4) there was not 
adequate sintering of the composites at the chosen consolidation parameters – temperatures, uniaxial 
pressure and dwell time – that should have been increased. However, the hardness value of the 
composite matrix with addition of 10 vol.% TiC, increased from 281.7 (at 1000 oC) to 296.3 HV (at 
1100 oC). This indicated 1100 oC to be better sintering temperature than 1000 oC. Furthermore, 
measured values of the other composites also showed about 5% (15 vol% TiC) to 8% (20 vol% TiC) 
microhardness increase from sintering temperatures of 1000 to 1100 oC.  The increased hardness is 
attributed to possible segregation of impurity elements (N and C) from the bulk to the surface resulting 
in the formation of harder nitrides and carbides.  

Figure 4 shows the fractograph of 2507 stainless steel reinforced with 10 vol% TiC sintered at 1100 
oC and hold for 5 min. The fractograph reveals dimple structure – a sign that reveals microvoids in the 

Sample vol.%  Consolidation condition 

(temperature) at 50 MPa, heating 

ramp rate 100
o
C/min and holding 

time of 5 min 

Density 

(%) 

Microhardness 

(HV) 

2507 DSS 1000oC 99.7 289.70.2 
2507-10TiC 1000oC 97.3 281.70.5 
2507-15TiC 1000oC 95.5 266.90.7 
2507-20TiC 1000oC 93.2 259.11.2 
2507 DSS 1100oC 99.7 289.70.2 
2507-10TiC 1100oC 98.3 296.30.3 
2507-15TiC 1100oC 97.6 281.40.6 
2507-20TiC 1100oC 94.7 279.90.8   

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 430



 
 
 
 
 
 

 
 

intra- and inter-bonding of the components. Some sections of the figure also show physical (other than 
metallurgical) bonding between the matrix and TiC indicating incomplete sintering at 1100 oC.  
 

 

Figure 3. Distribution of 20%TiC in 2507 DSS 
at 1100 oC 

 

 

 

Figure 4. Fractopgraph of 10%TiC in DSS 
composites sintered at 1100 oC  

 

4. Conclusion 
A processing technique was developed to incorporate different TiC compositions homogeneously into 
the 2507 stainless steel matrix and consolidated by Spark Plasma Sintering. Composite hardness does 
not just increase with increasing TiC content but depends on factors such as sintering temperature, 
powder size and shape, composite densification and perhaps a critical vol.% of the TiC in the matrix. 
The 2507 DSS-10 vol.%TiC consolidated at 1100oC was found the hardest (296.3 HV) and best dense 
composite (relative density of 98.3%).    
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Comparison of measurement results obtained from three 
different calibration systems for performing accelerometer 
calibration 

M L Temba, V Tyalimpi 
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Laboratory, Private Bag X34, Lynnwood Ridge, 0040, South Africa 

Abstract. The vibration laboratory of the National Metrology Institute of South Africa (NMISA) 
has recently acquired new low frequency exciters, in replacing the old low frequency exciters. 
These exciters are to be used with the secondary vibration calibration system to disseminate 
measurement in low frequency ranges down to 0.2 Hz, on the secondary level. A study wherein 
the calibration results (from the three different laboratory systems) were compared has been 
undertaken in order to establish how well the new secondary system performed. Calibration 
measurement results from three different laboratories that used different calibration 
methodologies, i.e. methods in compliance to ISO 16063-11 and ISO 16063-21 standards, and 
systems were compared. A transducer that was calibrated at SPEKTRA and at NMISA using the 
primary calibration method was used as the transfer standard to compare with the results obtained 
using the new secondary setup. The results showed that the new secondary system performed 
quite well, with its results agreeing with those from the other laboratories, at primary level, to 
within at least 90%. This was illustrated by the values of the Pearson correlation coefficient r 
and the p-values. 

1.  Introduction 
When re-calibrating an accelerometer for sensitivity and phase response as a function of frequency, the 
resonance frequency of the transducer should be included in the range of frequencies to be tested. This 
can be a challenge to the calibration laboratories that try to perform a calibration with minimised 
measurements uncertainty in a cost effective manner. 

Two categories of accelerometer calibration applicable to vibration measurements; primary and 
secondary, were utilized. By definition, primary calibration provides direct traceability of a 
measurement to international recognised fundamental or derived units for physical quantities [2]. 
Secondary calibration, in contrast, uses a reference transducer, which itself has been calibrated and 
traceable to a primary standard [3].  It therefore, follows that secondary calibration will have 
uncertainties of measurement that are larger than primary calibrations, since every step in the calibration 
chain adds to uncertainty of measurement (UOM).  

Recently the secondary vibration laboratory of the Acoustics, Ultrasound and Vibration has acquired 
a full medium frequency vibration system in replacement of an aging system they had. This new 
vibration system has brought a great improvement as it covers a wider frequency range of 3 Hz to 10 
kHz, better than the previous system that could only cover ranges from 10 Hz to 10 kHz. 

Additionally, two low frequency exciters (horizontal APS 113 and vertical APS 113, see Figure 1) 
were purchased to improve the laboratory capability in covering the low frequencies ranges.  The two 
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exciters couple with the medium frequency system, expanding the frequency range in order to make 
measurements from 0.2 Hz up to 200 Hz, overlapping with the medium frequencies. 

Two low frequency accelerometers were selected for the experiment, in order to verify and 
commission the low frequency exciters used with the medium vibration system. The measurement 
results obtained from the manufacturer SPEKTRA on both accelerometers were considered and 
compared to the measurement results obtained from the NMISA primary and secondary laboratories, in 
the range of 0.2 Hz up to 63 Hz. 

2.  Transfer Standards 
Two back-to-back capacitive accelerometers (listed in Table 1) coupled with power amplifier units were 
selected to be used for the work. Accelerometer B forms part of the low frequency exciters recently 
acquired, with A already in use as a low frequency standard in the primary laboratory. Both 
accelerometers were initially calibrated by SPEKTRA before they were supplied to NMISA.  

 
Table 1. Accelerometers used for the comparison, with B used as a transfer standard for A. 

Accelerometer Lab ID Manufacturer Model Number Serial Number 
A VS-STD-08 PCB 3701G2FA3G 8790 
B VS-STD-21 PCB 3701G2FA3G 8973 

  
Accelerometer B, was used as reference standard (REF) on the secondary system (Horizontal APS 

113, Figure 1) while accelerometer A was used as the unit under Test (UUT). Various combinations of 
inter-calibration were used to verify the system using the low frequency exciters in the horizontal 
configuration. 
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Figure 1. Secondary calibration system schematic. 
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3.  Calibration System 
Discussion about accelerometer calibration often refers primarily to the measurement of voltage 
sensitivity over a certain frequency range. The most commonly used way to calibrate accelerometer 
sensitivity is by comparison to a reference transducer, generally another accelerometer designed to have 
stable low noise sensitivity in the conditions of calibration. This secondary method is performed by 
back-to-back measurements, typically as a stepped sinusoid across an appropriate frequency range. The 
UUT is mounted in a back-to-back arrangement against a reference accelerometer and both sensors are 
subjected to a common mechanical excitation (see Figure 2). Since the motion input is assumed the same 
for both devices, the ratio of their outputs is also the ratio of their sensitivities, and the UUT sensitivity 
can be expressed by the following equation: 

 
 

!""#$ % $ !&'( $ )
*""#
*&'(

$ )
+&'(
+""#

 (1) 

where: 
 !""# is the UUT sensitivity in mV/g, mV/(m! s-2), pC/g or pC/(m! s-2), 
 !&'( is the reference transducer sensitivity in mV/g, mV/(m! s-2), pC/g or   
  pC/(m! s-2), 
 *&'( is the reference channel output voltage in mV, 
 *""# is the UUT channel output voltage in mV, 
 +""# is the UUT conditioner gain in mV/mV or mV/pC, 

 +&'( is the reference conditioner gain in mV/mV or mV/pC. 
 

 

 
Figure 2. The back-to-back accelerometer calibration setup. 

 

Accelerometer calibrations in the primary laboratories are performed using the primary calibration 
methods, with laser interferometry, in compliance with ISO 16063-11 method number three                 
(Sine approximation method) [2]. The transducer is exposed to the sinusoidal acceleration which is 
applied by means of an electrodynamic vibration exciter. The output of the transducer is compared to 
the acceleration measured with the laser vibration meter on the exciter’s surface. 

4.  Calibration results 
4.1.  SPEKTRA results 
As per ISO 17025 requirement and best metrology practice, all new measurable equipment purchased 
shall be supplied with a calibration supporting documents, as such the selected accelerometers that were 
used for the exercise had calibration certificates from the supplier. These results are identified as 
SPEKTRA results (see Figure 3).  

4.2.  NMISA Primary vibration laboratory results  
Upon receiving any system or measuring equipment from supplier, the system needs to be verified and 
calibrated as part of the system commissioning and maintenance procedure.  The two accelerometers 

Direction of 
Vibration

REF 

UUT 

Shaker / Exciter 
Table 
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(VS-STD-08 and VS-WSTD-21) were also verified in the primary laboratory. The VS-STD-08 results 
obtained from primary calibration were also considered for the exercise (see Figure 4). 

4.3.  NMISA Secondary vibration laboratory results 
The secondary vibration laboratory used the CS18 medium frequency system coupled with the new low 
frequency vibration exciter and VS-WSTD-21, as the reference standard, in calibrating VS-STD-08.  
The results obtained are used for the performance comparison of the system and are illustrated in     
Figure 5. 

 
Figure 3. VS-STD-08 sensitivity values from a 
SPEKTRA calibration certificate plotted against 
frequency, with uncertainties overlaid as error 
bars. 

 
Figure 4. VS-STD-08 sensitivity values from a 
NMISA primary vibration laboratory calibration 
certificate plotted against frequency, with 
uncertainties overlaid as error bars. 

 
Figure 5. VS-STD-08 sensitivity values from a 
NMISA secondary vibration laboratory 
calibration certificate plotted against frequency, 
with uncertainties overlaid as error bars. 

 
Figure 6. Sensitivities of the VS-STD-08 
accelerometer plotted as a function of frequency, 
obtained from three different laboratories; 
SPEKTRA, NMISA primary and secondary 
vibration laboratories. 
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Figure 6 illustrates overlaid graphs of sensitivity measurements of the vibration’s laboratory standard 
accelerometer VS-STD-08 from the three laboratories plotted against frequency. The results from the 
SPEKTRA and NMISA primary vibration laboratory are illustrated with the blue and yellow graphs 
respectively. The grey graph represent the results obtained from the NMISA secondary vibration 
laboratory. For this set of results, a laboratory working standard accelerometer VS-WSTD-21, traceable 
to SPEKTRA, was used as a transfer standard.    

4.4.  Correlation 
Results from the three laboratories were then plotted against one another to try and establish any linear 
relationship between the results obtained from the different laboratories. Figures 7 to 9 illustrate such 
relationships. Equation (2) was used to calculate the Pearson correlation coefficient r between a pair of 
data from the three laboratories. 

 
𝒓 =

(𝒙𝒊 − 𝒙)(𝒚𝒊 − 𝒚)𝒏
𝒊4𝟏

(𝒙𝒊 − 𝒙)𝟐𝒏
𝒊4𝟏 (𝒚𝒊 − 𝒚)𝟐𝒏

𝒊4𝟏
 

(2) 

The r values between the results of the VS-STD-08 from the NMISA secondary laboratory and those 
from SPEKTRA and NMISA primary laboratory were found to be 0.96 and 0.90, respectively, an 
indication of a very strong linear relationship between the datasets. A significance test was performed 
on the r values to establish confidence that these values were indeed significantly different from zero 
(𝑝	 < 	0.001). 

   

 
Figure 7.  A comparison of VS-STD-08 
sensitivity measurements from SPEKTRA and 
NMISA primary vibration laboratory with the 
correlation coefficient r displayed. 

 
Figure 8.  A comparison of VS-STD-08 
sensitivity measurements from SPEKTRA and 
NMISA secondary vibration laboratory with the 
correlation coefficient r displayed. 
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Figure 9.  A comparison of VS-STD-08 
sensitivity measurements from NMISA primary 
and secondary vibration laboratories, with the 
correlation coefficient r displayed. 

5.  Discussion and conclusion 
A vibration laboratory standard accelerometer was calibrated in three different laboratories. Figure 6 
shows a similar trend observed from all three graphs with the difference less than 1.5% between the 
furthest points. This agreement is further emphasised by the correlation coefficients displayed on Figures 
7, 8 and 9. The correlation results indicated that the strength of association between the variables is very 
high (𝑟	 >= 	0.90), and that the correlation coefficients are significantly different from zero                
(𝑝	 < 	0.001). This linear relationship is also visually observed on these figures. The deviations 
observed at lower frequencies (or lower sensitivity values) could be attributed to the transverse motion 
due to the different mounting techniques of the three different systems.  

From the exercise, two objectives were attained. The low frequency results from the three 
laboratories using different systems and methods; SPEKTRA, NMISA Primary vibration laboratory 
using a primary calibration method and NMISA secondary laboratory using a back-to-back method, 
were found to be comparable. The verification of the newly acquired low frequency exciter coupled to 
the medium vibration system has been successfully achieved. Based on this work, the low frequency 
measurements capability in the range of 0.2 Hz to 63 Hz from the secondary vibration laboratory was 
assessed and approved by South African National Accreditation System (SANAS) for accreditation.  

Therefore, the back to back method is a valid method to be used in the secondary laboratories, for 
low frequency measurements, with the results comparable to those of the primary laboratories.       
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Abstract. Solar power generation efficiency is not only a function of the detector technology 
and configuration, but also depends on the amount, spectral distribution and angular profile of 
sunlight at ground level. This paper reviews some common techniques used to estimate the solar 
photon field at its interface with the detector. It examines the suitability of the associated light 
transmission and scattering models from a physical perspective under atmospheric conditions 
representative of the dry South African western plateau (where most local solar power stations 
are planned to be sited). The article concludes with a presentation of a simple ground-level 
spectral irradiance model formulation specific to South African condition that is readily 
adaptable to site conditions. Applied to the configuration and spectral responsiveness of a solar 
device this model is expected to yield better estimates of electricity generation than many 
internet-based tools commonly used for this purpose. 

1.  Introduction 
South Africa is witnessing a massive growth in its solar energy generation capacity. This is manifested 
both by the construction of large solar power stations, as well as small scale installations such as rooftop 
photovoltaic modules and solar heaters [1]. 

Much research effort has been directed towards the achievement of greater energy solar conversion 
efficiency in the employed technologies, as well as improving the cost efficiencies. In comparison, 
relatively little work has focused on the determination of the available ground-level radiation and its 
spectral properties. The effect that these factors have on the determination of the energy yield of a solar 
power device is often not fully appreciated. The characteristics of the ground-level solar radiation are 
determined by the interplay between the solar photons and the atmosphere. The nature of the latter is to 
a significant degree location dependent, and also exhibits seasonal trends. 

Atmospheric models used in solar irradiance calculations therefore need to be adapted to local 
circumstances, and this has only been done on a limited scale in South Africa. This paper seeks to 
summarize the main factors to be considered, and suggests parameters considered suitable for use in 
local irradiance modeling. 

2.  Theory 

The solar irradiance measured at ground level is a function of both the solar zenith angle ζ (i.e. the angle 
the solar beam makes with the vertical), the height h of the site above sea level and the composition of 
the atmosphere above the site. 
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First and foremost, the zenith angle, in conjunction with a module tilt angle, determines the so-called 
cosine losses of the incident radiation [2]. Other physical parameters significant for such a study are 
summarized in the following sub-sections. 

2.1.  Airmass 
The airmass m [3] represents the relative atmosphere traversed by the unscattered solar beam to reach 
ground level. It is measured in units of the equivalent of the medium crossed along the vertical path 
from the outer atmosphere to sea level. Therefore if the solar zenith angle is 0° at sea level, then m = 1. 
It is easy to show geometrically that for other zenith angles the airmass may be approximated by 

 ζsec≅m   

The formulation above requires the assumption that we make a local ‘flat Earth’ approximation, as 
otherwise the Earth curvature causes this expression to gradually diverge from the true airmass with 
increasing ζ. For locations above sea level, the amount of atmosphere above the site is smaller. The 
fraction of atmosphere compared to the sea level atmosphere is sufficiently accurately described by the 
pressure ratio p/p0, where p is the site atmospheric pressure and p0 is the corresponding quantity at sea 
level. A good approximation of the atmospheric pressure as a function of h (when measured in meters) 
is given by the barometric formula 

 ( )8400/exp0 hpp −=  .  

2.2.  Optical thickness 
The optical thickness indicates the degree to which a beam of light is attenuated when traversing a 
medium. If σ is the solar irradiance at the top of the atmosphere and the transmitted fraction is given by 
φ, then the direct beam irradiance I recorded at the solar power generating site is 

 ( ))(exp)(),()()( λτλσλφλσλ mmI −==   

The factor τ is a measure of the atmospheric turbidity, and is referred to as the optical depth. It turns out 
that this factor is the algebraic sum of the partial optical depths for each of the constituents accounting 
for atmospheric light beam attenuation: 

 )()()()()()( λτλτλτλτλτλτ AWGOR ++++=   

where the subscripts represent Rayleigh scattering, ozone, other gases, water vapour and aerosols 
respectively, and these quantities may further be designated as follows [4]. 

• The Rayleigh optical thickness is strongly wavelength dependent, with τR(λ) very nearly 
proportional to λ–4 and the quantity otherwise only dependent on near-constant atomic 
parameters.  

• The ozone optical thickness τO(λ) is very high at the violet end of the optical spectrum, but 
relatively insignificant at other wavelengths. It is a function of the atmospheric ozone 
concentration, which undergoes annual oscillations with an overall downward trend. 

• The near-constant trace gas optical thickness τG(λ) includes the contributions due to spectral 
absorption by atmospheric gases such as N2, O2, CO2 and CH4. Only very few of these transitions 
are in the spectral range to which photovoltaic modules are sensitive. 

• The water vapour optical thickness τW(λ) is a function of the amount of water vapour above a 
site, which is strongly dependent on meteorological conditions. 

• The aerosol optical thickness τA(λ) depends on the particle type, size and optical properties in 
addition to the particle concentration. It is frequently parameterized in the form τA = βλ–α, where 
β becomes a measure of the concentration, while α, which ranges between 0 and 4, becomes an 
indicator of the other aerosol properties. There have been determinations of representative α 
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values for common aerosol types, but these are associated with considerable uncertainty [5]. 
Atmospheric aerosols depend on processes and conditions at the sources of generation, as well 
as meteorological factors, and therefore this term is the most difficult to model. This term is as 
a result also the greatest contributor to uncertainty in the scattered light contribution. 

2.3.  Scattered light 
In addition to photons from the direct solar beam, photovoltaic modules also receive a fraction of their 
incoming radiation from skylight, i.e. from photons deflected by scattering events elsewhere in the sky. 
This component is referred as the diffuse irradiance. The characteristics of this diffuse component thus 
also depend on local conditions. 

The number of scattering events depends on the optical thickness for each attenuating process. In 
addition, one needs to look at the distribution of the angle of deflection for the scattering process. We 
can here differentiate between scattering due to small particles, and that involving larger particles. 

When the scattering centre is significantly smaller than the wavelength, the beam experiences 
Rayleigh scattering for which the distribution of the scattering angle θ is described as follows:  

 ( ) )cos1( 2 θθ +µΦ R   

When however the particle size becomes comparable to the wavelength, the scattering process is 
referred to as Mie scattering, and the angular distribution probability is determined by the Henyey-
Greenstein function [6] 

 ( )
( ) 2/32

2

cos)(2)(1

)(1
,

θλλ

λ
θλ

gg

g
A

−+

−
µΦ  ,  

where the asymmetry factor g depends on the particle type, but is normally in the range 0 < g < 1. 

3.  PV module calibration procedures 

Photovoltaic modules are rated according to illumination tests usually performed under laboratory 
conditions. In order to standardize the testing, the convention has been adopted to approximate the 
insolation conditions on the module as follows. 

• The spectral distribution of the incident light should match what has become known as the 
AM1.5 spectrum, which has been adopted as a standard by the American National Renewable 
Energy Laboratory (NREL). It is supposed to approximate the sea level solar spectrum for an 
airmass 1.5 solar beam under typical conditions for that country. 

• Furthermore, the total radiative power incident on the module should amount to 1 kW m–2 at a 
90° angle to the surface. 

• The PV module must be maintained at a temperature of 25°C throughout the test. 
In practice it is practically impossible to reproduce the spectral characteristics of the solar spectrum 

in a laboratory. Hence lamps with different types of spectra are used, which must then be periodically 
calibrated against measurements of real sunlight, to ensure that the lamp calibrations can provide a 
realistic total (rather than spectral) measure of the power converted to electricity by the module. 

4.  Parameters appropriate for South African conditions 
The irradiation of solar modules in South African conditions differs from the calibration environment 
in the following important respects. The local latitudes are such that the solar zenith angle near mid-day 
is smaller than for the northern mid-latitudes where the biggest concentrations of solar power 
installations are found. Much of South Africa also sits on a plateau, and large parts of the country are 
considered semi-arid as a result of low cloud frequencies. The vast oceanic areas to the west, east and 
south of the country contribute to overall lower concentrations of aerosols associated with fires, dust 
and human activity. 
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4.1.  The characteristic airmass 
The solar airmass is constantly varying with the changing solar position throughout the day, and the 
solar track across the sky is seasonally dependent. It is possible to determine a characteristic (daylight) 
solar airmass at a location by tracing the solar zenith angle as a function of time, and determine the 
median value of ζ over successive fixed time intervals. Multiplying this with the site relative zenith 
airmass (given by p/p0), this leads to this representative site airmass value. Table 1 lists these values in 
the fourth column for a series of sites of interest, together with their geographical latitudes and altitudes 
above sea level. The first such site is the city of Washington in the USA, which is included here for 
comparison purposes. Then the table lists the three major South African urban centres. The final six 
rows in Table 1 present six of the new South African solar power plants (chosen to provide a wide spread 
in regional location and latitude). 

Utilising the airmass values determined in this manner is slightly misleading for the type of analysis 
being carried out here. Crucially, the total amount of solar power collected is in most circumstances 
significantly lower when the Sun approaches the horizon (i.e. when ζ approaches 90°). This is 
particularly the case when photovoltaic technologies are employed that do not involve tracking the solar 
part. Even when this is the case though, the total light reaching the solar module becomes less at high 
zenith angles due to the greater atmospheric light losses. 

If we analyse the case where PV modules are placed horizontally, the angle θ that the normal to the 
PV module makes with the solar beam becomes identical to ζ. If we ignore the decreasing transmissivity 
of the atmosphere at high ζ, and only apply the so-called cosine losses resulting from a misalignment of 
the module with the Sun, we find that the amount of solar energy collected is then equal to cosθ. It is 
therefore far more appropriate to introduce a weighting factor equal to cosθ in our calculation of the 
average airmass. The weighted average airmass mweighted was therefore determined using the formula 
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This value has also been calculated for all the sites in Table 1, and is given there in the final column. 
It is probably not surprising that the value of this quantity for Washington DC amounts to almost exactly 
1.5, which explains the choice of the AM1.5 model for the United States. 

 
Table 1. Latitude and altitude for selected sites, together with average and weighted airmasses. 
     

Site Latitude (°) Altitude (m) (p/p0)sec<ζ> mweighted 

Washington DC, USA +38.889 9 1.923 1.502 

Johannesburg CBD –26.198 1732 1.364 1.104 

Cape Town CBD –33.930 27 1.806 1.433 

Durban CBD –29.859 8 1.732 1.390 

Soutpan Solar (Limpopo) –22.992 827 1.480 1.206 

RustMo Solar (Marikana) –25.738 1223 1.443 1.169 

Kathu Solar –27.601 1142 1.481 1.195 

Khi Solar (Upington) –28.540 839 1.549 1.247 

Ilanga Lethemba (De Aar) –30.595 1253 1.505 1.205 

Vredendal Solar –31.634  110 1.743 1.392 
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The South African sites however have significantly lower weighted average airmasses, due to their 
more equatorial latitudes and because of the high altitude of the South African plateau. This confirms 
that the AM1.5 is not the optimal spectral representation for South African conditions. A solar spectrum 
corresponding to m ~ 1.25 would be more typical of the irradiance experienced. 

4.2.  Ozone layer differences 
The thickness of the ozone layer varies seasonally, with a minimum being recorded annually during the 
spring. Furthermore, the ozone concentration is also a function of latitude. In the polar regions of the 
southern hemisphere the layer can become particularly depleted, a phenomenon that has been termed 
the “ozone hole”.  

The ozone optical depth is therefore often lower in South Africa than it would be in some northern 
hemisphere countries. This discrepancy is however only of minor significance, as the ozone mainly 
affects the light at the shortest wavelengths, which is in any case less likely to traverse the atmosphere, 
and also corresponds to that part of the spectrum to which a photovoltaic device is least sensitive. 

4.3.  Water vapour  
Water vapour concentration in the atmosphere is strongly variable. It tends to be higher at tropical 
latitudes. While this is also true at high altitude over South Africa, humidity is low compared to other 
localities at ground level at most of the sites at which solar farms have been constructed – these are for 
obvious reasons preferentially set up in the most sunny and dry places.  

Another factor worth noting when discussing the role of water vapour in solar energy is that the water 
vapour optical depth is highly wavelength dependent, and mainly affects the infrared. Most photovoltaic 
modules however do not absorb significant amounts of light from that part of the spectrum, as the really 
strong water vapour absorption features are all found redwards of 1 micron. 

Because of this, and due to the strong variability, no quantification of any systematic differences in 
water vapour concentration over South Africa as opposed to conditions resulting in the AM1.5 spectrum 
will be attempted here. 

4.4.  Aerosols over southern Africa 
Previous atmospheric studies have determined that aerosol loading over South Africa is low compared 
to other parts of the world [7,8,9]. Solar power stations have usually been constructed in the country’s 
interior, away from urban areas. At such locations atmospheric aerosol loading is generally only affected 
by dust at ground level and by seasonal biomass burning smoke residue at greater altitudes. In particular, 
aerosol turbidity due to the burning of vegetation occurs at the end of the winter dry season. It is only 
then that a higher aerosol optical depth is appropriate for irradiance calculations in South Africa.   

The aerosols also play a crucial role in determining the diffuse irradiance. The fraction of the diffuse 
spectrum due to Rayleigh scattering is a function of solar position and height above sea level only. This 
is reproduced to a high degree of accuracy over time, and the scattered radiation from any particular part 
of the sky, at any specific time can be determined well using the Rayleigh scattering function. The 
diffuse fraction related to aerosols is however far more variable, depending not only on the 
concentration, but also on the aerosol scattering properties, such as the asymmetry factor g. A highly 
reliable South African solar irradiance model would need to incorporate that aspect. 

4.5.  The South African optimal ground level solar spectrum 
As an illustration, this paper presents a concrete example of a representative South African ground-level 
solar spectrum. It has been determined for the central town of De Aar, near which numerous solar power 
stations are being constructed, and for which typical aerosol concentrations and optical properties have 
been previously derived with some confidence [9].  

Figure 1 displays the direct irradiance spectrum for m = 1.205 earlier tabulated as best describing 
that site, with β = 0.021 [8,9] and other transmittances as in [4]. Also plotted there is the direct irradiance 
part of the AM1.5 spectrum as well as the solar irradiance at the top of the atmosphere. The much greater 
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direct irradiance for De Aar is striking, and corresponds to a far higher solar yield for concentrated solar 
power technologies, which only process direct sunlight. 

If a module spectral response function resembling an ideal PV cell (proportional to λ and zero beyond 
a cutoff set at 1 µm) is used, the comparative power increase achieved through illumination by a 
hypothetical AM1.205 lamp relative to the AM1.5 standard lamp was determined to be 34%. 

For photovoltaic modules one must however also include the diffuse light contribution, i.e. the 
scattered radiation manifesting itself as skylight. This diffuse contribution increases with greater direct 
beam attenuation due to Rayleigh and aerosol scattering, the end result being that the global AM1.5 
spectrum used for module characterization does not differ from the typical South African total irradiance 
spectrum by as much as figure 1 suggests. 

 

Figure 1. Comparison of the AM1.5 direct irradiance spectrum with an equivalent spectrum 
determined for the solar power generating location of De Aar, for the earlier determined weighted 
airmass of 1.205. The dotted line represents the solar spectrum above the atmosphere [10]. The plot 
only considers the wavelength range in which photovoltaic modules are sensitive. 

5.  Conclusion 
PV modules in South Africa slightly exceed their suggested power ratings. The relative improvement 
factor is however much dependent on the time of measurement, module tilt, the presence and nature of 
module tracking mechanisms and current aerosol and water vapour characteristics. The projected solar 
installation power yield at a specific time and place can only be determined with confidence through 
calculation and projection of the appropriate ground-level solar spectrum onto a particular device. The 
mere crude application of the PV module power rating will produce a far less reliable energy yield. 
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Abstract. We present novel predictions for the suppression of high momentum particles
in high multiplicity proton-nucleus (pA) collisions at LHC. Shocking recent data from LHC
demonstrates that high multiplicity pA collisions show signatures of the formation of a quark-
gluon plasma (QGP), thought previously to only result from nucleus-nucleus collisions. Our
work provides a new test of this QGP creation hypothesis.
We generate our predictions by first computing the initial spectrum of high momentum quarks
and gluons using leading order (LO) perturbative quantum chromodynamics (pQCD). These LO
pQCD predictions use both the usual parton distribution functions (PDFs) and nuclear PDFs,
which encapsulate the modifications of the usual PDFs by the presence of multiple nucleons
in a nucleus. We find that our results consistently describe the pp̄ data at Fermilab, across
multiple orders of magnitude in centre of mass energy

√
s, and over many orders of magnitude

in transverse momentum. Next we implement state-of-the-art LO pQCD energy loss including
radiative and collisional modes through a dynamical QGP medium. Finally, the particles are
fragmented into hadrons and compared to the spectrum of high momentum particles in minimum
bias pp collisions for future comparison with experimental data.

1. Introduction
Experiments from RHIC[1] and Cern[2] reveal a new state of matter that allow us to probe
quantum chromo-dynamics (QCD). This state of matter is the quark-gluon-plasma (QGP). It
occurred micro-seconds after the big-bang[3] and arises due to the emergent, many-body physics
of QCD[4]. Successfully predicting and understanding QGP will give us an insight into these
precesses.

The primary mechanism by which we will investigate QGP is that of parton pair production
on near the edge of the QGP medium[5]. When partons are pair-produced, by conservation of
momentum, they scatter back-to-back. One parton escapes escapes the QGP quickly and forms
a jet largely unmitigated by the presence of a medium. The second parton has to travel through
medium, where it undergoes radiative[6] and collisional[7] energy loss via interactions with the
medium, eventually forming a jet with much lower energy than the first. These two jets may
be compared, where the energy loss between the two may be used to deduce properties of the
medium.

There are two prerequisites to performing energy-loss calculations. The first is that any
and all non-energy-loss effects need to be under good theoretical control in order to not conflate
between disparate effects. In particular, since there is strong evidence of QGP in nucleus nucleus
collisions[8], the nuclear effects of interacting partons that arise from nuclei need to be taken
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into account. To the end of setting up this good theoretical control, careful analysis of proton
anti-proton and proton nucleus collisions are presented.

The second prerequisite is that energy-loss calculations can only be performed for partons
with known momenta. Therefore it is critical to obtain the spectra for the outgoing partons
in these collisions. These spectra are also known as the partonic contributions to the total
cross-section.

In this work we satisfy these two conditions, laying the groundwork for exploration into
energy-loss, not only in nucleus nucleus collisions, but proton nucleus and proton proton
collisions as well.

2. Leading Order pQCD Calculations
Using formulae derived from perturbative QCD (pQCD), we intend to calculate the inclusive
spectra of charged hadron production from proton anti-proton and proton nucleus collisions.
We also intend to lay the groundwork for energy-loss calculations that can be used to determine
the presence of QGP in collider experiments.

This is done by calculating the differential cross-section of charged hadron production from
these collisions, which has the following structure

cross-section = PDF× partonic cross-section× energy-loss× fragmentation

where the terms on the right-hand side each describe a phase in the collision. The PDF (parton
distribution function) describes partons incoming from their respective hadrons. The partonic
cross-section describes the probability of them interacting in a particular way, e.g. the likely-
hood of two gluons scattering into a quark anti-quark pair. After the parton scattering, the
outgoing partons may then lose energy in the presence of a medium and it is this aspect of
collisions by which we aim to probe the QGP. Finally, the outgoing partons fragment into
hadrons.

It is vital to get the PDF and partonic cross-section correct in isolation, because they feed
directly into the energy-loss and fragmentation. In other words, it would be impossible to discern
effects due to energy-loss in isolation until we have a comprehensive understanding of all the
non-energy-loss effects present in these heavy-ion collisions. To that end, we need to study
collisions where we do not expect energy-loss or the presence of a medium. Proton anti-proton
collisions serve this purpose. We also need to study nuclear effects, the difference in behaviour
of partons that come from nuclei as opposed to single protons. The study of proton nucleus
collisions serve this.

More details of each constituent to the cross-section are given in the next section.

2.1. pp̄ collisions
Using Mathematica, we calculate the inclusive differential cross-section for production of a
charged hadron h at a rapidity y from an proton anti-proton (pp̄) collision. The expression
for this cross-section, derived using pQCD, is given in [9]

dσAB→h+X

dq2Tdy
= K(

√
s)J(mT , y)

∫
dz

z2

∫
dy2

∑
<ij><kl>

1

1 + δkl

1

1 + δij
×

×

{
x1fi/A(x1, Q

2)x2fj/B(x2, Q
2)

[
dσ̂

dt̂

ij→kl
(t̂, û) D

k→h
(z, µ2F ) +

dσ̂

dt̂

ij→kl
(û, t̂) D

l→h
(z, µ2F )

]

+ x1fj/A(x1, Q
2)x2fi/B(x2, Q

2)

[
dσ̂

dt̂

ij→kl
(û, t̂) D

k→h
(z, µ2F ) +

dσ̂

dt̂

ij→kl
(t̂, û) D

l→h
(z, µ2F )

]} (1)
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where y1 and y2 are the rapidities of the final-state partons, k and l. The momentum fractions
of the incoming partons are given by x1 = pT√

s
(eyf + ey2) and x2 = pT√

s
(e−yf + e−y2). z is a

parameter equal to the ratio of the energy of the quark, f , to hadron h.
√
s is the root center

of mass energy, the energy in the rest frame of the interaction. Present are the differential
cross-sections of parton interactions, dσ

dt̂
and the Mandelstam variables, t̂, û. Also present are

the parton distribution functions[10][11], f and fragmentation functions[12][13], D. J is the
Jacobian of the change between pseudo-rapidity and rapidity, given by

J(mT , y) =

(
1− m2

m2
T cosh2 y

)−1/2
(2)

where m is the mass of the outgoing hadron and mT is the transverse mass of the outgoing
hadron. The sum over i, j, k, l is a sum over every possible interaction, where i, j, k, l stand for
labels of the different partons(quarks, anti-quarks and gluons). The constant, K, is the ratio
of the experimental cross-section to the leading order cross-section. It was found by Eskola
and Honkanen[9] that K was a function only of

√
s and encapsulates the next-to-leading order

contributions.
Intuitively, what is being described by this integral, is that the probability of h being formed

at momentum qT , is equal to the sum over every possible interaction that could form h with
momentum qT .

2.2. pA collisions
Using Mathematica, we calculate the differential cross-section for the production of charged
hadrons for proton-nucleus (pA) collisions. We use the same calculation as for pp̄ collisions,
except one of the parton distribution functions of eq[1] are replaced with the nuclear parton
distribution function[14] to indicate that the associated parton forms part of a larger nucleus,
rather than a mere proton. These nuclear parton distribution functions encapsulate the nuclear
effects that arise from involving nuclei in the collision.

2.3. Modification to extract partonic contributions
We now modify our calculation so that we can calculate the individual contribution to the total
cross-section from each parton to serve as an input into future energy-loss calculations. The
modification is quite simple. Examining eq[1], we eliminate the fragmentation functions, since
these are used to tell us about the formation of hadrons. This leaves us with a calculation
concerning the production of partons.

The second modification is that, rather than summing over all the partons, we record the
contribution due to each parton separately. Our calculation then looks like

dσAB→k+X

dq2Tdyf
=

∫
dy2

∑
<ij><kl>

1

1 + δkl

1

1 + δij
×

× x1fi/A(x1, Q
2)x2fj/B(x2, Q

2)

[
dσ̂

dt̂

ij→kl
(t̂, û)

] (3)

where, once again, i, j, k, l represent each of the participating partons where we now save the
result for the k outgoing partons individually.

3. Results
3.1. pp̄ cross-section
In order verify that eq[1] is valid, we compute the cross-section at

√
s = 630 GeV and compare

to data.
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Figure 1. Differential cross-section of charged hadron production of a pp̄ collision at
√
s = 630

GeV. The blue line is our calculation, the black line (over-lapping with the blue line) is the
prediction from fig[5] of [9], where the data are taken.

Our calculation shows strong agreement with data and agrees with the prediction from [9]
within numerical precision.

3.2. pA cross-section
In order to verify our understanding of the nuclear effects in scattering cross-section we calculate
the differential cross-section of pA collision at

√
s = 5.02 TeV and compare with data from

ALICE[15]

Figure 2. (Top) Plotted is the minimum bias inclusive differential cross-section of charged
hadron production. The red line is our calculation, the blue points are data from ALICE.
(Bottom) A ratio of our calculation to the data with systematic and statistical uncertainties.

We find that our calculation agrees with the data to within 40 percent. This is a strong
agreement for a QCD calculation.
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3.3. Partonic contribution
To serve as a critical input into energy loss calculations we find it useful to extract the partonic
contributions from the above calculated cross-sections as calculated in eq[3]. As an example, we
calculate the partonic contribution of a pp̄ collision at

√
s = 5.02 TeV.

Figure 3. Spectra of each parton and their contribution to the total differential cross-section

4. Discussion
The goal of this work was to establish good theoretical control over the non-energy loss processes
that occur in collisions. Figure 1 shows that we can accurately predict the result of pp̄ collisions.
This demonstrates an understanding of the partonic processes, the interaction between partons
in these collisions, as well as the fragmentation process into hadrons. Figure2 shows that we are
able to predict the result of pA collisions. Since the only effects we included into our calculation
that differ from the pp̄ calculation are the nuclear effects and the fact that we have such strong
agreement with data, indicate that we have good theoretical control over the nuclear effects.

We have also demonstrated the ability to extract the partonic contribution to the cross-
section. We have confidence in this result because, in the absence of energy-loss (such as in
pp̄ collisions), the partonic contribution serves as a direct input into the fragmentation process,
which gives the total differential cross-section of fig 1.

5. Outlook
The techniques of pQCD have shown to be apt when it comes to the prediction of differential
cross-sections of charged hadron production. We have confidence that non-energy-loss effects are
under good control. The stage is set to perform energy-loss calculation to probe the presence of
a QGP. The most obvious avenue to do this is for AA collisions, but recent research suggests that
high-multiplicity cuts of pp and pA collisions show characteristics of possessing a medium [16].
This presents the perfect opportunity to apply energy-loss calculations to pp and pA collisions,
where the presence of QGP has not been confirmed, but could serve as a new probe into this
medium.
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Abstract. Within an ensemble density functional theory formulation for a finite chain single
band Hubbard Hamiltonian we define a ”Hartree plus exchange” approximation that can
be solved exactly in a self-consistent framework. In this formulation we exclude a small
”correlation” term. Comparison of the results for a short Hubbard chain with the exact
values show that the discontinuity in the Kohn-Sham potential is reproduced well and that
the approximate total energy is a good approximation of the exact total energy. The results
suggest that it is possible to find a good approximate solution for a Hubbard chain of any length
and opens the way for solving interesting models such as Hubbard defect chains in a numerically
simple and reliable way.

1. Introduction
In the mid 1960’s Kohn with Hohenberg [1] and Sham [2] established the formal basis of Density
Functional theory (DFT), a well known powerful formulation nowadays widely used by chemists
and material scientists. DFT is formally exact, but the exact form of all the density functionals in
the formalism, including the exchange-correlation energy, is not known. In practical applications
the exchange-correlation term is approximated and unfortunately there is no systematic way to
develop approximations to the exact density functionals. This has led to a confusing multitude
of approximations in the literature. Approximations that have been used with success include
1) the venerable Local Density Approximation (LDA) [2–4] which is based on the properties
of the homogeneous electron gas, 2) Generalized Gradient Approximations (GGA) [5, 6] where
the exchange-correlation functional expression includes the gradient of the density, 3) Hybrid
functionals [7–9] which include a contribution from exact exchange. Many other approximations
have been proposed for many-electron systems whose spatial coordinates belong to a continuum.
A systematic examination of the properties of approximations are hampered by the almost
impossible task of finding exact solutions for models of real systems. Lattice DFT [10, 11] is
one of the interesting ways to investigate density functionals. Here the finite chain single band
Hubbard Hamiltonian has been used since it is possible to determine the exact interacting density
and eigenenergies for a range of models. For example, the exact Kohn-Sham (KS) potential for
this model can be studied as a function of electron number, which allows an investigation of
a spatially independent discontinuity of the functional derivative of the exchange-correlation
potential at integer particle numbers.

In Section 2, we summarise some important background of Lattice-DFT functionals combined
with an ensemble DFT formalism necessary to fully explore the properties of density functionals.
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In Section 3 we introduce the approaches we used to probe the Hartree plus exchange
approximation and the consequent KS potential as functions of the number of electrons in
the lattice. We then present results followed by their analysis in Section 4 which leads us to the
conclusion in Section 5.

2. Background
The simplest Hubbard Hamiltonian [12, 13] for a finite chain single band of length l that contains
ne electrons can be written as

Ĥ = t̂+ û+ v̂. (1)

In Eq.(1), t̂ = −t
∑

1≤i,j≤l
j=i±1

∑
σ=↑,↓

c†jσciσ, û = u0
∑
1≤i≤l

n̂i↑ n̂i↓ and v̂ =
∑
1≤i≤l

∑
σ=↑,↓

vin̂iσ are the kinetic,

the spin-correlation and the external potential operators respectively. At zero temperature,
the ground state wavefunction ψ0, solution of the Schrödinger equation Ĥψi = Eiψ

i, helps to

determine the ground state site-density n0i = 〈 ψ0 |
∑
σ

n̂iσ | ψ0 〉 and the ground state energy

E0 = 〈 ψ0 | Ĥ | ψ0 〉. If the ground state energy of a system that exchanges particles with
a particle reservoir satisfies the convexity condition [14–16], E0(ne) − E0(ne − 1) ≤ E0(ne +

1) − E0(ne), it leads to the simple two state ensemble Γα[v] = (1 − α)
∣∣∣ψ0[ne, v]

〉〈
ψ0[ne, v]

∣∣∣ +

α
∣∣∣ψ0[ne + 1, v]

〉〈
ψ0[ne + 1, v]

∣∣∣ where α (1 − α) is the probability of finding the system in the

state ψ0[ne + 1] (ψ0[ne]). For a system in a state with N = ne + α electrons, where ne is an

integer, the expectation value of any observable Ô is 〈O〉 = Tr
{

Γα[v]Ô
}

where Tr is the trace

of the product of the two operators. In the KS framework [2], we map the interacting system

onto a fictitious non-interacting system with Hamiltonian ĤKS = t̂+ v̂KS , with potential vKS ,
unique up to a constant, which reproduces the exact interacting electronic (site-) density of the
interacting ground state. The ground state energy can be partitioned as

E0(N) = Tr {ΓαH}
= TKS + EHX + EC + Tr

{
Γα[vKS ]v̂

}
(2)

where the last expression follows since Γα[vKS ] and Γα[v] yield the same ground state density
by construction. For historical reasons we call EHX the Hartree plus exchange energy term and
EC the correlation energy, while TKS is the kinetic energy of the non-interacting Kohn-Sham
system. In Eq. (2),

TKS = Tr
{

Γα
[
vKS

]
T̂
}

,

EHX = Tr
{

Γα
[
vKS

]
û
}

,

EC = Tr
{

Γα [v]
(
T̂ + û

)}
− Tr

{
Γα
[
vKS

] (
T̂ + û

)}
and the Kohn-Sham potential is

v̂KS = v̂HX + v̂C + v̂

where vHX is the functional derivative of EHX and vC this of EC . The correlation energy EC
is expected to make a small contribution to the total energy as confirmed below and in the
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Hartree plus exchange approximation we set this term to zero with the resultant approximate
Kohn Sham potential

ˆ̃vKS = ˆ̃vHX + v̂. (3)

It is useful to define ẼHXv = ẼHX + Tr
{

Γα[ṽKS ]v̂
}

so that E0 = T̃KS + ẼHXv + ẼC i.e.

ẼC = E0− [T̃KS + ẼHXv]. This definition of ẼC is exact for the exact DFT equations and is an
approximation of the correlation energy in the Hartree plus exchange approximation.

3. Method
For any allowed number of electrons for a finite lattice, fractional or integer, we start by solving
the exact interacting Hubbard Hamiltonian numerically and then we solve the KS equation
self-consistently to obtain the exact KS potential vKS . This gives us the exact results to which
approximations can be compared. Using Eq. (3) it is possible to solve the Hartree plus exchange
approximation within the Kohn-Sham formulation. We first perform an exact diagonalization
of an initial KS Hamiltonian with an approximate potential vKS0 . Using perturbation theory we

compute ∂φ0

∂vKS from which we determine ∂n0

∂vKS and ṽHX0 . Finally we obtain a new KS potential

vKS1 using Eq. (3). This process is repeated until a self-consistent approximate KS potential
ṽKS is obtained. From now on, let us consider a lattice of 4 sites with a flat external potential
v = (1, 1, 1, 1)T . We choose this potential to highlight the site dependence of the exchange-
correlation potential. For this model we are interested on the KS potential for electron number
N in the range 1 ≤ N ≤ 8. Let us set in arbitrary units the hopping term t to be 1 while the
on-site coulomb potential u is set to 2.
All the results discussed in this paper were calculated with code written in Octave [17].

4. Results and analysis
The exact KS potential shows a site independent discontinuity at integer particle numbers
(Figure 1) if we compare the potential as we approach an integer particle number from below
or above. The approximate KS potential (Figure 2) reproduces the shape and the discontinuity
observed for the exact potential. In Figure 3 and Figure 4 we notice a shift of the approximate
potential with respect to the exact one. The Hartree plus exchange potential has the form

vHXi (N) = (1− α)vHXi [ne, v
KS(N)] + αvHXi [ne + 1, vKS(N)] + EHX(ne + 1)− EHX(ne) (4)

Figure 1. Exact KS potential vKS as
a function of particle number for a finite
chain.

Figure 2. Approximate KS potential
ṽKS as a function of particle number for
a finite chain.

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 454



where ne is an integer and ne ≤ N ≤ ne + 1. The first two terms describe the shape of the
potential and the last two terms are particle number dependent site independent constants.
These constants change when N passes through an integer and give rise to a site independent
discontinuity in the potential at integer particle numbers.

Figure 3. 3D plot of the exact and the
approximate KS potentials.

Figure 4. 2D plot of the exact and the
approximate KS potentials.

The maximum percentage error between the exact and approximate kinetic energies is less
than 0.26% while for the Hartree plus exchange energy it is 1.09%. This is interesting since
it reveals the similarity between φ0 and φ̃0, the exact and approximate KS ground state
wavefunctions. Figure 5 shows the maximum and minimum, over all the sites, percentage error
in the ground state density. The highest percentage error is 3.12%. The difference between the
curves in Figure 6 gives an indication of the size of EC . The correlation energy decreases at
high filling while it reaches its maximum around a filling of 3. The overall behaviour shows that

Figure 5. Maximum and minimum
density percentage error.

Figure 6. Correlation energy.

the correlation energy makes a relatively small contribution to the total energy of the system.

5. Conclusion and Outlook
We have performed a self-consistent calculation of the Hartree plus exchange approximation,
a new DFT approximation applied to the Hubbard model. We found that the approximate
KS potential has a similar shape and discontinuity at integer particle numbers when compared
to exact results. The correlation energy, estimated by the difference between the exact and
approximate total energies (Figure 6) makes a small contribution to the total energy. From
the similarity between the exact and approximate electronic densities, we confirm that the
approximate KS potential has a shape which closely follows that exact potential. Future work
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includes an attempt to include correlations by using a Jastrow factor to map the KS wave
function onto the interacting wave function.
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Abstract. Density functional theory (DFT) implemented within the Vienna ab-initio
simulation package (VASP), have been used to study the effects of transition metal defects
(Rhenium (Re) and Tantalum(Ta)) on the thermodynamic stability and electronic properties
of a MoS2 monolayer. Calculations are performed using the projector augmented wave method
(PAW) with the Perdew-Burke-Ernzerhof (PBE) for the exchange-correlation interactions. Our
results show that TaMo is a thermodynamically stable p−type defect whereas ReMo is a n−type
with high cost of energy. To reduce the high energy cost of ReMo in a MoS2, co-doping was
considered. Our studies show that the co-doping of acceptors and donors to be accessible,
the acceptors should dominate the donors. The variation of donors and acceptors in a MoS2

monolayer tune the magnetic moment on and off. Our results indicate that combination of p-
type (Ta) and n-type (Re) doped MoS2 monolayers are promising materials for various electronic
applications.

1. Introduction
Since its discovery, graphene has attracted considerable attention due to its unique electronic
structure, high carrier mobility and exceptional strength [1]. Although it is a promising material
for nanoelectronic devices, the absence of band gap inhibits its direct application. For this reason,
researchers became interested in exploring other kind of two dimensional (2D) materials. The
transition metal dichalcogenides (TDMCs) such as MoS2, WS2, MoSe2, WSe2, etc, are wide
band gap semiconductors and are thermodynamically stable 2D materials [2]. Several studies
have reported that MoS2 monolayer has a band gap of about 1.90 eV experimentally [3] and of
about 1.67 eV theoretically [4, 2]. Xu et al. reported that MoS2 exhibits an excellent carrier
mobility and desirable optical properties. These interesting properties make MoS2 a suitable
candidate for nanoelectronic devices [5].

During the synthesis of MoS2 monolayer, point defects and impurities appear in the
samples [6] just like in any materials. The presence of these defects are known to greatly alter
the properties of pristine MoS2 monolayer. It was reported that presence of the p−type and
n−type defects causes semiconductor to metal transition in a MoS2 system. Noh et al. reported
that Rhenium (Re) impurities exist naturally in a MoS2 monolayer and are n−type defects [7].
The valence band maximum (VBM) and conduction band minimum(CBM) states of a pristine
MoS2 monolayer are derived mainly from Mo 4d orbitals. This was shown by atomic resolution
transmission electron microscopy [8]. In most studies of defects in a MoS2 monolayer, Mo site
is chosen in order to examine the influence of defects on the VBM and CBM states.
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The widely studied p−type defect in MoS2 is the Niobium (Nb) substituting Molybdenum
(NbMo). Dolui et al. reported that the presence of NbMo has low formation energy and introduces
impurity states above the VBM whose origin is the hybridisation of Nb and Mo d orbitals [9].
Lu et al. reported that the formation energy for TaMo is lower than that of NbMo. However, its
electronic and magnetic properties have not been explored extensively [10]. Therefore, Tantalum
(Ta) which is below Nb on the periodic table is also worth of investigation as an isolated defect
(TaMo) to learn how its interaction with MoS2 influences the electronic and magnetic properties
of MoS2 monolayer.

In this paper, we examine the effect of Ta acceptor and Re donor defects on the
thermodynamic stability and electronic properties of a MoS2 monolayer. We also examine Ta
and Re co-doping on MoS2 monolayer. This will be to study the interaction of an acceptor
(Ta) and donor (Re) defects on the stability and electronic properties of the system. We further
identify Ta-Re configurations that have ferromagnet characteristics and low formation energy
which will be important in spintronic application devices.

2. Methodology
In this work, density functional theory (DFT) [11] as implemented in the Vienna ab− initio sim-
ulation package(VASP) [12] is employed to perform ab initio calculations on the electronic and
magnetic properties of monolayer MoS2 doped with Re and Ta impurities. All calculations are
carried out using the projector augmented wave (PAW) pseudopotential and generalized gradi-
ent approximation (GGA) exchange correlation parameterized by Perdew, Burke, and Ernzerhof
(PBE) [13]. A 5×5 hexagonal supercell with 75 atoms (25 Mo atoms and 50 S atoms) and having
a vacuum region of 15 Å is employed to suppress the influence of neighboring layers. A kinetic
energy cutoff of 250 eV for plane wave expansion and 2×2×1 k-point mesh are used. The atomic
structures were relaxed until the Hellmann-Feynman forces were less than 0.02 eV/Å. The for-
mation energies (Eform) of a particular dopant is defined as :

Eform = Etot[MoS2 +D] − Etot[MoS2] + µhost − µD [6] (1)

where Etot[MoS2+D] is the total energy of the MoS2 monolayer with the substitutional atom
D (Re or Ta), Etot[MoS2] is the total energy of the pristine MoS2 monolayer. µD and µhost, are
respectively the chemical potentials of the substitutional atom D (Re or Ta) and the host atom
(Mo or S). All the chemical potentials are calculated by using the reference (stable) phase of
each element. The orthorhombic structure is chosen for the sulphur and body center cubic (bcc)
for Mo. µD is obtained from DFT total energies of a Ta bcc metal and Re hexagonal structure
per atom.

3. Results and discussion
Before discussing the effect of dopant on a MoS2 monolayer, let us analyse the electronic
properties of the pristine MoS2 monolayer. The top view and side view of a MoS2 monolayer
are shown in (Fig. 1). It can be seen that each of the S atom is bonded covalently to the three
Mo atoms. Each Mo atom is coordinated with six S atoms, three of them make the top surface
and other three to the bottom S layer. The band gap obtained using GGA functional for the
pristine is 1.65 eV. This value is in good agreement with the experimental value of 1.90 eV and
the previous theoretical results found in references [4, 2]. The VBM is mainly constituted from
the hybridisation of Mo 4d and S 3p orbitals, whereas the CBM is mainly due to Mo 4d orbitals.
The pristine of MoS2 monolayer is a non-magnetic material in nature, since the spin up states
are invertibly symmetric to spin down states for the entire plot. In the next section, we examine
the effects of Ta and Re atoms on the electronic properties of a MoS2 monolayer.
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Figure 1. (a) Top view and (b) side view of a 5×5 MoS2 monolayer. Blue spheres indicate Mo
atoms and light yellow spheres indicate S atoms. (c) The total DOS and Projected DOS for a
pristine MoS2 monolayer. The positive DOS and PDOS values refer to majority spins, while the
negative ones are for minority. The dashed line indicates the Fermi energy.

3.1. Ta substitution
Firstly, we analyse Ta atom(s) substituting Mo atom(s). The number of Ta dopants considered
ranges between one and three (Tax where x = 1Mo, 2Mo and 3Mo) on a single hexagonal ringlike
in a MoS2 monolayer. When examining the structures, we found that the insertion of Ta atom
in a MoS2 monolayer affects the bond lengths. The relaxed Ta-S bonds for Ta1Mo, Ta2Mo and
Ta3Mo are 2.41, 2.46 and 2.47 Å respectively. The Mo-S bond length for the relaxed MoS2

monolayer is 2.42 Å which is in good agreement with references [2, 9]. Therefore, we realise
that the induced strain in Ta1Mo is small, however in Ta2Mo and Ta3Mo, it is significantly large.
This should have a significant effect on the other properties.

Table 1. Formation energies Eform (eV) and magnetic moments m(µB) of Ta and Re defects
in a MoS2 monolayer.

Type of doping Eform(eV) m(µB)

Ta1Mo -0.43 0.01
Ta2Mo -0.97 0.00
Ta3Mo -1.73 0.00
Re1Mo 2.18 1.00
Re2Mo 4.02 0.00
Re3Mo 5.73 1.00
Ta1MoRe1Mo 0.09 0.01
Ta2MoRe1Mo -0.38 0.01
Ta1MoRe2Mo 2.10 0.98

The relative stability of our defects is determined using the formation energies calculated
using Eq.1. Table.1 shows that the formation energies of TaMo (Ta1Mo, Ta2Mo and Ta3Mo) are
all negative. We realised that Eform becomes more energetically favourable when the number of
defects increases. The negative formation energies indicate that the corresponding substitutional
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reactions can occur spontaneously under favourable conditions. Ding et al. have reported that
the Nb doped MoS2 ,W doped MoS2 and Ta doped WS2 single layer also have negative formation
energies and can be obtained experimentally [2].
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Figure 2. The Total DOS for a 5×5 supercell of (a) Ta1Mo, (b) Ta2Mo, (c) Ta3Mo, (d) Re1Mo,
(e) Re2Mo and (f) Re3Mo. The positive DOS values refer to majority spins, while the negative
ones are for minority. The dashed line indicates the Fermi energy.

Fig. 2 shows the density of states (DOS) plots for Ta1Mo (Fig. 2(a)), Ta2Mo (Fig. 2(b)) and
Ta3Mo (Fig. 2(c)). We found that the effect of Ta substituting Mo is to shift the Fermi level
into the valence band. This shift is an indication that Ta1Mo, Ta2Mo and Ta3Mo systems have
deficiency of electrons compared to MoS2. Therefore, TaMo systems are p-type defects in a MoS2

monolayer and can act as an electron trap. In a Ta3Mo DOS, we also noted an extra non-spin
polarised impurity states at 0.47 eV above the VBM within the band gap. These exotic impurities
states are relative deep, and therefore will unlikely be ionised at room temperature [14]. Fig. 2
also shows that in all cases, the minority spin is aligned to the majority spin revealing that the
systems are non-magnetic (see Table.1). Nevertheless, Ta defect is energetically stable and can
be a suitable p-type dopant for MoS2 monolayer.

3.2. Re substitution
The formation energies of Re defect configurations, Re1Mo, Re2Mo and Re3Mo, are shown in
Table.1. They are all positive indicating that the cost of substituting Mo with Re is energetically
expensive. We further found that when the number of Re dopants in the system increases, i.e
Re3Mo, the system gradually becomes more energetically unstable. The DOS of Re1Mo, Re2Mo

and Re3Mo are shown in Fig. 2(a), Fig. 2(b) and Fig. 2(c) respectively.
For Re1Mo system, we found that the induced defect state is near but at 0.25 eV below the

CBM . This state is formed by hybridisation of the Re 5d orbitals with the Mo 4d orbitals. The
creation of Re1Mo add an electron into the system, resulting in shifting the Fermi level into the
CB. This reveals that Re1Mo system is a n−type. The DOS of Re1Mo (Fig.2(d)) also shows that
the majority spin and minority spin are asymmetric leading the system been magnetic with a
magnetic moment of 1µB. This is in good agreement with reference [9].
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The substitution of two Re dopants induces non-spin polarised states at 0.19 eV below the
CBM. This system is non-magnetic in nature. This might be due to the effect of pairing of
localised electrons each contributed by defect. However, the introduction of three Re defects for
the Re3Mo system induces spin-polarised states in the gap around 0.3 eV below the CBM. A
magnetic moment of 1µB in this defective system is noted. The half metallic character is also
noted in Re3Mo as the Fermi level crosses only the spin down states. The systems that are half
metallic ferromagnet have a future application in the spintronic technology.

Since the intrinsic defects are inefficient to create a n−type MoS2 monolayer [9], our results
indicate that Re is a plausible for a n−type dopant in MoS2 although highly expensive to form.
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Figure 3. The total DOS(left) and Projected DOS(right) for (a) Ta1MoRe1Mo, (b) Re1MoTa2Mo

and (c) Re2MoTa1Mo. The dashed line indicates the Fermi energy.

3.3. Re and Ta co-doping
Lastly, we examine the co-doping of the Re and Ta dopants in a MoS2 monolayer. It has been
reported that Re exists spontaneously during the synthesis of the MoS2 samples and an n−type
device was characterised. We model the interactions of naturally existing Re defects with Ta
dopants in a MoS2 system. This will be to give an explanation of how the unintentional donors
can be controlled by acceptors in a MoS2 monolayer.

Substitution around the ringlike hexagonal is considered by varying the number of dopants.
The three possible defects denoted as Re1MoTa1Mo, Re1MoTa2Mo and Re2MoTa1Mo are
considered. Table.1 shows that the formation energies of these defects are higher than that
of isolated acceptors (Ta) doping but lower than that of donors (Re) doping. The relatively
low formation energy for Re1MoTa1Mo of 0.09 eV albeit positive, do not rule out the possibility
of synthesising this material at an ambient conditions. The substitution of a second acceptor
making Re1MoTa2Mo system yields a low formation energy of -0.38 eV. However two donors and
one acceptor Re2MoTa1Mo is a problem because the formation of this system is endothermic. For
such defects to be easily accessible under ambient conditions, acceptors should always dominate
the donors.

For the first case of Re1MoTa1Mo, the DOS is quite similar to the pristine (Fig. 3(a)). Since
Re has one electron more and Ta has one electron less compared to Mo, those two excess
electrons compensate each other. Therefore, the compensation does not alter much the electronic
behaviour of the MoS2 monolayer. But for Re1MoTa2Mo, we observe that the Fermi level is
shifted deeper into the VB. This is to ensure that Re1MoTa2Mo behave as n−type material. The
system is, however, non-spin polarised with no magnetic moment obtained.
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In the case of Re2MoTa1Mo, impurities states appear near the CBM. They are originated from
5d orbital of Re (Fig. 3(a)). The Fermi level is shifted closer to the CBM which indicates that
Re2MoTa1Mo has a p-type behaviour. After the compensation of one electron from Re and one
from Ta, there is still one unpaired electron in the system which makes the system ferromagnetic
with a magnetic moment of 1µB.

4. Conclusion
We have successfully studied the electronic properties and the thermodynamic stability of a
MoS2 monolayer doped with Re and Ta atoms using DFT approximation. We considered
isolated doping along a single hexagonal ringlike in a 5×5 supercell of MoS2 monolayer. We
found that Ta atom doping is thermodynamically stable (exothermic) for all possible defect
configurations. Ta doping also show a p−type features in MoS2 monolayer. For Re doping, the
formation energies are positive (endothermic) for all defect configurations considered. For Re1Mo

and Re3Mo the system show ferromagnetic features with a magnetic moment of about 1µB. The
DOS analysis of Re doping possess n−type characteristics. In trying to control or lower the high
formation energy of Re doping co-doping of Ta with Re was also considered. This was to combine
donors (Re) with acceptors (Ta) in a MoS2 monolayer. Three configurations were investigated
Ta1MoRe1Mo, Re1MoTa2Mo and Re2MoTa1Mo. ReMoTa2Mo is the most energetically favourable
configuration whereas Re2MoTa1Mo is the least. For a co-doping to be releasable under ambient
conditions, acceptors should dominate the donors. Our results suggest that these systems might
be useful in various electronic and spintronic devices applications.
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Abstract. The fact that in most of the fits to the hadronic spectra the Tsallis q parameter is
close to 1, enables us to expand the Tsallis distribution in the Taylor’s series of (q − 1). Tsallis
thermodynamics has been studied with the help of this expansion and the particle spectra have
been fitted. Also, the effect of the inclusion of the collective flow in Tsallis distribution has been
investigated.

1. Introduction

The transverse momentum distributions of hadrons at high energies is very often described by the
Tsallis distribution [1]. The PHENIX and STAR collaborations [2, 3] at the Relativistic Heavy
Ion Collider (RHIC) at BNL and by the ALICE, ATLAS and CMS collaborations [4, 5, 6, 7, 8]
at the Large Hadron Collider (LHC) at CERN have made extensive use of this non-extensive
distribution. The Tsallis distribution has been very successful in explaining the experimental
transverse momentum distribution, longitudinal momentum fraction distribution as well as the
rapidity distribution of hadrons from e+e− as well as p-p collisions [9, 10, 11, 12, 13, 14, 15].
Here we use a thermodynamically consistent form of the Tsallis distribution, described in detail
in [16, 17].

The relevant thermodynamic quantities can be written as integrals over the following distribution
function:

f =

[
1 + (q − 1)

E − µ
T

]− 1
q−1

. (1)

Although the q and the T parameter were shown to be consistent for all the particle species
[15, 17], the studies [18, 19] leave ample room to scrutinize this conclusion.
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2. Review of Tsallis thermodynamics and its application to high-energy
physics

The entropy density, s, particle number density, n, energy density, ε, and the pressure, P in
Tsallis thermodynamics are given by [17],

s = −g
∫

d3p

(2π)3
[f qlnqf − f ] , n = g

∫
d3p

(2π)3
f q,

ε = g

∫
d3p

(2π)3
E f q, P = g

∫
d3p

(2π)3
p2

3E
f q. (2)

where g is the degeneracy factor. The lnq function appearing in Eq. 2 is often referred to as q
logarithm and is defined by

lnq(x) ≡ x1−q − 1

1− q
.

The first and second laws of thermodynamics lead to the following two differential
relations:

dε = T ds+ µ dn, (3)

dP = s dT + n dµ. (4)

where, s = S/V and n = N/V are the entropy and particle number densities, respectively (V is
the volume ).
It is seen that if we use f q instead of f to define the thermodynamic variables, the above
equations satisfy the thermodynamic consistency conditions which require that the following
relations are satisfied:

T =
∂ε

∂s

∣∣∣∣
n
, µ =

∂ε

∂n

∣∣∣∣
s
, n =

∂P

∂µ

∣∣∣∣
T

, s =
∂P

∂T

∣∣∣∣
µ
. (5)

The first equality in Eq. 5, in particular, shows that the variable T appearing in Eq. 1 can indeed
be identified as a thermodynamic temperature and is more than just another parameter. It is
straightforward to show that these relations are indeed satisfied [17].

Based on the above expressions the particle distribution can be rewritten, using variables
appropriate for high-energy physics as

dN

dpTdy
=

gV

(2π)2
pTmT

(
1 + (q − 1)

mT

T

)− q
q−1

(6)

at chemical potential µ = 0 and rapidity y = 0.

3. Taylor expansion of the Tsallis distribution and thermodynamic variables

In all fits to the experimental data (transverse momentum spectra, for example) the value of q
is very close to 1 and hence, for analytical simplicity, we can expand the Tsallis distribution in
a Taylor’s series of (q − 1). The Taylor’s expansion is given by (up to oder (q − 1)2) [20]:

[
1 + (q − 1)

E − µ
T

]− q
q−1

' e−
E−µ
T

{
1 + (q − 1)

1

2

E − µ
T

(
−2 +

E − µ
T

)
+

(q − 1)2

2!

1

12

[
E − µ
T

]2 [
24− 20

E − µ
T

+ 3

(
E − µ
T

)2
]
} (7)
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The thermodynamic variables keeping up to O(q − 1) of the expansion in Eq. 7 are calculated
below:

3.1. Number density

The particle density in Tsallis thermodynamics is given to first order in (q− 1) by the following
expression:

n ≈ nB + (q − 1)n1 (8)

where nB is the standard Boltzmann result for the particle density:

nB =
g

2π2
e
µ
T T 3a2K2(a), (9)

with a ≡ m/T , and the first order expression in q − 1 is given by

n1 =
ge

µ
T T 3

4π2

[
−6a2K2(a)− 2a3K1(a)− 4a2bK2(a) + 3a3K3(a) + a4K2(a) + a2b2K2(a)

−2a3bK1(a)
]
. (10)

where Kn are the modified Bessel’s function of second kind.

3.2. Energy density

ε ≈ εB + (q − 1)ε1; εB =
ge

µ
T T 4

2π2
(3a2K2(a) + a3K1(a))

ε1 =
ge

µ
T T 4

4π2

[
9a3K3(a) + 4a4K2(a) + a5K1(a)

+2b
(
3a2K2(a) + a3K1(a)− 3a3K3(a) + a4K2(a)

)
b2
(
3a2K2(a) + a3K1(a)

)]
. (11)

3.3. Pressure

Finally, the pressure is given by

P ≈ PB + (q − 1)P 1; PB =
ge

µ
T T 4a2K2(a)

2π2

P 1 =
ge

µ
T T 4

4π2

[
a4K2(a) + 3a3K3(a)− 2a3bK3(a) + a2b2K2(a) + 2a2bK2(a)

]
. (12)

4. Description of the experimental data

In Fig. 1 we show fits to the transverse momentum distribution of π+ in p-p collisions at 900
GeV. For the Tsallis distribution (solid line) the parameters T = 70.8 MeV, q = 1.1474. The
volume parameter V corresponds to a spherical radius of 4.81 fm. For the Boltzmann distribution
(dashed line) the parameters T = 150.2 MeV, while the radius used to determine the volume
was fixed at a value of 2.65 fm. For the fit using the Boltzmann distribution and the first order
term in (q − 1) (dashed-dotted line) the values are T = 138.4 MeV, q = 1.035 while the radius
is given by 2.80 fm. In the last case corresponding to Boltzmann plus first and second orders in
(q−1) (dotted line) one has T = 121.2 MeV, q = 1.065 and a radius of 3.09 fm. As is well-known
and evident, the fit using the Tsallis distribution is very good.
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In Fig. 2 we show fits to the normalized differential π− yields in (0 − 5)% Pb-Pb collisions at√
sNN = 2.76 TeV as measured by the ALICE collaboration [6] with the Tsallis (solid line) and

Boltzmann distributions (dashed line). Fits with the Tsallis distribution keeping terms to first
order (dash-dotted line) and second order in (q − 1) (dotted line) are also shown. The lower
part of the figure shows the difference between the Tsallis distribution (M) and experiment (E).
It is clear that the best fit is achieved with the full Tsallis distribution, whereas, using the
Boltzmann distribution the description is not good. Successive corrections in (q − 1) improve
the description. There is a clear deviation at very low transverse momentum (below 0.5 GeV)
and also at higher values above 2.75 GeV.

5. Inclusion of Flow to First Order in (q − 1)

With a view to see whether the inclusion of flow could improve the description of the transverse
momentum distributions obtained in Pb-Pb collisions, we have included a constant flow velocity,
v. We use the following ansatz (in cylindrical polar coordinates) for introducing flow inside our
calculations:

pµ = (mT coshy, pT cosφ, pT sinφ, mT sinhy) (13)

uµ = (γcoshζ, γvcosα, γvsinα, γsinhζ) (14)

where (ζ)y is the (space-time)rapidity of particles (fluid-element) and v is the velocity of fluid.
Now, to include flow inside the Tsallis distribution, we replace E → pµuµ. The dot product
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sNN = 2.76 TeV [6]. The fit with the Tsallis distribution including flow

keeping terms to first order in (q− 1) (dashed line). The flow velocity is fixed at v = 0.609, with T = 146

MeV, q = 1.030 and the radius of the volume is R = 29.8 fm. The solid line is the Tsallis distribution

without flow as given in Fig. 2. The lower part of the figure shows the difference between model (M),

i.e. Tsallis with flow up to first order in (q− 1), and experiment (E) normalized to the model (M) values.

then becomes,
pµuµ = γmT cosh(y − ζ)− γvpT cos(φ− α) (15)

Now putting Eq. 15 in a Taylor’s expansion of Eq. 6 up to O(q− 1) and integrating over φ and
ζ, for space-like freeze-out surfaces, the invariant yield is given by the following formula

1

pT

dN

dpTdy
=

gV

(2π)2

{
2T [rI0(s)K1(r)− sI1(s)K0(r)]− (q − 1)Tr2I0(s)[K0(r) +K2(r)]

+4(q − 1) TrsI1(s)K1(r)− (q − 1)Ts2K0(r)[I0(s) + I2(s)]

+
(q − 1)

4
Tr3I0(s)[K3(r) + 3K1(r)]−

3(q − 1)

2
Tr2s[K2(r) +K0(r)]I1(s)

+
3(q − 1)

2
Ts2r[I0(s) + I2(s)]K1(r)−

(q − 1)

4
Ts3[I3(s) + 3I1(s)]K0(r)

}
(16)

where

r ≡ γmT

T
; s ≡ γvpT

T
. (17)

In(s) and Kn(r) are the modified Bessel functions of the first and second kind. In this formula,
the freeze-out surface has been considered to be space-like and so the integration over the freeze-
out surface turns out to be trivial. For a more detailed treatment of the freeze-out surface in
this context, readers are referred to Ref. [21].
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The comparison between model and experiment is quite good with notable deviations at small
values of the transverse momentum pT and again above values of 2.5 GeV (see Fig. 3).
These could easily be attributed to the coarse way of treating transverse flow. More detailed
investigations have been carried out in [18].

6. Summary and Conclusion

Fits to the particle spectra using the Taylor’s expansion are limited to certain ranges of transverse
momentum. This may be attributed to the fact that there are certain constraints on the values
q, E and T take for these expansions to be valid. Hence, we need to carry out more rigorous
treatments to find out exact analytical forms of the Tsallis thermodynamic variables.
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Abstract. The rapid equilibration of the Quark-Gluon Plasma, produced in nucleus-nucleus
collisions in a far-from-equilibrium initial state, seems to be difficult to understand theoretically.
One reason could be that almost all existing approaches based on the relativistic Boltzmann
equation neglect quantum-statistics features of the quarks and gluons. Against this background,
we put forward a novel Monte-Carlo method to solve the Boltzmann equation, with quantum
effects included.

1. Introduction
Recent heavy-ion experiments have confirmed the existence of a deconfined plasma of quarks and
gluons, the Quark Gluon Plasma (QGP) [1, 2]. The rapid (≤ 1 fm) onset of hydrodynamical flow
of the QGP requires rapid thermalization of the plasma; this is contrasted with the Color Glass
Condensate (CGC) picture which is a model of the initial conditions where the incoming nuclei
are saturated with gluons up to a saturation scale Qs. How this rapid thermalization of the QGP
occurs is a matter of much theoretical interest. It has been suggested by [3] that if the initial
conditions are dense enough, and number changing processes in early times suppressed enough,
that a transient Bose-Einstein condensate could develop. The development of a condensate
could significantly influence the dynamics of the plasma [4]. Whether or not the condensate
is kinetically able to form in the time constraints is currently unknown. Initial applications of
kinetic theory have neglected quantum effects, these classical models not only do not thermalize
rapidly enough, but also drive the system to a Maxwell-Boltzmann type equilibrium, precluding
the formation of a condensate. We thus want to study the kinetic theory of the QGP without
neglecting quantum effects.

2. The Boltzmann equation
To study the thermalization of the QGP and see if the rapid formation of a Bose-Einstein
condensate is kinetically allowed we turn to the Boltzmann equation. The Boltzmann equation
is a way of describing the evolution of the distribution function of a non-equilibrium system,
and reads,

d

dt
f(x,p, t) = C[f(p, t)]− v∇f(x,p, t), (1)

where f(x,p, t) is the distribution function. The v∇f(x,p, t) term describes the flow of matter
through space, for the purposes of this paper we will assume a spatially isotropic distribution
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function,and thus this term shall be zero.We will further assume momentum isotropy so that
the distribution function is only a function of the magnitude of the momentum. C[f(p), t] is
the so-called collision term which is a functional that describes the interaction between different
particles, for bosons,for a binary elastic interaction this term reads

C[f(p, t)] =
1

2Ep

∫
d3p2

(2π)32E2

1

ν

∫
d3p3

(2π)32E3

∫
d3p4

(2π)32E4
|Mp1p2→p3p4 |2

× [f(p3)f(p4)(1 + f(p))(1 + f(p2))− f(p)f(p2)(1 + f(p3))(1 + f(p4))]

× (2π)4δ4(p+ p2 − p3 − p4).

(2)

This expression details the rate at which particles are scattered into, and out of a particular
momentum state, by summing every kinetically allowed scattering event weighted by the
quantum mechanical amplitude (M2) for such a particular scattering to occur and the Bose
enhancement factors ( the (1 + f) terms). The Bose enhancement factors are absent in the
classical formulation. Most existing approaches, like [5] perform a classical approximation.

It is readily checked that the Bose-Einstein distribution,

fBE(p) =
1

eβE(p) − 1
, (3)

satisfies
C[fBE(p)] = 0, (4)

and thus is a fixed point of the Boltzmann equation.
The Bose enhancement terms strictly increase the rate at which scatterings occur, which

could lead to a more rapid thermalization.
The Boltzmann equation is a non-linear functional equation and has no general analytic

solution, and we resort to either applying simplifying assumptions to the model we study or rely
on a numerical solution which we detail now.

3. Numerical solution of the Boltzmann equation
To solve the Boltzmann equation, we use a Monte Carlo algorithm inspired by [5], we improve
upon in by not making the aforementioned approximation, albeit using a different method. This
was done by [6] as well, although using a different, more computationally expensive method
than what we will perform.

The idea behind our algorithm is as follows, the Boltzmann equation describes the scattering
of particles into new momentum states, so once an initial distribution is specified, we draw
an ensemble of N particles from this distribution, calculate the probability that each unique

particle pair will interact in some timestep ∆t,
(

there are N(N−1)
2 such pairs

)
, “roll the dice”

to determine which particle pairs interact and update the momentum of the scattered particle.
This specifies a new ensemble which is a representation of the new distribution function, at
t+ ∆t.

An ensemble of finitely many samples is going to have fluctuations, possibly large, which limits
the quality of the approximation of the distribution function, this can be overcome by averaging
over ensembles, the fluctuations average out, and we can extract a better approximation of the
distribution function.

With this in mind, instead of only performing the scattering step once, we roll the dice
multiple times to get many different ensemble representations of the new distribution function,
which we can reconstruct from the ensembles. We detail how we reconstruct the distribution
function is presented in the following section.
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The details of how the interaction probability of a pair of particles is calculated can be found
here [6].

Position space is discretized into cells, only particles within a single cell can interact. We’ve
only considered a single cell at this point. Having multiple cells will allow us to reintroduce the
flow term into the Boltzmann equation.

3.1. Reconstruction of the distribution function
Our algorithm requires the ability to reconstruct a distribution function from a given ensemble.

A typical technique to extract a probability distribution from an ensemble is to bin the
data into a histogram and interpolate an approximation of the function. This approach is,
however, not desirable in this context as the reconstructed distribution function should conserve
energy and accurately replicate the slope of, in particular, the Bose-Einstein distribution at
small momenta (where the contribution from Bose enhancement is expected to be largest). This
approach was taken by [6], and they required a very large number of particles work.

Instead, we smear each particle in the ensemble into a Gaussian-like “basis” function(chosen to
satisfy the criteria above), and the combination of these basis functions gives an approximation of
the true distribution function. This procedure also has a physical justification in the uncertainty
principle, where the width of the basis function corresponds to the uncertainty.

We found the most effective radial distribution functions given by the following form,

R(p;µ, σ) =
2

σ
√
π

Erf
(µ
σ

)
exp

(
−p

2 + µ2

σ2

)
sinh

(
2pµ

σ2

)
, (5)

where the parameters σ and µ control the width and the peak of the curve respectively. Energy
conservation constrains one of the parameters, we specify the width based upon the average
separation between particles in momentum space, which specifies the value of the peak.

Once the width σ is specified the position of the peak, µ, is specified(by energy conservation)
by

µ

Erf
(µ
σ

) = E (6)

when smearing a particle with energy E.

Figure 1: Here we see how the basis functions look for various values of the width parameter,
the original particle had a momentum specified by the dashed line.

Here we show a couple of examples of reconstructions done by this technique,
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Figure 2: A reconstruction of the radial Bose-Einstein distribution, the reconstruction was done
with 500 ensembles of 64 particles.
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Figure 3: A reconstruction of a radial Fermi-like distribution(inspired by the CGC), the
reconstruction was done with 500 ensembles of 64 particles.

this shows both the ability to accurately reconstruct the Bose-Einstein distribution, especially
getting the small momentum behaviour correct, and that it generalises to another distribution,
the same parameters are used for the reconstruction of both distributions.

4. Preliminary results
Whilst a full simulation has not yet been carried out, we present some preliminary results. We
considered the effect that adding quantum fluctuations would have on the scattering rate of
binary gluons, in particular the dominant t-channel exchange process,

Figure 4: Feynman diagram for t-channel binary gluon scattering
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with the corresponding regulated cross-section

dσ

dt
=

9παs

(t−m2
D)

2
(7)

We compute the interaction likelihoods of this process on an ensemble of 64 particles drawn
from a Bose-Einstein distribution for both the quantum case(inclusion of Bose enhancement)
and the classical case(no Bose enhancement)
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Figure 5: Calculation of the interaction
likelihoods 100 particle pairs using the
classical algorithm, the scattering time
will be dominated by the largest interac-
tion likelihood, in this case 0.1s−1
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Figure 6: Calculation of the interaction
likelihoods 100 particle pairs using the
quantum algorithm, the scattering time
will be dominated by the largest interac-
tion likelihood, in this case 100s−1

By looking at the most likely interactions in each case, we see an increase in the interaction
rate in the quantum case by 2-3 orders of magnitude. This is a promising result, whether it is
enough to see rapid thermalization is yet to be seen.

5. Conclusion
We develop a numerical algorithm to solve the Boltzmann equation with quantum effects
included; this required the development of a novel way of reconstructing a distribution function
from a representative ensemble. We hope that this can be used in the near future to investigate
the kinetics of Bose-Einstein condensate formation in the QGP. The high interaction rates
generated when including quantum effects requires a very short timestep, so detailed studies
using this code have not yet been done. The are some obvious numerical optimisations to be
done, for instance, the parallelization of the calculation of interaction probabilities. The next
features to be developed would be a robust technique for detecting the presence of a condensate,
an implementation of a running coupling, the inclusion of number changing processes and the
reintroduction of the flow term.
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Abstract. We propose a novel AdS/CFT construction for a heavy quark in an N = 4 SYM
theory. Using our new AdS/CFT heavy quark Lagrangian, in which we couple massive endpoints
to the usual open string, we compute the stopping distance and differential energy loss for heavy
quarks traversing a strongly-coupled N = 4 SYM plasma. We discuss the implications of our
new holographic results for heavy-ion physics.

1. Introduction
We wish in heavy ion physics to characterize theoretically and confirm experimentally the non-
trivial, emergent, many-body properties of quantum chromodynamics (QCD) at energy scales
above the expected deconfinement temperature, at which the relevant degrees of freedom for the
theory change from the usual hadronic matter we experience in everyday life to something new,
and at nearly zero baryon chemical potential. Experimentally, the field uses colliders to smash
nuclear matter together at enormous speeds, the Relativistic Heavy Ion Collider (RHIC) located
at Brookhaven National Laboratory in the USA and at the Large Hadron Collider (LHC) located
at CERN in Switzerland. The particle species used at these colliders tend to be protons and large
nuclei such as gold and lead. On the theoretical side, perturbative quantum chromodynamics
(pQCD), lattice QCD (lQCD), and the AdS/CFT conjecture are the three main tools used to
derive predictions to be compared with data.

That both pQCD and AdS/CFT are concurrently used reflects the current uncertainty in some
of the basic properties of the quark-gluon plasma (QGP) produced in these heavy ion collisions.
In particular, it is not clear experimentally or theoretically what, if any, small parameter exists
for the description of the QGP at temperatures not far above ΛQCD ∼ 180 MeV∼ 1012 K. An
enormous amount of progress has been made for high momentum observables using both the
assumption that the usual coupling in the QCD Lagrangian, evaluated at the temperature of the
plasma, is small: g(T )� 1 [1–17]. On the other hand, a large swath of low momentum data is
better described under the naive assumption that the ’t Hooft coupling is large: λ ≡ g2Nc � 1
[18–31].

Since in science we seek a consistent picture of the processes we observe in nature, we’d
like to resolve the current, seeming paradoxical picture of heavy ion collisions into a unified
understanding. There are essentially two paths to this unification: 1) a successful application of
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weak coupling techniques to low momentum observables or 2) a successful application of strong
coupling techniques to high momentum observables. Fascinating recent work has shown promise
for the first direction of research [32–37]. We will, however, follow the latter path.

The main phenomenological obstacle faced when comparing high momentum observable
predictions from AdS/CFT to data is all research so far has shown that in a strong coupling
theory the particles are stopped by the plasma very rapidly [38–41]. Perhaps, it is possible
that this very short stopping distance (and thus large energy loss) is due to using an AdS/CFT
analog for QCD objects that is not accurate. For example, there are puzzling aspects to using
the usual AdS/CFT construction for heavy quarks [42]; e.g., in the presence of a plasma, the
mass of the heavy quark decreases. Perhaps a more natural construction for a heavy quark in
AdS/CFT exists which will simultaneously solve the puzzling aspects of heavy flavor and also
yield energy loss results more similar to data.

2. Weighing the string endpoints
We propose to extend the finite endpoint momentum work [43] to allow string endpoints to have
both finite momentum and finite mass. We therefore hope to provide an additional connection
between heavy ion physics and AdS/CFT; our finite mass endpoint construction should naturally
apply to the open heavy flavor physics measured at RHIC and LHC.

The simplest Poincaré invariant action that includes finite momentum and finite mass at the
string endpoints may be written as

S = − 1
4πα′

∫
M
dτdσ

√
−hhab∂aXµ∂bX

νGµν + 1
2

∫
∂M

dξ

(1
η
ẊµẊνGµν − ηm2

)
, (1)

where ∂M is the boundary of the worldsheet M and Gµν is the metric of the target spacetime.
Here h refers to the determinant of auxiliary worldsheet metrics hab and η is auxiliary field
defined at ∂M . The dots denote differentiation with respect to ξ, which is an independent
parametrization of the worldsheet boundary. The first term in our action Eq. 1 is the usual
Polyakov action describing a bosonic string. The second term is nothing but the action for a
relativistic point particle of mass m.

We may find the equations of motion due to Eq. 1 by varying the action with respect to the
coordinates Xµ:

δS =
∫
M
dτdσ ∂a(P aµδXµ)−

∫
M
dτdσ (∂aP aµ)δXµ +

∫
M
dτdσ P aλ∂aX

µΓλρν(δXρ)

+
∫
∂M

dξ
d

dξ
(pµδXµ)−

∫
∂M

dξ (ṗµ)δXµ +
∫
∂M

dξ pλẊ
µΓλρµδXρ, (2)

where we defined the worldsheet and endpoint momenta as

P aµ := − 1
2πα′

√
−hhab∂bXνGµν ; pµ := 1

η
ẊνGµν . (3)

Applying the two dimensional version of Stokes’ theorem over the surface term on the string
worldsheet in Eq. 2 gives∫

M
dτdσ ∂a(P aµδXµ) =

∫
∂M

dnaεabP
b
µδX

µ =
∫
∂M

dξ ṅaεabP
b
µδX

µ,

where na(ξ) parametrizes the normal to the worldsheet boundaries and εab is an antisymmetric
symbol with ετσ = 1. Then by extremizing the string action and after relabelling some dummy
indices, the bulk and boundary equations of motion read, respectively as

∂aP
a
µ − Γλµν∂aXνP aλ = 0; ṗµ − ΓλµνẊνpλ = ṅaεabP

b
µ. (4)
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Now let us spend a few moments to discuss on the dynamics of the endpoints. A key result
in the study of [43] shows that the free string endpoint motion is no longer purely transverse
when the endpoints have non-vanishing momentum. Thus the endpoints are driven in such a
way that their velocity is pointing at least partially in the same direction as the tangent to the
string at the worldsheet boundary. Our massive endpoints move at velocity v < 1.

Furthermore we have the following identity

ṅaεabP
b
µ ±

η

2πα′ pµ = 0, (5)

which shows that we can separate the motion of the endpoints from that of the interior of string.
This separation of motion is actually a direct consequence of the finite endpoint momenta.

Next, by substituting Eq. 5 into Eq. 4, it is straightforward to show – by means of a change of
variable – that the endpoints’ equation of motion describes a timelike geodesic on the spacetime
boundary. Finally, in the rest of this work we shall assume a configuration of strings that
prevents a snap-back as the 4-point momentum pµ vanishes. Indeed we will argue that the
endpoint momenta are going to vanish as the string crosses the black hole horizon.

3. Falling strings on spacetime geodesics
The metric of the asymptotic AdS5 part of the 10-dimensional dual geometry can be written as

ds2 = L2

z2

[
−f(z)dt2 + 1

f(z)dz
2 + d~x2

]
, f(z) = 1−

(
z

zh

)4
. (6)

Here L is the AdS curvature radius, (t, ~x) corresponds to 4-dimensional Minkowski coordinates
and z denotes the inverse radial coordinate. Thus the spacetime boundary is located at z = 0,
while the black hole horizon is at z = zh. The temperature of the field theory equals the Hawking
temperature of the black hole in the interior of the asymptotic AdS5 [44]. The AdS/CFT
dictionary provides us with a relation between the background temperature and the horizon
radius such that T = 1/(πzh).

In the gravity dual, adding a fundamental representation quark in N = 4 SYM is tantamount
to adding a D7 brane [42] that fills a transverse S3 and extends along the radial direction from
the boundary of the asymptotic AdS5 up to some depth z∗. The dual description of probe quark
moving through the plasma involves classical open IIB strings whose endpoints are attached to
the D7 brane. One can think the string as an holographic representation of the colour field
between a quark-antiquark pair.

Again we restrict our attention to the motion of the string in the x-z plane of the asymptotic
AdS5 geometry. We are also interested in a string configuration with an initial pointlike state
and no component of the initial velocity along the radial direction. Let us assume that the string
is created at some coordinate z = z∗, then extends while the endpoints follow timelike geodesics
until it ultimately falls into the black hole.

The proper time τ at the worldsheet boundary can be chosen to parametrize the endpoints
path. Geodesic equations with respect to the t and x coordinate system in the asymptotic AdS5
background read

d2t

dτ2 + z2

L2f(z)
d

dz

(
L2

z2 f(z)
)
dz

dτ

dt

dτ
= 0, d2x

dτ2 + z2

L2
d

dz

(
L2

z2

)
dz

dτ

dx

dτ
= 0, (7)

respectively, with the constraint

Gµν
dXµ

dτ

dXν

dτ
= −f(z)

(
dt

dτ

)2
+ 1
f(z)

(
dz

dτ

)2
+
(
dx

dτ

)2
= ζ. (8)

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 476



Here ζ = 0,−1 for null or timelike geodesics corresponding to massless and massive endpoints
respectively. However, we would like a smooth approach to find the limiting case of a lightlike
geodesic, that is by setting m = 0 everywhere in our results. Notice that since any monotonic
function τ ′(τ) is equivalently a good parameter for the geodesic, then, physically it does not
make any difference to parametrize paths by τ or τ ′. In order to exhibit the mass term, let us
parametrise the geodesics by τ ′ = τ/m. Working out the geodesic equations we obtain

dx

dt
= h2
h1
f(z), dz

dt
= f(z)

[
1− m2 + (h2z/L)2

(h1z/L)2 f(z)
]1/2

, (9)

where h1, h2 are constants of integration. It follows that

dx

dz
= v

f(z∗)

[
1− m2 + (h2z/L)2

(h1z/L)2 f(z)
]−1/2

. (10)

where v is the initial velocity of the endpoints along the x direction and h2/h1 = v/f(z∗). Notice
that the results of [43] for massless string endpoints are correctly recovered by setting m = 0.
Furthermore we can solve for the h1, h2 constants from the initial pointlike conditions that yields

dx

dz
= v

f(z∗)

[
1− −v

2 + f(z∗) + (vz/z∗)2

(f(z∗)z/z∗)2 f(z)
]−1/2

. (11)

Eq. 11 does not explicitly depend on the endpoint mass. In fact, this parameter is encoded in
the initial conditions of our string. To recover the results for massless endpoints we just use
the appropriate initial conditions for the massless case, namely v =

√
f(z∗), which corresponds

to the speed of light along the x-direction and at constant depth z∗ in the Schwarzchild-AdS5
geometry. Since the endpoints are now massive and follow timelike geodesics, they move with
initial velocity v < f(z∗).

4. Maximal stopping distance
Recall first that the velocity of the endpoints vanishes when they cross the horizon. In principle,
we will integrate Eq. 11 from z = z∗ to z = zh to find the distance travelled by the string
endpoints, but this expression is difficult to find analytically. However, we can estimate the
stopping distance by means of a reasonable approximation. The idea consists of assuming the
endpoints move at an approximately constant depth z = z∗ and constant velocity v ≈ 1 for a
long time compared to z, before plunging rapidly into the horizon. Integrating Eq. 11 in the
limit z∗ � zh under this assumption yields

∆x ≈ v z
2
h

z∗

√
πΓ(5

4)
Γ(3

4)
. (12)

One may easily recover the massless limit in [43] by taking v = 1. Since v < 1, then the string
with massless endpoints goes further than the massive one provided that both endpoints start
at the same depth z = z∗.

In particular, we find that

∆x = v∆x0 = v

( 2
π2

)1/3 Γ(5
4)Γ(1

4)1/3

Γ(3
4)4/3

[ 1√
λ

E0
T 4

]1/3
, (13)

where in the last equality we used the equation T = 1/(πzh) furnished by the AdS/CFT
dictionary, and ∆x0 is the result for massless string endpoints [43], λ is the ‘t Hooft coupling,
and E0 is the initial energy of the quark.
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5. Heavy-quark energy differential loss in AdS/CFT
We want to compute how quickly the endpoints’ energy decreases as the string approaches the
horizon. If we assume again that the string endpoints quickly swoop down to the black hole
after evolving for a relatively long time at radius z ≈ z∗ with constant velocity v, we find

dE

dz
≈ −
√
λ

2π
1

z2
√

1− f(z)
f(z∗)

. (14)

By comparing Eq. 14 with [43], the massive string endpoints lose approximately the same energy
as the massless endpoints, with respect to z. Notice however that we also did an overestimation
here.

To read off the energy loss by the quark in field theory, we need to compute the energy loss
of the endpoints as they move ahead in the x direction. This is done by means of a chain rule
in Eq. 14 and using the geodesic equation, which gives

dE

dx
≈ −1

v

(√
λ

2π
f(z∗)
z2

)
≈ −1

v

(√
λ

2π
1
z2

)
, (15)

where in the last step we assumed z∗ � zh. By taking v → 1, we recover one of the main results
from [43]. Notice that since the additional factor v < 1 the string endpoints lose more energy
along a timelike geodesic than a lightlike one.

6. Discussion
In this proceedings we generalized the work of Ficnar and Gubser [43] to allow strings with both
finite endpoint mass and momentum. Our results are completely consistent with those of Ficnar
and Gubser: we recover all their results when we take our endpoint masses to 0. Additionally,
our results are quite sensible: 1) the endpoint stopping distance ∆x for a massive quark is
reduced by a factor of v < 1 when the heavy quark starts at the same z depth as the massless
quark and 2) the differential energy loss dE/dx is similarly enhanced by a factor of 1/v > 1 in
the massive case compared to the massless case.

From the work of this proceedings, one may improve the modelling of strong-coupling open
heavy flavor energy loss calculations used in heavy ion phenomenology.

Näıvely one expects a massive particle of the same momentum as a massless particle to
propagate further before stopping. We leave checking such an expectation for future work.
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Abstract. Thermodynamic properties of the quark-gluon plasma have been the subject of
active investigation over the past decades. Monte Carlo lattice calculations have made great
progress; in particular for the gluons, which form the first steps to full QCD. Nonetheless,
‘artifacts’ of this coarse-grained approach lead to uncertainties near the transition temperature,
which are closely related to the divergences encountered in continuum perturbation theory. The
latter must first be regularised and then renormalised, which we propose to do by comparing
to the QCD trace anomaly. Fixing the analytic results at a semi-pertubative temperature, we
find the bulk properties tend towards the free limit more gradually than has been presented in
recent lattice findings.

1. Introduction
At sufficient energy densities, of about 1 GeV/fm3, quantum chromodynamics (QCD) predicts
that ordinary nuclear matter melts into a deconfined state of quarks and gluons. Heavy-ion
collisions at RHIC and LHC are expected to probe this phase in the vicinity of the crossover
temperature Tc ∼ 200 MeV and part of the program to understand these experiments is
pinpointing the equation of state. Although not physically realised, asymptotic freedom of QCD
provides a rigorous limit for which the plasma is ‘weakly coupled’. In this (high temperature)
regime, well-defined approximations can be made and serve as a benchmark for theoretical
statements.

The pressure, which is related to the thermodynamic potential −pV , is a quantity of central
importance for statistical physics. Knowing the temperature dependence, one derives the entropy
density s = ∂p/∂T and energy density e = Ts − p. Lattice gauge theory has been the long-
standing approach to calculate equilibrium properties of QCD near Tc, and has revealed that
interactions remain ‘strong’ for Tc < T ∼< 4Tc. Recent studies in the quenched limit have
obtained the equation of state for values T ∈ [0.7, 1000]Tc, thus affording a comparison with
perturbation theory [1]. For an ideal gluon gas, the Stefan-Boltzmann pressure is

pSB = dg
π2

90
T 4 ,

where dg = 16 is the gluon degeneracy factor.
Interactions, built into QCD via the parameter α make the pressure deviate from its free

value. By virtue of the momentum dependence of the coupling constant α(q) for large arguments
(q � Λ, which we define later), perturbation theory can be used. This remains true at
high temperatures, where the average momentum q̄ is similar to the temperature, q̄ ∼ T (in
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equilibrium). Let the pressure be represented as an expansion in powers of α, with

p(T ; α) = p0(T ) + p1(T ) + p2(T ) + . . . , (1)

where pn(T ) ∼ O(αn). The normalisation is set by p0(T ) = p(T ; 0) = pSB and yields an upper
bound pSB ≥ p(T ; α).

The lowest order O(α) diagrams give a negative correction to the pressure, which may also be
related to an ‘excluded volume’ for gluons. For certain graphs of order O(αn), n ≥ 2, the direct
evaluation gives pn =∞. Such non-analytic behaviour stems from the long ranged nature of the
(gauge) force, and is well known from the classical Coulomb gas [2]. The remedy is to resum
infinitely many diagrams, giving a term of order O(α3/2) in Eq.(1). After this, at order O(α2), a
term α2 log(α) occurs and requires 3-loop diagrams to be screened [3]. Furthermore, the O(α2)
formula compels the use of the coupling α(µ), where µ is a renormalisation scale appearing in a
manner such that ∂p (T ; α(µ)) /∂µ is higher order than the approximation used.

The perturbative expansion for p(T ; α) is known through order O(α5/2), beyond which
the serious infrared difficulties of QCD prohibit further progress [4]. Nevertheless, asymptotic
formulae can be useful when truncated to a finite number of terms. A fixed order calculation
becomes precise1 in the limit α→ 0, for which purpose we shall study

p
(
T ; α(2πT )

)
= pSB

{
1 + c1α+ c3/2α

3/2 + α2(c2 + c′2 log(α)) + c5/2α
5/2 +O(α3)

}
. (2)

The term O(α3) contains a last perturbative piece, see [5], and a non-perturbative coefficient.
Since the asymptotic expansion does not converge, it is particularly sensitive to this last
coefficient – which has been ‘fit’ to the lattice data [1]. To avoid this aspect, we simply use
Eq. (2), with the known coefficients (and the canonical scale µ = 2πT ), to argue our case.

2. Renormalising via w(T )
Although p(T ) may be obtained on the lattice [6], it is more convenient to calculate the
interaction measure (also called trace anomaly),

w(T ) := e(T )− 3p(T ) = Tr Θ , (3)

where Θµν(T ) is the energy momentum tensor, equal to diag(e, p, p, p) in the local rest frame.
It thus follows that w(T ) ≥ 0 and this is indeed met by (2), reproducing the fact that p(T )/pSB
is a smoothly increasing function of T .

For a conformal theory, the equation of state e(T ) = 3p(T ) is true even for fully interacting
systems. Therefore, w(T ) 6= 0 can only arise for a system an with an additional scale, other
than T and V . This is indeed the case for QCD, where the energy scale Λ enters as a pole in α,
for example the 2-loop formula

α(µ) ' 4π

11t

{
1− 102 log t

121t

}
, with t = log(µ2/Λ2) .

To clarify this point, note that from (3) we may express

w(T ) = T
d

dT

{ p(T )

T 4

}
. (4)

Hence, for a ‘fixed’ coupling, p(T ; α)/T 4 is constant and thus w(T ) = 0. In order to obtain a
non-zero w(T ), it is necessary to renormalise, i.e. specify how α in Eq.(2) depends on T . To

1 Here we mean that the absolute error tends to zero, usually as ∼ exp(−1/α), although the sign may (and does
in this case) depend on the level of truncation.
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Figure 1. The interaction measure as a function of temperature as calculated on the lattice
[1]. The inset focuses on T ∼> 5Tc, and shows the perturbative result for w(T ) with the
renormalisation points circled in yellow, orange and red (T? = {30, 100, 400}Tc respectively).
For T > T? as shown by the arrows, the formulae consistently agrees with the lQCD data.

this end, we choose the popular scale µ = 2πT and use the 2-loop formula for the coupling.
Applying (4) to Eq.(2) yields a model for w(T ). Our idea is then to fix the residual scale Λ, by
directly matching the perturbative formula to the lattice value, viz. w(T?) = wlQCD

? . Since the
lattice results are calculated in units of Tc, the single free parameter in our comparison is the
ratio λ = Λ/Tc.

Fig. 1 shows the results for w(T ), using a semi-perturbative T? to fix the value of λ. Testing
the scheme at T? = {30, 100, 400}Tc consistently gives λ ' 0.5. Provided that α(T?) is sufficiently
small2 at the determined value for λ, approximations for w(T ), where T � T?, should (and do)
corroborate the lattice values. Below T?, there is no reason to expect that p(T ; α) should
converge and the shape of w(T ) for temperatures T ∼> 2Tc has been understood in terms of
quasiparticles [7]. The pressure in Eq.(2) is then specified, having adjusted λ in our scheme to
wlQCD .

One of the principle challenges in lattice QCD, is taking the continuum limit (which is, not
by coincidence, the same limit that Λ emerges). By computing w(T ), one avoids having to
subtract the zero point contribution to p(T ) or e(T ) . From the interaction measure (4), given
as a function of T , the pressure can be reconstructed, up to an integration constant,

p(T )

T 4
=

p(T0)

T 4
0

+

∫ T

T0

dτ

τ

{ w(τ)

τ4

}
. (5)

This integral method depends on w(T ) over a range of values for T . In particular, the area
bounded by the interaction measure over all temperatures gives the normalisation of p(T )
[presuming that p(T )→ 0 at zero temperature]. With information on w(T ) only at a discrete set
of values for T , Eq.(5) is at best a Riemann sum, and dependent on extrapolation to ‘endpoints’
T = 0 or T = ∞, depending on whether T <

> T0. Furthermore, p(T )/T 4 receives a large
numerical contribution near the peak value of w(T )/T 4, at about T/Tc ' 1.1 .

2 Characterising α as ‘small’ depends on the nature of the asymptotic series.
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Figure 2. The pressure as a
function of temperature (in units
of the free value) for nf = 0.
Shown as blue points are the
lattice data [1]. The yellow, red
and orange curves are obtained by
renormalising according to w(T ),
Fig. 1. Solid lines indicate T? < T ,
where the approximation schemes
should converge. Evidently there is
a systematic discrepancy of ∼ 1%
with the lattice data.

3. Reason for concern
Given the precision of pure gauge lQCD data, we now point out a discrepancy that has so far
escaped notice. The previous section outlined two approaches to calculating the pressure p(T ),

(i) using a truncated asymptotic formula, i. e. Eq.(2),

(ii) by means of (5), from w(T ) determined on the lattice [1].

Shown in Fig. 2 is p(T ) at large temperatures T > 10Tc according to these two distinct methods.
Evidently they disagree at about 1% of the free limit and, more urgently, the values for p(T?)
fail to match at the renormalisation point. Method (i) appears to give robust predictions for
T? < T , but systematically underestimates the lattice values.

This failure is actually crucial to resolve because it emerges from a well-defined limit, in which
theoretical descriptions should be under control. The perturbative analysis of the QCD trace
anomaly indicates a slower approach of the p(T ) to the free limit [and similarly for e(T ) and
s(T )]. Our conclusion may seem of little consequence for phenomonology of heavy-ion collisions.
However, an uncertainty of one percent in p(T )/pSB can translate into an order of magnitude in
the temperature T/Tc (see Fig. 2). This casts aspersions on hydrodynamic simulations, where
the equation of state is needed to evolve Θµν prior to freeze-out.
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Abstract. Partition function or Fisher zeros play a fundamental role in the theory of phase
transitions in models in classical statistical mechanics. In this paper the properties of partition
function zeros in a square lattice self-avoiding walk model of polymer adsorption are presented.
Some results constraining the distribution of zeros in the complex plane, based on mathematical
results on the distribution of polynomial zeros, are presented. Numerical results on the
distribution of zeros are shown, based on approximate enumeration of square lattice walks
using the GAS algorithm.

1. Introduction
Partition function zeros in the complex plane (also called Fisher zeros [1]) provide a
mathematical mechanism which explains phase transitions in models in classical statistical
mechanics. In the thermodynamic limit, Fisher zeros accumulate in the complex plane in
patterns which create an edge singularity at the critical point on the real axis where a phase
transition occurs.

There is a significant literature devoted to the study of partition function zeros and the edge-
singularity in models of lattice spin systems. These models include the Ising model [2, 3], the
q-state Potts model [4–7], the van der Waal gas and ideal Bose gas [8]. In contrast, far less is
known about the partition function zeros in models of lattice clusters, including models of the
self-avoiding walk (see figure 1).
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Figure 1: A self-avoiding walk from the origin in the square lattice.
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Exact enumeration of self-avoiding walks in the square lattice in reference [9] to lengths
n = 28 was used to determine partition function zeros, and to study the relation between the
leading partition function zero and the thermodynamic properties of the model. Similar work
in the cubic lattice is reported in references [10, 11]. The partition function zeros in a bond
fluctuation model of polymer adsorption was considered in reference [12]. In this last study
chains in two dimensions of length up to 1536 were generated and the distribution of partition
function zeros was examined.

In this paper a study similar to that of reference [12] is reported. In particular, some
theoretical properties of partition function zeros in adsorbing lattice walks in the square lattice
are examined, and some numerical data in support of these properties are presented.

2. Adsorbing walks
Denote the d-dimensional hypercubic lattice by Ld and let cn be the number of self-avoiding
walks from the origin length n in Ld (see figure 1). Since dn ≤ cn ≤ 2d(2d−1)n−1 in Ld, it
follows that cn grows exponentially with n, and it is known that the limit

lim
n→∞

1
n log cn = logµd (1)

exists [13]. The number κd = logµd is the connective constant of the lattice Ld, and µd is the

hypercubic lattice growth constant of cn, namely cn = µ
n+o(n)
d [14].

The half lattice Ld+ is defined by

Ld+ = {~v ∈ Ld | vd ≥ 0}, (2)

where ~v = (v1, v2, . . . , vd) is a vertex in Ld. A self-avoiding walk from the origin in the half lattice
Ld+ is a positive walk. The number of positive walks of length n is denoted by c+n . Naturally,
c+n ≤ cn. It is known that

lim
n→∞

1
n log c+n = lim

n→∞
1
n log cn = logµd. (3)

See, for example, reference [15].
The boundary of the half lattice Ld+ is the (d−1)-dimensional hypercubic lattice given by

∂Ld+ = {~v ∈ Ld+ | vd = 0}, (4)

and it is equivalent to Ld−1. A model of adsorbing (positive) walks is obtained by weighing
vertices of a positive walk with the weight or activity a whenever the walk returns to or visits
the boundary ∂Ld+. This assigns a weight av to each positive walk making v visits to ∂Ld+.
Notice that, by convention, the first vertex at the origin is not a visit. A positive or adsorbing
walk with visits weighted by av is shown in figure 2.

If c+n (v) is the number of positive walks of length n and with v visits in the adsorbing boundary
∂Ld+, then the partition function and limiting free energy of adsorbing walks are given by

A+
n (a) =

n∑
v=0

c+n (v) av and A+(a) = lim
n→∞

1
n logA+

n (a). (5)

Existence of the limiting free energy A+(a) was shown in reference [15], and it is known that
A+(a) is a non-decreasing convex function of log a. Moreover, there is a critical point a+c in the
model, defined by A+(a) = logµd if a ≤ a+c and A+(a) > logµd if a > a+c . The critical point a+c
is the adsorption critical point in the model, and it is a singular point in the free energy A+(a).
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Figure 2: A positive or adsorbing self-avoiding walk in the half square lattice. This positive
walk steps from the origin (in the boundary of the half lattice), and each vertex (other than the
first vertex at the origin) where the walk returns to or visits the boundary is weighted by an
activity a.

3. Partition function zeros
Partition function zeros are the (complex valued) roots of A+

n (a). Since A+
n (a) is a polynomial

of degree n, there are n zeros {aj}, and A+
n (a) factors as

A+
n (a) = Cn

n∏
j=1

(a−aj) (6)

where Cn is the (positive) coefficient of an in equation (5) (it depends on n). Notice that Cn is
the number of walks in Ld−1, since the coefficient of an is the number of walks with every vertex
in ∂Ld+. Taking logarithms and dividing by n, and letting n→∞, gives the limiting free energy
of the model, namely

A+(a) = lim
n→∞

1
n logA+

n (a) = logµd−1 + lim
n→∞

1
n

n∑
j=1

log(a−aj), (7)

in particular since logµd−1 = limn→∞
1
n logCn. Taking derivatives to log a gives the energy

density and specific heat of the adsorbing walk.

3.1. The distribution of partition function zeros
The distribution of partition function zeros may be examined by defining the functions

νn(ρ) = #{A+(a) zeros ak | (1−ρ) ≤ |ak| ≤ 1
1−ρ}

αn(θ, φ) = #{A+(a) zeros ak | θ < Arg ak ≤ φ}. (8)

That is, νn(ρ) is the number of zeros of A+(a) in the annulus (1−ρ) ≤ |a| ≤ 1
1−ρ in the a-plane

(where ρ ∈ (0, 1)), and αn(θ, φ) is the number of zeros ak with complex principal arguments
Arg ak greater than θ and less than or equal to φ.

The theorem by Hughes and Nikeghbali [16] is useful in providing bounds on νn(ρ), while
the angular distribution of zeros can be examined using the classical theorem of Erdös and
Turán [17]. Let ζd = log µd

µd−1
, then, if ζd < ρ < 1, then Hughes and Nikeghbali’s theorem

implies that
0 < 1− 1

ρ ζd ≤ lim inf
n→∞

1
n νn(ρ) ≤ lim sup

n→∞
1
n νn(ρ) ≤ 1. (9)
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Figure 3: Partition function zeros of the partition function A+
n (a) of adsorbing self-avoiding

square lattice walks. The data shown are for walks of length n ∈ {25, 50, 75, 100, 125, 150}.

The theorem by Erdös and Turán similarly shows that there is a constant C0 so that, if
ζd < ρ < 1, then

lim sup
n→∞

∣∣ 1
2π (φ−θ)− 1

n αn(θ, φ)
∣∣ ≤√1

2C0ζd. (10)

These results strongly suggest that partition function zeros are distributed in an annular region
in the complex plane, and that the angular distribution is asymptotically fairly even.

3.2. Numerical results
Numerical data were collected on adsorbing walks using the GAS algorithm [18] which was
implemented for adsorbing walks in reference [19]. These simulations produced estimates of
c+n (v) for 0 ≤ v ≤ n ≤ 500 in the microcanonical ensemble. Combining these data as in equation
(5) produces estimates of the partition function A+

n (a). Zeros of A+
n (a) were obtained to high

accuracy by deflating the polynomials in Maple 17 [20]. In figure 3 the partition function zeros
for adsorbing square lattice walks are shown.

Finite size approximations to the free energy can be computed from the partition function
zeros using equation (7). Similarly, the energy density E+ and specific heat C+ are given by

E+(a) = lim
n→∞

1
n

n∑
j=1

1
a−aj , and C+(a) = lim

n→∞
−1
n

n∑
j=1

1
(a−aj)2 . (11)

In figure 4 finite size approximations to the excess free energy A+(a)− logµd, energy density
and specific heat, are plotted for n ∈ {60, 125, 250, 500}. Notice the sharp peak in the specific
heat curves, and that these curves intersect close to a common point at log a+c in the graph.
For values log a < log a+c the curves decrease with increasing n, and for log a > log a+c the
curves increase with increasing n. This intersection is therefore a good estimage of the critical
adsorption activity in the model. By calculating it for (n, 2n) and n ∈ {100, 110, 120, . . . , 250}
a set of estimates of a+c is obtained (see equation (58) in reference [19]). Taking the average to
find the best estimate gives

a+c = 1.764(16), in L2
+. (12)

This estimate can be compared to the best estimate a+c = 1.77564 in the square lattice using
exact enumeration methods [21] and a+c = 1.779 in reference [19].
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Figure 4: The excess free energy, energy density and specific heat of adsorbing walks as a
function of a on a log-linear scale for walks of length n ∈ {60, 125, 250, 500}.

3.3. The cumulative angular distribution function
A cumulative angular distribution function αn(φ) of partition function zeros (of A+

n (a)) around
the origin in the complex a-plane is defined by using the function αn(θ, φ) defined in equation
(8):

αn(φ) = 1
nαn(−π, φ). (13)

αn(φ) is a non-decreasing step-function which increments in steps of height 1
n each time an

increase in φ includes new zeros in the interval (−π, φ], and with αn(−π) = 0 and αn(π) = 1.
In other words, αn(φ) is the fraction of partition function zeros with principal argument in the
interval (−π, φ].

The cumulative angular distribution function αn(φ) is plotted in figure 5 for n ∈
{60, 125, 250, 500}. It increases with φ, except near φ = 0 where it has a slight flattening
(this is for zeros close to the positive real axis in the a-plane). This flattening becomes less
pronounced as n increases. In the limit the data suggest a straight line increasing from 0 at
φ = −π to 1 at φ = π. That is, the cumulative distribution function apparently converges such
that limn→∞αn(φ) = 1

2πφ + 1
2 . This implies that the limiting angular distribution is given by

limn→∞
1
nαn(φ, θ) = 1

2π (φ−θ) (this remains unproven).

4. Conclusions
In this paper I report on some aspects of partition function zeros in a self-avoiding walk model
of two dimensional adsorbing polymers. The data in figure 5 suggest strongly that the angular
distribution of zeros, in the limit as n → ∞, is uniform. Algebraic results in equations (9)
and (10) constraining the distribution of partition function zeros were determined, and tested
numerically by examining the distribution of partition function zeros. It is found that a positive
density of zeros is distributed in an annulus with center at the origin in C and that the angular
distribution is bounded in the sense that limn→∞

1
nαn(θ, φ) approaches zero as θ ↗ φ (and the

numerical data in figure 5 suggest that it is uniform).
In section 3.2 the partition function zeros are estimated from numerical data obtained by

sampling adsorbing self-avoiding walks in the square lattice using the GAS algorithm [18]. The
free energy is approximated in terms of the partition function zeros, and in figure 4 the excess
free energy, energy density and specific heat are plotted. The specific heat curves intersect in a
point approximating the critical adsorption activity a+c , giving the estimate in equation (12).
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Figure 5: The cumulative distribution function 1
nαn(−π, φ) of the principal arguments of

partition function zeros in the complex plane for finite values of n. These data are for
n ∈ {60, 125, 250, 500} and appear to converge to the line 1

2πφ+ 1
2 as n→∞.

Acknowledgements
EJJvR acknowledges support from NSERC(Canada) in the form of a Discovery Grant.

References

[1] Fisher M 1965 The nature of critical points (University of Colorado Press)
[2] Lu W and Wu F 1998 Physica A: Stat Mech Appl 258 157–170
[3] Lu W and Wu F 2001 J Stat Phys 102 953–970
[4] Kim S Y and RJ C 1998 Phys Rev E 58 7006–7012
[5] Kim S Y and Creswick R 1998 Phys Rev Lett 81 2000–2003
[6] Kim S Y and Creswick R 2001 Physl Rev E 63 066107
[7] Kim S Y 2004 Phys Rev E 70 016110
[8] van Dijk W, Lobo C, MacDonald A and Bhaduri R 2013 arXiv 1303.4770
[9] Lee J 2004 J Korean Phys Soc 44 617–620

[10] Lee J, Kim S Y and Lee J 2010 J Chem Phys 133 114106
[11] Lee J, Kim S Y and Lee J 2012 Phys Rev E 86 011802
[12] Taylor M and Luettmer-Strathmann J 2014 J Chem Phys 141 204906
[13] Hammersley J 1957 Proc Camb Phil Soc 53 642–645
[14] Broadbent S and Hammersley J 1957 53 629–641
[15] Hammersley J, Torrie G and Whittington S 1982 J Phys A: Math Gen 15 539–571
[16] Hughes C and Nikeghbali A 2008 Compositio Mathematica 144 734–746
[17] Erdös P and Turán P 1950 Ann Math 51 105–119
[18] Janse van Rensburg E and Rechnitzer A 2009 J Phys A: Math Theo 42 335001
[19] Janse van Rensburg E 2016 J Stat Mech: Theo Expr 2016 033202
[20] Maplesoft Maple 17 (A division of Waterloo Maple Inc. (Waterloo, Ontario))
[21] Beaton N, Guttmann A and Jensen I 2012 J Phys A: Math Theo 45 055208

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 489



Next-to-leading order electron-quark scattering
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Abstract. We compute the differential cross section for massless 2 → 2 scattering between
a quark and an electron in a t-channel photon exchange at next to leading order in the MS
renormalisation scheme. Specifically, we show that the result is UV and IR finite. Lastly we
explore the role of disconnected contributions to the square of the scattering amplitude.

1. Introduction
We compute the differential cross section for massless 2 → 2 scattering between a quark
and electron in a t-channel photon exchange at next to leading order (NLO) in the MS
renormalisation scheme. We couple the quarks to an abelian U(1) gluon field and compute the
NLO calculation in this coupling. We explicitly demonstrate the cancelation of IR-divergences
and explore the presence and need for disconnected contributions to amplitude, M and to the
amplitude squared |M|2. To the best of our knowledge, this calculation has not yet appeared
in the literature.

One of the aims of this work is to demonstrate that the cross section at NLO in the coupling
is finite. Treatment of the UV divergences are well understood in the context of renormalised
perturbation theory. However, there seems to be some controversy involving IR divergence.

Whenever massless particles are present in a theory, one is forced to deal with IR
divergences. IR divergences in the vertex correction are indeed cancelled by those arising in
real emission processes according to the Bloch-Nordsieck (BN) and Kinoshita-Lee-Nauenberg
(KLN) prescriptions [1, 2, 3, 4]. However, there are still real absorption processes to take into
account, reintroducing IR divergences. Following KLN, one searches for additional degenerate
processes to render the overall process finite. It has been proposed, in the context of the Drell-
Yan process and QED electron scattering, to consider contributions from processes involving
disconnected gluons and photons [5, 6]. Interference between these disconnected and connected
diagrams at the amplitude level can yield connected contributions at the level of the amplitude
squared. While this approach works and the result is again finite, it also lead to disconnected
diagrams contributing to the amplitude squared. Indeed, processes involving any number of
disconnected photons may contribute to |M|2 at the same order of the coupling. To the best of
our knowledge this issue has not yet been resolved using the standard techniques of perturbative
quantum field theory.

In section 2 we present our results for the leading order and NLO vertex correction. We use
dimensional regularisation to regulate all divergences with ε ≡ 4 − d. Section 3 deals with the
real emission process where we present our results for the soft, collinear and soft and collinear
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real emission processes. Section 4 demonstrates that adding these processes leads to a finite
result. Section 5 then explores the issue regarding the disconnected diagrams. Lastly, we only
present the divergent pieces of our calculations. We have also computed the finite pieces and
are available upon request.

2. 2→ 2 scattering at NLO
We compute the following diagrams

γ
q

e−

pf

qf

q

e−

pi

qi
+ γ

q

e−

pf

qf

q

e−

k
pi

qi
+

(1)

for deep elastic scattering. Because the photon momentum in the t-channel exchange is spacelike,
it is possible to boost into a frame where energy is conserved. Below, we first compute the leading
order diagram, followed by the vertex correction at NLO.

2.1. Leading order
The leading order M0 amplitude from the LSZ formula in the MS scheme is

M0 =
Rq

MS
Re

MS
e2

t
ū(pf )γµu(pi)ū(qf )γµu(qi), (2)

where t is a Mandelstam variable. The differential cross section dσ0 ∝ |M0|2dΠLIPS , where
where the spin averaging has already been included in |M0|2. The Lorentz-invariant phase
space volume element, dΠLIPS , contains an overall momentum conserving delta function which
we use of to evaluate our integrals. The RMS’s are the residues of the respective two-point

functions. In the MS scheme, the residues are no longer trivial and may be determined from
the particle’s self energy [7]. In our boosted frame, Eqi = Eqf , and so the δ-function in dΠLIPS

may be split up into a spatial part and the temporal part δ(Epi − Epf ). Using the δ-functions
to evaluate the integrals, the leading order differential cross section is(

dσ

dΩ

)
0

=
(Rq

MS
Re

MS
)2e4

16E4
qi |vpi − vqi |

[
2

(
s̃

t̃

)2

+ 2

(
ũ

t̃

)2

− ε
](

Epi
2π

)2−ε
, (3)

where s̃, t̃, ũ are Mandelstam variables with unit norm.

2.2. Vertex correction
The amplitude for the vertex correction is

Mv.c. = Rq
MS

Re
MS

ū(qf )γµu(qi)e
2

t
g2ū(pf )γρ

∫
ddk

(2π)d

(/pi − /k)γµ(/pf − /k)

(pi − k)2k2(pf − k)2
γρu(pi). (4)

After integrating with respect to the gluon momentum k and some algebra

Mvc =M0
αg
4π

[
− 8

ε2ir
− 4

εir

(
2 + log(X̃)

)
+

2

εuv
+
π2

6
− 8− 3 log(X̃)− log2(X̃)

]
, (5)

where X̃ ≡ 4πµ̃2/(−teγ), γ is the Euler number, µ̃ is a scale introduced to make coupling g
dimensionless and αg ≡ g̃2/4π. Lastly, we denoted a positive ε by εuv and a negative ε by εir.
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In the MS-bar scheme, the UV-divergence is subtracted out by the counterterm and the scale µ̃
is redefined so that X̃ = µ2/(−t). To the relevant order in g

Rq
MS

=
1

1− αg

2π
1
εir

≈ 1 +
αg
4π

2

εir
. (6)

Thus, expanding Rq
MS

, following the steps in section 2 and simplifying, we obtain(
dσ

dΩ

)
virtual

=

(
dσ

dΩ

)
0

[
1 +

αg
2π

[
− 8

ε2ir
− 1

εir

(
6 + 4 log

(µ2
t

))
+ finite

]]
. (7)

3. Real emssion (bremsstrahlung)
The real contributions will fall into two pieces. One will be soft gluon emission from the incoming
and outgoing quark lines integrated over all angles, and the other will be from hard collinear
gluon emission. For the latter, we treat the case for which the final state gluon is collinear with
both incoming and outgoing quark lines. The diagrams are

γ
qpfq pi

+ γ
q

pf
q pi

(8)

3.1. Soft bremsstrahlung
Neglecting the terms that are O(k) in the numerator, the soft bremsstrahlung amplitude (sb) is

Msb =M0g

[
2pi · ε

(pi − k)2
+

2pf · ε
(pf + k)2

]
. (9)

The Lorentz-invariant phase space has an extra final state gluon factor and in the soft gluon
approximation, we neglect the gluon momentum in the δ-function. This leads to the following
expression for soft bremsstrahlung differential cross section(

dσ

dΩ

)
sb

=

(
dσ

dΩ

)
0

∫
g2

2pi · pf
(pi · k)(pf · k)

dd−1k

(2π)d−12ωk
. (10)

Following [3] in evaluating the integral over all angles and from zero up to some small cutoff
gluon energy, Ecut, we find(

dσ

dΩ

)
sb

=

(
dσ

dΩ

)
0

αg
2π

[
8

ε2ir
+

4

εir
log

(
µ2

ρE2
cut

)
+ finite

]
, (11)

where ρ = t/E2
pi .

3.2. Hard collinear bremsstrahlung
We consider the final state degeneracy for which the final state gluon is collinear with outgoing
quark. According to KLN we also must consider the initial state degeneracy. To account for
this, we double our final result.
Beginning from (8), and making use of collinear approximations the hard collinear
bremsstrahlung (hcb) differential cross section is(

dσ

dΩ

)
hcb

=

(
dσ

dΩ

)
0

αg
2π

[
1

εir

(
8 log

(
Ecut
Epi

)
+ 6

)
+ finite

]
, (12)

where ‘finite’ depends on the parameter δ - a small angular cutoff below which the detector
cannot distinguish between a quark and a quark plus gluon.
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4. The final result is finite
In this section, we show that the total differential cross section is independent of εir and thus
finite as d → 4. Firstly, the 1/ε2ir terms cancel straightforwardly. Thus, we only have to show
that the 1/εir terms cancel. For ρ = t/E2

pi , we find

αg
2π

1

εir

[
− 6− 4 log

(µ2
t

)
+ 4 log

(
µ2

ρE2
cut

)
+ 8 log

(
Ecut
Epi

)
+ 6

]
= 0. (13)

5. Disconnected cross sections
In this section, we demonstrate how to cancel the IR-divergences that result from the absorption
of a soft gluon by each quark. We reproduce the results of [5, 6] but in the context of
our calculation. Searching for additional degenerate processes, we are lead to Feynman
diagrams featuring a single disconnected gluon line contributing to M. In so doing, we obtain
contributions to |M|2 from diagrams with disconnected gluon lines. It is not yet clear if this
issue may be resolved using standard techniques of perturbative quantum field theory.

We note that very soft massless particles have broad wave packets. It is thus possible for a
disconnected gluon’s wave packet to overlap with the particles participating in the scattering
experiment. Secondly, one can usually rely on the Cluster Decomposition principle to argue that
disconnected diagrams need not be considered [8]. However, one can show that the interference
between two well-separated collections of fields in a Green’s function decays as e−mR, where R is
the spacelike separation between the two sets of fields and m is the smallest mass in the theory
[9]. For massless particles, this suggests that it is possible to have interference.

The absorption diagrams we compute are

+
(14)

The result of this process is the same as the real emission process in section 3.1,

|Msb|2 = |M0|2g2
2pi · pf

(pi · k)(pf · k)
. (15)

Once again, we have IR divergences that presumably need cancelling. Now consider the 3 → 3
processes

k′ k

+

k′ k

+

k k′

(16)

There are additional diagrams that ultimately evaluate to zero in the massless limit. The
first diagram is equal to M0(2π)32ωkδ

(3)(k − k′). At the level of the amplitude squared,
interference between the first diagram and the second two higher order diagrams produces
connected contributions to |M|2 at order e4g2. These ultimately lead to −2|Msb|2. KLN
states that we should continue to search for additional degenerate processes at O(e4g2). It turns
out there are such processes in the degenerate 3→ 4 scattering amplitude,

k′2 k2

k1

+

k′2 k2

k1

(17)

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 493



with two additional diagrams having k1 and k2 swapped. Again, interference occurs between
these diagrams to produce a connected contribution to |M|2. The interference turns out to be
|Msb|2, precisely what is required to cancel the infrared divergences.

It only remains for us to explain (or explain away) the additional disconnected terms in
|M|2. For example, in (16), the leading order e4 contribution to |M|2 features a completely
disconnected gluon line. Indeed, one can have any number of disconnected gluon lines and still
be at the same order in the coupling.

6. Discussion
We have computed the differential cross section for massless 2→ 2 scattering between a quark
and electron in a t-channel photon exchange at next to leading order (NLO) in the MS renor-
malisation scheme. We considered the abelian gluon case, and, using dimensional regularisation,
we have shown that the cross section is finite. We have also computed (but not shown) the finite
pieces to the individual processes. We have briefly explored the role of disconnected diagrams
to the amplitude-squared in the context of our specific calculation. We have explained that by
opening the Pandora’s box of disconnected diagrams, one could, in principle, have to sum an
infinite number of disconnected diagrams, all contributing to the amplitude squared at the same
order in the coupling.
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Abstract. The evolution of the Cabibbo-Kobayashi-Maskawa matrix elements, the Jarlskog
invariant and the quark mixings are derived for the one-loop renormalisation group equations
in a five-dimensional model for an SU(3) gauge group compactified on an S1/Z2 orbifold. In
this work we have assumed that there is a fermion doublet and two singlets located at the fixed
points of the extra dimension. This work builds on earlier works of gauge couplings and Yukawa
coupling evolutions, which pointed to some interesting phenomenology in this toy model of
gauge-Higgs unification.

1. Introduction
The Standard Model (SM) of particle physics is believed to be an effective low energy theory
for a number of reasons, where one of these reasons is to try and understand the fermion mass
hierarchy and quark mixings [1]. In the SM there is a hierarchy of the quark masses belonging
to various generations of the up-type quark masses (mt,mc,mu) and also the down-type quark
masses (mb,ms,md) [2]:

mt � mc � mu, mb � ms � md. (1)

In gauge theories, the renormalisable fermion masses come from mass terms such as f̄Mf and
also arise from Yukawa terms like f̄Y fΦ. For these Yukawa terms, once the Higgs doublet
acquires a vacuum expectation value, all the SM fermions acquire a mass, where this mass is
proportional to their Yukawa couplings [3]:

Yt,c,u =
mt,c,u

v
Yb,s,d =

mb,s,d

v
. (2)

Yt,c,u and Yb,s,d are the nontrivial Yukawa couplings eigenvalues, v is the vacuum expectation
value of the Higgs field, where this value can be fixed from the measurement of the W boson
mass:

v =
2MW

g
' 246GeV. (3)

In the standard electroweak model with three quark families, the quark sector contains ten free
parameters, six quark masses and also four flavour mixing parameters [4]. In order to look into
the dynamics of fermion mass and flavour mixing we need to extend the SM. We expected that

Proceedings of SAIP2016

SA Institute of Physics ISBN: 978-0-620-77094-1 495



any new physics beyond the SM shall appear above the MZ ∼ 91.2 GeV scale. In order to
build a mass model of quarks at the high energy scale, one can use the Renormalisation Group
Equations (RGEs). We need this technique to fill in the space between the predictions of the
model at µ�MZ and the experimental ones at µ ≤MZ [5]. We are using these RGEs in order
to study the asymptotic behaviour of the Lagrangian parameters, such as Yukawa couplings for
both up-type quarks and down-type quarks and also the mixing angles θ12, θ13 and θ23 [6]. In
order to compute the running of quark masses above the MZ scale we are going to use the quark
masses and the mixing parameters, which are obtained at the MZ scale to determine the Yukawa
couplings Yu and Yd. After doing this, we need to solve the RGEs of the Yukawa couplings, in
order to get the running of the quark masses at any energy scale [5]. In order to diagonalise the
quark mass matrices, one can use an unitary matrix as follows [3, 7]:

uL = (UuL)u′L, ucR = (UucR)†u′R, dL = (UdL)d′L, dcR = (UdcR)†d′R. (4)

However, this will lead to the following:

(UucR)†Yu(UuL) = diag(yu, yc, yt), (5)

(UdcR)†Yd(UdL) = diag(yd, ys, yb), (6)

or equivalently we can diagonalise the quark mass matrices appearing in the Lagrangian of
Yukawa interactions by using the bi-unitary transformation [3, 4]:

(UuL)†Mu(UucR) = diag(mu,mc,mt), (7)

(UdL)†Md(UdcR) = diag(md,ms,mb). (8)

We use this bi-unitary transformation in order to change all our quark fields from their flavour
eigenstate basis to the basis of mass eigenstates [4]. Let us assume that we are working in the
basis where the Yukawa couplings for the up-type quark Yu is diagonal, as appears in Eq. (5),
then the mass eigenstates of the down-type quark are connected to their weak eigenstates by
the Cabibbo-Kobayashi-Maskawa (CKM) matrix VCKM [5]:

V †CKMYdY
†
d VCKM = diag(l2d, l

2
s , l

2
b ). (9)

For the other way around, that is, if we are working in the basis in which the Yukawa coupling
for the down-type quarks are diagonal, then the mass eigenstates of the up-type quark are given
by:

V †CKMYuY
†
uVCKM = diag(k2d, k

2
s , k

2
b ). (10)

Furthermore, we can build the Yukawa couplings for the down-type quarks from their eigenvalues
and also from the CKM matrix [5].

There are many ways to look at the quark mass hierarchy and flavour mixings; we shall
investigate an SU(3) gauge group compactified on an S1/Z2 orbifold which has size R−1 = 1
TeV, 5 TeV and 20 TeV. In this paper we assume that the fermion doublet and the two singlet
are located at the fixed points of the extra-dimension, the quark masses and the flavour mixings
are derived at one-loop level [8].

2. The evolution of CKM matrix in 5 dimension for an SU(3) gauge group
The SM of particle physics has been very successful in describing most of the particle
phenomenology known to date [9], but it possesses some problems whose solution could imply
physics beyond the SM. The SM is not like QCD and QED, it is the theory which violates parity
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(P), time reversal (T) and charge conjugation (C). The C and P separately are not a good
symmetry of the SM, but the combination CP, in the case of only one family of matter fields, or
even if we have two families, is a good symmetry. Since we have three families in the SM, CP is
not a good symmetry. All of the SM Lagrangian is invariant under CP transformations, except
the part where the CKM matrix appears.

In order to study the CKM matrix, let us start with ūiLγ
µdiL and express it in terms of mass

eigenstates.

ūiLγ
µdiL = ū′hL(UuL)hiγ

µ(UdL)†ijd
′
jL = (UuL)hi(U

dL)†ij ū
′
hLγ

µd′jL, (11)

because in the above equation the two matrices are different, when we compute the product
of two unitary matrices we still get a unitary matrix. This unitary matrix is called the CKM
matrix

(UuL)hi(U
dL)†ij ≡ Vhj . (12)

In order to parameterise the quark sector’s flavour mixing we need the CKM matrix [10],
and it has 9 parameters. Let us see how the CKM can be parameterised in terms of these
9 parameters[11]:

V =

 eiτ1 0 0
0 eiτ2 0
0 0 eiτ3

Vst
 eiσ1 0 0

0 eiσ2 0
0 0 eiσ3

 . (13)

Vst is the standard parametrisation and it is given by:

Vst =

 1 0 0
0 c23 s23
0 −s23 c23

 c13 0 s13e
iδ

0 1 0
−s13e−iδ 0 c13

 c12 s12 0
−s12 c12 0

0 0 1

 , (14)

where cij ≡ cos θij , sij ≡ sin θij [12]. From the standard parameterisation in Eq. (14). The
CKM matrix has the following form [13]

Vst =

 c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13
s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13

 . (15)

From the experimental point of view we know that sin θ13 � sin θ23 � sin θ12 � 1, and we can
express this hierarchy using the Wolfenstein parametrisation [14]:

sin θ23 =
|Vcb|√

|Vud|2 + |Vus|2
, (16)

and

sin θ12 =
|Vus|√

|Vud|2 + |Vus|2
. (17)

The RGEs for the CKM matrix beyond the R−1 scale is given as follows [15]:

16π2
dViγ
dt

= 12S(t)

[ ∑
σ,j 6=i

k2i + k2j
k2i − k2j

l2σViσV
∗
jσVjγ +

∑
j,σ 6=γ

l2γ + l2σ
l2γ − l2σ

k2jV
∗
jσVjγViσ

]
, (18)

where the energy scale parameter t= ln(µ/MZ) and S(t) = MZRe
t. As we mentiond earlier,

our renormalisation point is the Z boson mass. Furthermore, we can introduce the Jarlskog
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Figure 1. Evolution of the mass ratio for three different values of the compactification radius
we have used: 4 TeV (dotted red line), 8 TeV (dot-dashed blue line), 20 TeV (dashed green
line); as a function of the scale parameter t. In the left panel is the evolution of the mass ratio
mu/mt, and the right panel is the evolution of the mass ratio mc/mt.

rephasing-invariant parameter J , which is crucial to measuring CP violation, and it is given
through the unitarity properties of VCKM, as [4]:

Im(VkαVlβV
∗
kβV

∗
lα) = J

∑
m,δ

(εklmεαβδ), (19)

where the subscript (k, l or m) runs over the (u, c, t) quarks and the subscript (α, β or δ) runs
over the (d, s, b) quarks. In particular, in this paper, we are using the following J to present the
CP violation phenomena

J = Im(VcsVtbV
∗
cbV
∗
tb). (20)

Thus, one can write its square as:

J2 = |Vtb|2|Vcs|2|Vts|2|Vcb|2−
1

4

(
1−|Vtb|2−|Vcs|2−|Vts|2−|Vcb|2+|Vtb|2|Vcs|2+|Vts|2|Vcb|2

)
. (21)

For completeness, the independent parameters of VCKM are |Vud|, |Vus|, |Vcd| and |Vcs| and they
take the following initial values:

|Vud| = 0.9738, |Vus| = 0.2196, |Vcd| = 0.224, |Vcs| = 0.996. (22)

We can define the RGE invariant quantity in the hierarchical limit mb � ms [16]:

R23 = sin(2θ23) sinh

[
ln

(
mb

ms

)]
. ⇒ R23 = sin θ23 cos θ23

(
mb

ms

)
. (23)

3. Numerical Results
In FIG.1 we present the evolution of the mass ratio for the one-loop calculation for three different
compactification scales: R−1 = 4 TeV, 8 TeV and 20 TeV. We expect new physics to come into
play when we reach our cut-off. The cut-off for our effective theory when t = 4.1400, 4.4475,
4.8538 for R−1 = 4 TeV, 8 TeV, 20 TeV respectively. In the left panel we present the evolution
of mu/mt; in this case one can see that the SM (the black solid line) behaves like λ8, where
λ ∼ 0.22. Through the numerical analysis of the one-loop calculation, we observe that when the
fifth dimension contributions switch on, the mass ratio mu/mt decreases whenever the energy
increases, and this creates a significant change of order of λ8. In the right panel we are showing
the evolution of mc/mt, in this case we see that the SM behaves like λ4, and when the fifth
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Figure 2. The evolution of the CKM elements for three different values of the compactification
radius we have used: 4 TeV (dotted red line), 8 TeV (dot-dashed blue line), 20 TeV (dashed
green line); as a function of the scale parameter t. In the left panel is the evolution of the CKM
element |Vcb|, and the right panel is the evolution of CKM element |Vts|.
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Figure 3. In the left panel is the evolution of the Jarlskog rephasing-invariant parameter; the
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TeV (dotted red line), 8 TeV (dot-dashed blue line) and 20 TeV (dashed green line); as a function
of the scale parameter t.
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Figure 4. Left panel is the evolution of sin θ23; the right panel is the evolution of sin θ12, for
three different values of the compactification radius: 4 TeV (dotted red line), 8 TeV (dot-dashed
blue line), 20 TeV (dashed green line), as a function of the scale parameter t.

dimension KK-modes become kinematically accessible the mass ratio mc/mt decreases with
increasing energy, and in this case the change is of the order of λ4.

In FIG.2 we plot the evolution of the CKM parameters, in the left panel we plot |Vcb| and in
the right panel |Vts|. We see that once the fifth dimension contributions switch on, one can see
that there are new contributions coming from the fifth dimension. Accordingly the evolution of
the CKM parameters |Vcb| and |Vts| are rapidly increasing, this significant increase is of order of
λ2.
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In FIG.3, left panel, we plot the Jarlskog invariant parameter. As we mentioned earlier,
this gives us a good indication of the amount of CP violation in the quark sector. As can be
seen, once the fifth dimension contributions are reached, the value of the Jarlskog invariant
increases sharply until we reach the cutoff. In the right panel we present the evolution of the
renormalisation invariant R23; this quantity describes the relationship between the mixing angles
(sin θ23 and cos θ23) and the mass ratio (mb/ms) as it appears in Eq. (23). This renormalisation
invariant quantity starts to increase rapidly when the fifth dimension contributions switch on.
This rapid increase causes increases in the mixing angles, which is suppressed by the mass ratio
mb/ms; similarly, in FIG.4, in the left panel, we present the evolution of the mixing angle sin θ23,
and in the right panel we plot the evolution of the mixing angle sin θ12. After, the fifth dimension
is switched on, the mixing angles sin θ23 and sin θ12 increase rapidly. However, this increase is
suppressed by |Vcb| and |Vus| respectively, as is shown in Eq. (16) and Eqs (17).

4. Conclusion
In conclusion, in this paper we derived the one-loop RGEs in a five-dimensional gauge-Higgs
unification model for an SU(3) gauge group by assuming that the fermion doublet and the two
singlets are located at the fixed points of the fifth dimension. We test the evolution of the
mass ratios mu/mt, mc/mt, the CKM elements |Vcb|, |Vts|, the Jarlskog rephasing-invariant,
R23 and the evolution of the mixing angle sin θ23 and sin θ12. We observed that when the
fifth dimension KK-modes become kinematically accessible all the previous physical observables
evolution change rapidly.
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Abstract. High Energy Particle Physics collider experiments at the Relativistic Heavy Ion
Collider (RHIC) in the USA and the Large Hadron Collider (LHC) in Geneva, Switzerland, are
probing the most fundamental properties of matter by accelerating a range of particles, from
protons to Lead nuclei, to relativistic speeds and causing them to collide. The decay products of
these violent collisions can be studied in detail and have revealed that a new state of matter in
which the constituents of nucleons, quarks and gluons, exist in a deconfined state, creating what
appears to be a perfect fluid called the Quark Gluon Plasma (QGP). The QGP only exists for
a few femto seconds and is therefore extremely difficult to characterize. The manner in which
a highly energetic particle loses energy as it traverses the QGP has proven to be an effective
probe of the QGP, but recent results in smaller colliding systems such as proton-lead (pPb) have
brought into question our understanding of perturbative Quantum Chromodynamical (pQCD)
descriptions of energy loss, particularly in small systems of QGP. We present a short separation
distance correction to the well-known (static scattering centre) DGLV (Djordjevic, Gyulassy,
Levai, Vitev) pQCD energy loss calculation, revealing a number of shortcomings and problematic
assumptions. We also investigate the feasibility of a similar small system correction in the
(dynamical scattering centre) thermal field theory formalism.

1. Introduction
For decades now, particle physicists have explored the fundamental properties of the universe by
colliding various nucleii at ever increasing energies in order to probe their constituent particles
- quarks and gluons. In recent years, evidence has arisen of the production of a new state of
matter, the Quark - Gluon Plasma (QGP), in which the quarks contained within nucleons and
other hadrons become deconfined [1]. The QGP offers unique insight into the structure of the
most fundamental building blocks of matter as well as an opportunity to study the physics of
many body non-abelian gauge theories.

High momentum particles produced along with the QGP can be used as tomographic probes
in a phenomenon known as jet-quenching, in which high-momentum particles lose energy as they
traverse the QGP. The physics of jet-quenching is complex, but the same phenomenon of energy
loss affects all the particles of the QGP, resulting in a reduction of the cross section of charged
hadrons seen in nucleus-nucleus (AA) collisions as compared to proton-proton (pp) collisions
(if scaled appropriately). Such studies have met with great success in AA collisions, leading to
the rise of a number of perturbative quantum chromodynamical (pQCD) energy loss formalisms
that have evolved to provide a very detailed description of the energy-loss mechanisms [2, 3, 4, 5]
in the QGP.
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However, new analyses of experimental data [6, 7, 8, 9, 10, 11] have shown that there
is evidence for collective behaviour even in small colliding systems previously thought to be
too small to create a QGP. If a QGP does exist in these smaller colliding systems, a clear
understanding of the energy loss mechanisms in small systems is of crucial importance, because
current energy loss models rely heavily on the assumption that the system is large compared to
the debye screened length of the scattering centres. Mathematically, relaxing the assumption
that the system is large in the GLV (Gyulassy, Levai, Vitev) formalism amounts to relaxing the
assumption that the distance between scattering and radiation is large compared to the inverse
debye mass. That is, the present calculation is an all separation distance generalization of the
DGLV (Djordjevic, GLV) [12] energy loss for a massive quark traversing a static medium.

The large separation distance assumption led to a mathematical simplification through the
exponential suppression of certain terms at the amplitude level. We present here the energy
loss formula obtained by retaining terms that are exponentially suppressed due to 1/µD � ∆z.
Alarmingly, upon numerical evaluation of the energy loss formula, we find that the correction
term dominates at high (∼ 100 GeV) parton energies.

2. Setup
For the present calculation we follow precisely the setup of the DGLV calulation [12]. The details
of the current calculation can be found in [13], but will not be discussed at length. For clarity,
we treat the transverse momentum eikonal parton produced at an initial point (t0, z0,x0) inside
a finite QGP, where we have used p to mean transverse 2D vectors, ~p = (pz,p) for 3D vectors
and p = (p0, ~p) = [p0 + pz, p0 − pz,p] for four vectors in Minkowski and light cone coordinates
respectively. As in the DGLV calculation, we consider the target to be a Gyulassy-Wang Debye
screened potential [14] with Fourier and color structure given by

Vn = V (~qn)e−i~qn·~xn

= 2πδ(q0)v(qn, q
z
n)e−i~qn·~xnTan(R)⊗ Tan(n). (1)

The color exchanges are handled using the applicable SU(Nc) generator Ta(n) in the dn
dimensional representation of the target or Ta(R) in the dR dimensional representation of the
pT parent parton.

In light cone coordinates the momenta of the emitted gluon, the final pT parton, and the
exchanged medium Debye quasiparticle are

k =

[
xP+,

m2
g + k2

xP+
,k

]
,

p =

[
(1− x)P+,

M2 + k2

(1− x)P+
,−k

]
,

q = [q+, q−,q], (2)

where the initially produced pT particle of mass M has large momentum E+ = P+ = 2E and
negligible other momentum components. Notice that we include the Ter-Mikayelian plasmon
effect with an effective emitted gluon mass mg [12, 15]. See Fig. 1 for a visualization of these
momenta.

A shorthand for energy ratios will prove useful notationally. Following [12] we define
ω ≈ xE+/2 = xP+/2, ω0 ≡ k2/2ω, ωi ≡ (k − qi)

2/2ω, ω(ij) ≡ (k − qi − qj)
2/2ω, and

ω̃m ≡
(
m2
g +M2x2

)
/2ω.

We will also make the following assumptions: 1) the eikonal, or high energy, approximation,
for which E+ is the largest energy scale of the problem; 2) the soft (radiation) approximation
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x � 1; 3) collinearity, k+ � k−; 4) that the impact parameter varies over a large transverse
area; and, most crucially for this letter, 5) the large formation time assumption ωi � µi, where
µ2
i ≡ µ2 + q2

i .
Note that the above approximations, in addition to allowing us to systematically drop terms

that are small, permit us to 1) (eikonal) ignore the spin of the pT parton; 2) (soft) assume the
source current for the parent parton varies slowly with momentum J(p−q+k) ≈ J(p+k) ≈ J(p);
3) (collinearity) complete a separation of energy scales

E+ � k+ � k− ≡ ω0 ∼ ω(i...j) �
(p + k)2

P+
; (3)

and 4) take the ensemble average over the phase factors, which become 〈e−i(q−q′)·b〉 =
(2π)2

A⊥
δ2(q− q′).

In the original DGLV calculations [12], the large formation time played only a minor role.
However, when considering short separation distances between the scattering centers, the large
formation time assumption naturally increases in importance.

With the above approximations, we reevaluated the 10 diagrams contributing to the N = 1 in
opacity energy loss amplitude [12] without the additional simplification of the large separation
distance ∆z � 1/µ assumption.

~q1, a1

k, c

pz0 z1

z

M1,1,0

~q2, a2

k, c

pz0 z1 z2

z

M c
2,2,0

~q1, a1

Figure 1: M1,1,0 (left hand panel) and M c
2,2,0 (right hand panel) are the only two diagrams that

have non-zero short separation distance corrections in the large formation time limit. M c
2,2,0

is the double Born contact diagram, corresponding to the second term in the Dyson series in
which two gluons are exchanged with the single scattering center.

3. Calculation and Results
The N = 1 in opacity energy loss derivation that was originally performed by DGLV evaluated
10 diagrams and utilized the large separation distance approximation ∆z � 1/µ to neglect
terms proportional to exp(−µ∆z). Although we retained such terms in our reevaluation of
the 10 diagrams in question, the large radiated gluon formation time approximation, ωi � µi,
allowed for a further simplification. As a result, only 2 of the 18 new small distance correction
pole contributions are suppressed. We show the two diagrams with non-zero contributions at
the amplitude level M1,1,0 and M c

2,2,0 in the large formation time approximation in Fig. 1.
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The full result for these two amplitudes under our approximation scheme is then

M 1,1,0 ≈ −J(p)eipx02gTa1ca1

∫
d2q1

(2π)2
v(0,q1)e−iq1·b1

× k · ε
k2 +m2

g + x2M2

[
ei(ω0+ω̃m)(z1−z0) − 1

2
e−µ1(z1−z0)

]
(4)

M c
2,2,0 ≈ J(p)ei(p+k)x0

∫
d2q1

(2π)2

∫
d2q2

(2π)2
e−i(q1+q2)·b1

× igTa2Ta1ca2a1v(0,q1)v(0,q1)
k · ε

k2 +m2
g + x2M2

×
[
ei(ω0+ω̃m)(z1−z0) + e−µ1(z1−z0)

(
1− µ1e

−µ2(z1−z0)

2(µ1 + µ2)

)]
. (5)

The double differential single inclusive gluon emission distribution is given by [12]

d3N (1)
g d3NJ =

d3~p

(2π)32p0

d3~k

(2π)32ω
×
(

1

dT
Tr〈|M1|2〉+

2

dT
<Tr〈M ∗

0 M2〉
)
, (6)

from which the energy loss, given by the energy-weighted integral over the gluon emission
distribution ∆E = E

∫
dxxdNg/dx, can be calculated from the amplitudes.

The main analytic result of our letter is then the N = 1 first order in opacity small distance
generalization of the DGLV induced energy loss of a high-pT parton in a QGP:

∆E
(1)
ind =

CRαsLE

πλg

∫
dx

∫
d2q1

π

µ2

(µ2 + q2
1)2

∫
d2k

π

×
∫
d∆zρ̄(∆z)

[
−

2
(
1− cos

{
(ω1 + ω̃m)∆z

})
(k− q1)2 +m2

g + x2M2

(
(k− q1) · k

k2 +m2
g + x2M2

− (k− q1)2

(k− q1)2 +m2
g + x2M2

)

+
1

2
e−µ1∆z

{(
k

k2 +m2
g + x2M2

)2(
1− 2CR

CA

)(
1− cos{(ω0 + ω̃m)∆z}

)

+
k · (k− q1)(

k2 +m2
g + x2M2

)(
(k− q1)2 +m2

g + x2M2
)( cos{(ω0 + ω̃m)∆z} − cos{(ω0 − ω1)∆z}

)}]
.

(7)

The small separation distance correction shown in the last four lines of Eq. 7 has the properties
we expect: 1) the correction goes to zero as the separation distance becomes large, ∆z → ∞
(or, equivalently, as the Debye screening length goes to 0, µ → ∞) and 2) the correction term
vanishes as the separation distance vanishes, ∆z → 0, due to the destructive interference of the
LPM effect.

We investigated the importance of the short separation distance correction term in Eq. 7
numerically to produce Figs. 2a, 2b and 2c. The numerical results use the same values as [12]:
µ = 0.5 GeV, λmfp = 1 fm, CR = 4/3, CA = 3, αs = 0.3, mcharm = 1.3 GeV and mbottom = 4.75
GeV, and the QCD analogue of the Ter-Mikayelian plasmon effect was taken into account by
setting mgluon = µ/

√
2. As in [15], kinematic upper limits were used for the momentum integrals

such that 0 ≤ k ≤ 2x(1−x)E and 0 ≤ q ≤
√

3Eµ. This choice of kmax guarantees that the final
momentum of the parent parton is collinear to the initial momentum of the parent parton and
that the momentum of the emitted gluon is collinear to the momentum of the parent parton.
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Figure 2: Fractional energy loss of charm and bottom quarks in a QGP with µ = 0.5 GeV and
λmfp = 1 fm for (a) fixed path length L = 4 fm, (b) fixed energy E = 10 GeV, and (c) fixed
energy E = 100 GeV. In the figures, “DGLV” dashed curves are computed from the original
N = 1 in opacity large separation distance DGLV formula while “DGLV + corr” solid lines are
from our all separation distance generalization of the N = 1 DGLV result, Eq. 7.

The fraction of momentum carried away by the radiated gluon, x, was integrated over from 0 to
1. The distribution of scattering centers, although originally assumed to be exponential in [12]
in order to account for the rapidly expanding medium, was here assumed to have the form of
a unit step function, since an exponential distribution biases towards short separation distance
scattering, lending excessive weight to contributions from short separation distance terms. The
choice of a step function distribution reduces the effect of the correction terms by ∼ 10% at low
(∼ 10 GeV) parton energies and ∼ 50% at higher (∼ 100 GeV) energies as compared to results
using an exponential distribution.

In Fig. 2a we show the fractional energy loss of charm and bottom quarks of varying energy
propagating through a 4 fm long static QGP brick. We note that the present calculation amounts
to an energy gain compared to the DGLV result.

In Fig. 2b we plot the fractional energy loss of charm and bottom quarks of energy E = 10
GeV for path lengths up to 5 fm. The integration over all separation distances (even in the
DGLV calculation) results in the non-zero effect seen here even for large path lengths and is
therefore not surprising, albeit unexpected.

Our most important result is shown in Fig. 2c, which presents the fractional energy loss of
100 GeV charm and bottom quarks propagating up to 5 fm through a QGP. The small distance
“correction” term dominates over the leading DGLV result for the first ∼ 3 fm of the path.
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4. Conclusions
An asymptotic analysis of Eq. 7, following [16], reveals that the correction term dominates
because it scales as E logE while the large separation distance term grows much slower, as
logE. This dominance is difficult to reconcile with experimental data and suggests that the
large formation time assumption is invalid in the DGLV approach

Since all energy loss formalisms, GLV, BDMPS-Z-ASW, AMY, and HT (see [1] and references
therein) exploit the large formation time approximation, we are faced with a need to reassess the
applicability of the large formation time assumption in any description of energy loss. Deriving
expressions in the other formalisms that do not rely on either the collinear or large formation
time approximations might also be formidable. Lastly, the factorization of the production of the
hard parton from the scattering will demand careful consideration in finite media, particularly
since the behaviour of a Debye screened scattering centre near the edge of a thermalized medium
is unclear.
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Abstract. The confirmation of the Higgs boson in Run I data at the Large Hadron Collider
(LHC) and the deviations from the Standard Model (SM) (which are strictly not statistically
significant excesses at this stage) in recent Run II data can be considered suggestive of scenarios
beyond the SM. We pursue a study in a minimal model which is an extension of a scalar doublet
in the SM known as two-Higgs doublet model (THDM). Following earlier suggestions two real
scalars χ and S have been introduced in the THDM where χ is treated as a candidate for
dark matter. χ does not receive any vacuum expectation value (vev) in the model whereas
the Higgs-like scalar S acquires vev. This allows small mixing between the CP -even scalars
of the THDM, h, H and S. In this study the mass spectrum of new scalars is taken to be
2mh < mH < 2mt, mχ < mh/2, mh . mS . mH −mh, mA > 2mt and m±

H < mA, where mh

and mt is masses of the SM Higgs and top-quark respectively, mH ,mA and mH± are the masses
of the heavy CP -even scalar H, CP -odd scalar A, and charged Higgs H±, respectively. A partial
list of potential search channels at the LHC has been provided with possible phenomenological
consequences. The expected phenomenology and constraints on parameters are also discussed
in a model-independent approach .

1. Introduction
After the confirmation of the Higgs boson (h) in Run I data at the Large Hadron Collider
(LHC) [1, 3, 2, 4, 5, 6], it is pragmatic to move forward in searches of physics beyond the
Standard Model (BSM). In this context we already have well-defined models with a rich particle
spectrum which shall be supplemented through observed deviations in the experimental data.
Some of the deviations in Run I data at the ATLAS and CMS, namely, the deviation in transverse
momentum (pT ) spectrum of the Higgs boson in h→ γγ and h→ ZZ → 4l [7, 8, 9, 10] channel
has been addressed in Ref. [11] by corroborating other source of deviations in heavy scalar
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searches through di-Higgs boson production [12, 13, 14, 15] and in associated production of
top-quarks [16, 17, 18, 19]. A deviation noted as a non statistically significant excess in the
di-photon channel around 750 GeV [20, 21] in early data of Run II at the LHC1 also provides
hints of new physics BSM where it could be assumed to arise through a scalar or pseudo-scalar
resonance around this mass.

These deviations can be explained by introducing a particle spectrum BSM in an effective
theory as well as in a proper model by considering the appropriate sources of constraints in the
theory and known limits on parameter space in that particular model. It is evident that this new
particle spectrum comes with new phenomenology and helps in not only explaining the observed
data but also in searches beyond a particular model(s). In this proceeding we intend to address
the phenomenology of scalars BSM, assuming the particle spectrum of two-Higgs doublet model
(THDM) in addition with other real singlets χ and S introduced in Refs. [24, 25].

2. The Model
Before moving towards the phenomenological implications of the additional scalars BSM, we
first discuss the particle spectrum and parameters introduced in a model dependent as well as in
a model independent approach. A simple extension of the SM is known as the THDM with one
more additional scalar doublet, where this additional scalar doublet transform under the SM
gauge symmetries similar to the Higgs field in the SM. After spontaneous electroweak symmetry
breaking, five physical Higgs particles are left in the spectrum of THDM, two CP -even states,
H (heaviest) and h (lightest), one CP -odd scalar, A, and one charged Higgs pair, H±. The
ratio of the two vacuums (v1, v2) of corresponding doublets is a free parameter of the theory,
tanβ = v2/v1 in addition with the masses of the scalars2 and the mixing angle α between h and
H. Based on different choices of symmetries and couplings to fermions different types of THDM
is available, viz., Type-I, Type-II, Lepton-specific or Flipped THDMs. For more details of this
model we refer the Refs. [26, 27].

In a model-independent approach i.e. via an effective theory the authors of Refs. [11, 24, 25]
introduced three real scalarsH,3 χ - introduced as a dark matter (DM) candidate whose signature
is a source of missing energy in the colliders, and S - a Higgs-like real singlet scalar. In these
studies, it is found necessary to fit all data that the heavier H should have a large branching
ratio in the channel H → hχχ, where h is the Standard Model (SM) Higgs boson. However,
this explanations can also be accommodated by introducing the on-shell participation of S in
the decay of H → Sh, S → χχ. To achieve the fittings, the free parameters of the theory are
fixed by considering various observed limits in V V (V = W±, Z) resonance searches [28, 29, 30]
and the DM constraints.

As an extension to this model-independent approach, it is interesting to add χ and S in a
THDM as a model-dependent scenarios. In that case all new parameters of interactions among
these scalars follow the constraints from THDM with few additional parameters in the theory.
The details of this model can be found in Ref. [25], where χ does not acquire vacuum expectation
value (vev) while S acquires vev in result there is small mixing between h,H and S is considered
to obtain hHS coupling which should respect the bounds from the Higgs data.

1 Note the earlier reference [20, 21] is deprecated and now replaced with [22, 23] where the deviations, though
they remain, have nonetheless diminished with more data and a more careful analysis.
2 It is to be noted that the two CP -even scalars h and H may have different interpretations in terms of masses
in comparison to the SM Higgs boson. In our case we assume the lighter h to aligned with the SM Higgs boson.
3 H may not be same as THDM heavier CP -even scalar. The difference is also noticed since in this approach it
is considered to be a real singlet scalar while in THDM it is a part of doublet which appear after spontaneous
electroweak symmetry breaking.
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3. Phenomenology
In this section we discuss the phenomenology associated with the scalars introduced in previous
sections which is useful in explaining the observed data in experiments as well as to provide
hints for searches at particular energy and parameter choices in the colliders like the LHC.
The observed final states are highly dependent on the choice(s) of masses of these scalars after
production rates via gluons, quarks or gluons and quarks.

Following the results of Ref. [11], we consider following mass ranges for THDM scalars with
additional real scalars χ and S to explain the phenomenology:

(a) Light Higgs: mh = 125 GeV (assuming as the SM Higgs),

(b) Heavy Higgs: 2mh < mH < 2mt,

(c) CP -odd Higgs: mA > (mH +mV ), where (V = W±, Z),

(d) Charged Higgs: (mH +mV ) < mH± < mA,

(e) Additional scalars χ, S: mχ < mh/2 and mh . mS . (mH −mh).

Based on these masses we can study the branching fractions of THDM scalars into the SM
particles and additional scalars χ and S as listed in Table 1 with following production channels:

(a) gg → h, H, A, S,

(b) pp→ tH−(t̄H+), tH−b̄+ t̄H+b, H+H−, H±W±.

A partial list of interesting searches are summarised in Table 2 which leads striking signatures
of clean final states involving the scalars introduced in this proceedings. Mostly we discussed
leptonic final states with missing energy signatures through the decays of heavy scalars. The
same-sign leptonic channels provides prominent signatures for any new physics models beyond
the SM. Apart from these search list

(1) It is interesting to constrain the parameter space of THDM and associated parameters with
χ and S by explaining the distortion in the pT spectrum of the Higgs boson in h→ γγ and
h → ZZ → 4l channels as in Ref. [11]. Also the consequences of introducing S to explain
the large branchings in the effective theory due to H → hχχ can be understood in both
model independent and dependent approaches by allowing H → hS and S → χχ.

(2) The first LHC data at
√
s = 13 TeV observed a deviation in the γγ final state peaked

at the invariant mass around 750 GeV [20, 21] (but later moderated by the ATLAS [22]
and CMS [23]) with the best fit width of the resonance as 45 GeV. Here according to
our parameter choice that resonance could be a CP -odd scalar A. And further based on
the choices of mass and width of this possible resonance the model parameters can be
constrained.

A few analyses of interesting final states with selected leptonic signatures are discussed in the
Ref. [25] by considering H → 4W → 4l with missing energy and associated H production with
top quarks and decays as t(t)H → 6W → l±l±l± +X. With this note we summarise our work
in the next section.

4. Summary
In this proceedings we discuss the phenomenology of the scalars beyond the Standard Model.
These scalars are introduced in a model independent way as an effective theory and also in
a model dependent approach - considering the two-Higgs doublet model. A logical way of
introducing χ and S has been discussed. A list of search strategies has been drawn up based on
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Table 1: List of possible decay modes of 2HDM scalars to the SM particles and additional
scalars based on the mass choices of all scalars as described in the text. Note that we are not
interested in h → χχ decay, instead we prefer S → χχ decay mode. In the final states of all
decay we consider W±, Z → leptonic decay modes.

S. No. Scalars Decay modes
D.1 h bb̄, τ+τ−, µ+µ−, ss̄, cc̄, gg, γγ, Zγ, W+W−, ZZ
D.2 H D.1, hh, SS, Sh
D.3 A D.1, tt̄, Zh, ZH, ZS, W±H∓

D.4 H± W±h, W±H, W±S
D.5 S D.1, χχ

Table 2: A list of potential search channels arising from the addition of the new scalars presented
in this proceedings. This list is by no means complete, but contains clean search channels (mostly
leptonic) which could make for striking signatures in the LHC physics regime. Note that in the
mass ranges we are considering, H almost always decays to SS or Sh, where S and h are likely
to decay to W s or b-jets.

Scalar Production mode Search channels

H

gg → H,Hjj (ggF and VBF) Direct SM decays as in Table 1
→ SS/Sh→ 4W → 4` + MET
→ hh→ γγbb̄, bb̄ττ, 4b, γγWW etc.
→ Sh where S → χχ =⇒ γγ, bb̄, 4` + MET

pp→ Z(W±)H (H → SS/Sh) → 6(5)l + MET
→ 4(3)l + 2j + MET
→ 2(1)l + 4j + MET

pp→ tt̄H, (t+ t̄)H (H → SS/Sh) → 2W + 2Z + MET and b-jets
→ 6W → 3 same sign leptons + jets and MET

H±

pp→ tH± (H± →W±H) → 6W → 3 same sign leptons + jets and MET
pp→ tbH± (H± →W±H) Same as above with extra b-jet
pp→ H±H∓ (H± → HW±) → 6W → 3 same sign leptons + jets and MET
pp→ H±W± (H± → HW±) → 6W → 3 same sign leptons + jets and MET

A

gg → A (ggF) → tt̄
→ γγ

gg → A→ ZH (H → SS/Sh) Same as pp→ ZH above, but with resonance
structure over final state objects

gg → A→W±H∓(H∓ →W∓H) 6W signature with resonance
structure over final state objects

recent observed excesses in ATLAS and CMS data, a sketch has been suggested incorporating
the mass spectrum of the introduced scalars. In most of the cases we considered the leptons with
missing energy final states with a significant number of same-sign leptons make the searches to
be clean and striking.

Here it is also important to summarise the present constraints on the two-Higgs doublet
model parameters from Run-I data at the LHC. In Ref. [31] a summary of exclusion limits were
presented for several searches on additional heavy Higgs bosons in physics BSM. In the case of
THDM, two benchmark scenarios Type-I and Type-II were considered. The Type-I (II) THDM
is generally constrained to cos (β − α) . 0.5(0.2), mH . 380(≈ 380) and tanβ . 2 (all) of the
heavy Higgs boson. These constraints have been obtained by considering the decay channels
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A/H/h → ττ , H → WW/ZZ, A → ZH(llbb) and A → ZH(llττ). We hope that our work
towards this direction in Run-II data will show interesting features.
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Abstract. We estimate the one loop quantum correction to the kink-antikink potential by
computing the vacuum polarization energy as a function of the kink-antikink separation.
This energy is calculated from scattering data for fluctuations about the static kink-antikink
configuration. To construct a well-defined quantum theory for these fluctuations an additional
constraint must be implemented.

1. Introduction
Non-linear field theories may produce classical solutions that have a localized energy density.
These solutions are called solitons or solitary waves [1]. In many cases these solitons have
particle properties. The most prominent example is the Skrymion as a model for baryons [2, 3]1.
In these identifications the integrated energy density is the mass of the particle. Typically
this integral overestimates the actual mass of the particle because quantum corrections are
omitted. This is not problematic when investigating properties of a single particle. However,
the quantum corrections may become important when comparing configurations with different
particle numbers as it occurs, for example, when computing binding energies of compound
objects. The leading quantum correction to the soliton energy is the vacuum polarization
energy (VPE). The VPE is the renormalized sum of the shifts of the zero point energies of
the quantum fluctuations due to their interaction with the background configuration generated
by the soliton. Being a quantum field theory calculation a proper renormalization must be
applied. In the present study we therefore calculate the VPE of the soliton-antisoliton potential
in a renormalizable model with a quartic self-interaction in one time and one space dimensions.

2. VPE and spectral method
The calculation of the VPE from scattering data is by now a well established endeavor in the
framework of spectral methods [5]. To apply these methods we call the soliton solution to the
field equation φ0(x). Then we introduce time dependent fluctuations η(x, t) = ηω(x)e−iωt and
linearize the full field equation. This gives rise to a relativistic wave-equation

ω2ηω(x) =

[
− d2

dx2
+ U [φ0(x)]

]
ηω(x) , (1)

where U [φ0(x)] is the potential for the fluctuations generated by the background soliton. This
wave-equation is a standard problem in potential scattering [6]. The background polarizes the

1 For a recent review see Ref. [4].
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quantum fluctuations ηω(x) in two aspects. First, it creates bound states with energies ωj and
second, the density of the scattering states is distorted. The scattering states have energies
ω =

√
k2 +m2 where k is the momentum and m the mass of the fluctuating field. Then the

distortion of the density of scattering states is measured by the derivative of the scattering phase
shift δ(k). Weighting the contribution from the scattering states to the VPE accordingly yields

Evac =
∑
j

ωj
2

+
∑
p=±

∫ ∞
0

dk

2π

√
k2 +m2

dδp(k)

dk

∣∣∣∣
renorm.

, (2)

since in one space dimensions there are two scattering channels when the potential is reflection
invariant. These two channels are characterized by symmetric (p = +) and anti-symmetric
(p = −) wave-functions when x→ −x.

Renormalization is accomplished in two steps. First the divergent contributions to the
momentum integral in Eq. (2) are identified from the Born series. They are subtracted under
the integral and added back to the VPE as Feynman diagrams. In the second step the
divergences of the Feynman diagrams are removed with the help of standard counterterms
whose coefficients are universal for a fixed renormalization scheme. For the current problem
with boson quantum fluctuations in one space dimension this procedure is quite simple because
only the first order tadpole diagram is divergent. This diagram is local and can be fully removed
under renormalization. Applying Levinson’s theorem to the formal expression and integrating
by parts yields the VPE

Evac =
1

2

∑
j

(ωj −m)−
∑
p=±

∫ ∞
0

dk

2π

k√
k2 +m2

[
δp(k)− δ(1)p (k)

]
, (3)

where δ
(1)
p (k) is the Born approximation to the phase shift in channel p.

3. Kink-antikink configuration
To be specific we consider the φ4 model in one space and one time dimension. This model is
defined by the Lagrangian

L =
1

2
∂µφ∂

µφ− λ

4

[
φ2 − m2

2λ

]2
(4)

where λ is a coupling constant. The corresponding field equation contains a static solution,
the so-called kink, φ0(x) = (m/

√
2λ)tanh(mx/2). The antikink solution is obtained by spatial

reflection. These solutions build the soliton-antisoliton (or kink-antikink) configuration

φR(x) =
m√
2λ

[
tanh

(
m

2
(x−R)

)
− tanh

(
m

2
(x+R)

)
+ 1

]
, (5)

for which we want to compute the potential as a function of the fixed separation 2R. There are
classical and VPE contributions.

The classical potential is obtained by substituting the parameterization, Eq. (5) into the
Lagrangian, integrating over the coordinate x [7] and subtracting twice the kink mass:

Vcl(R) =
2m3

λ

[
Rm+

3

tanh(Rm)
− 2 + 3Rm

tanh2(Rm)
+

2Rm

tanh3(Rm)
− 1

]
. (6)

To compute the VPE contribution we need to solve Eq. (1) for U [φR(x)]. However, this does
not lead to a well-defined quantum theory for the fluctuations as can be seen from the following
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argument. When the kink and antikink are widely separated, i.e. R → ∞, each possesses the
translational zero mode ω2 = 0 as well as the breather bound state with energy ω2 = 3m2/4 [1].
When reducing R, the two zero mode solutions split with one bound state energy squared turning
negative. This produces an imaginary energy eigenvalue [9] and must be avoided. We do so by
recalling that the distance R is fixed and no fluctuations in this direction should be admitted.
This induces the constraint

∫∞
−∞ dx ηω(x)z(x) = 0 with

z(x) = N
d

dR
φR(x) and N−2 =

∫ ∞
−∞

dx

(
d

dR
φR(x)

)2

. (7)

This constraint turns the wave-equation into an integro-differential equation that describes a
non-local interaction

−η′′ω(x) = k2ηω(x)−
(
U [φR(x)]−m2

)
ηω(x)+z(x)

∫ ∞
−∞
dy
[
z(y)

(
U [φR(y)]−m2

)
− z′′(y)

]
ηω(y) .

(8)
Here primes denote the derivative with respect to the spatial coordinate. Since z(x) vanishes
asymptotically, this equation represents a well-defined scattering problem from which phase
shifts and their Born approximations can be computed. We also note that the constraint only
affects the symmetric (p = +) channel. It does not take effect for large separation R where z(x)
parameterizes two independent translational vibrations that, by construction, are orthogonal to
the remaining fluctuations.

4. Scattering data
To compute the phase shift δ+(k) in the symmetric channel from the integro-differential
equation (8) we introduce u(x) = U [φR(x)]−m2 and parameterize ηω(x) = eνS(x) cos[kx+δS(x)].
This leads to coupled differential equations2

dδS(x)

dx
= −1

k
c(x)

[
u(x)c(x)− αz(x) e−νS(x)

]
dνS(x)

dx
= −1

k
s(x)

[
u(x)c(x)− αz(x) e−νS(x)

]
, (9)

where c(x) = cos[kx + δS(x)] and s(x) = sin[kx + δS(x)]. Furthermore α is a Lagrange
multiplier that is iteratively adjusted such that

∫∞
−∞ dxz(x)c(x)eν(x) = 0. This system of

equations is solved with the initial conditions δS(0) = 0 and ν(0) = 0 for a given value k.
Then δ+(k) = limx→∞ δS(x). In the antisymmetric channel we similarly parameterize ηω(x) =
eνA(x) sin[kx + δA(x)]. Since the constraint is not active in that channel, the wave-equation
simplifies to an ordinary differential equation

dδA(x)

dx
= −u(x)

k
sin2[kx+ δA(x)] . (10)

The initial condition δS(0) = 0 then produces δ−(k) = limx→∞ δA(x). The Born approximations

δ
(1)
± (k) are similarly obtained from the linearized versions of equations (9) and (10) with α = 0

since in the renormalization process we need to resemble the full Feynman diagram3.
As it is the case for the scattering data, cf. Eqs. (9) and (10), the bound state wave-functions

are either symmetric or antisymmetric under spatial reflection. Of course the discrete sum
(∑

j

)
2 The two functions are related by c(x)dνS(x)/dx = s(x)dδS(x)/dx [8].
3 Of course, formally we could compute the diagram subject to the constraint, but this would unnecessarily
complicate matters.
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Table 1. Bound state energies in the symmetric (ω
(+)
j ) and antisymmetric (ω

(−)
j ) channels for various

values of the separation distance R.

bound state R = 0.25 R = 0.5 R = 0.75 R = 1.0 R = 3.0 R = 4.0

ω
(+)
1 0 0 0 0 0 0

ω
(+)
2 — 1.905 1.719 1.592 1.723 1.731

ω
(−)
1 1.815 1.350 0.927 0.606 0.012 0.002

ω
(−)
2 — — 1.999 1.955 1.740 1.733

in Eq. (3) comprises these channels. We obtain the bound state energies by first constructing
a set of basis states via implementing boundary conditions on the non-interacting solutions
(U ≡ m2) at a distance L representing spatial infinity. Within this basis we compute matrix
elements of the operator on the right-hand-side of Eq. (1) and find its eigenvalues. Those
below m2 are the bound state energies (squared). Since the bound state wave-functions decay
exponentially at large x, the corresponding energies are not sensitive to the particular value of
L as long as it is large enough. For the symmetric channel with the constraint we diagonalize
the operator from Eq. (1) after sandwiching it between the projector 1− |z〉〈z|. Note that this
always causes a zero mode to appear for the solution, |z〉 that is annihilated by the projector.

With these solutions to the constraint wave-equation we compute the VPE from Eq. (3) for
distinct values of the distance R. Subtracting twice the VPE of a single (anti)kink yields the
leading quantum correction to the kink-antikink potential as a function of R.

5. Results
To produce numerical results we redefine the field and the coordinates such that m = 2 and
λ = 2.

In table 1 we list the bound state energies as a function of the kink-antikink separation R
that result from the wave-equation (8). A zero mode always appears in the symmetric channel

because of the projection. As R→∞ the lowest bound state, ω
(−)
1 in the anti-symmetric channel

also turns into a zero mode. In the same limit the second bound state, ω
(−)
2 approaches the

breather energy at
√

3m/2.
We also note that the resulting phase shift for the constraint scattering problem reproduces

Levinson’s theorem

δ+(0) =

(
n+ −

1

2

)
π and δ−(0) = n−π (11)

for scattering in one space dimension [10, 11]4. Here n+ and n− are the number of bound states
in the symmetric and anti-symmetric channels, respectively. Note that n+ also counts the zero
mode from the constraint. This statement can readily be verified for R = 0.5 for which we plot
the phase shifts in figure 1.

In figure 2 we compare our main result for the quantum energy of the kink-antikink system
relative to the quantum energy of two independent kinks

Vvac(R) = Evac(R)− 2E(kink)
vac (12)

to the classical counterpart from Eq. (6). While the latter is indeed known to be attractive
we find that the quantum correction is repulsive. However, in magnitude it is not enough to

4 A formal proof of the theorem for non-local interactions is presented in Ref. [12].
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Figure 1. (color online) Phase shift in
the symmetric (δ+) and antisymmetric (δ−)
channels for separation distance R = 0.5.

Figure 2. (color online) Quantum
correction to kink-antikink potential as a
function of the separation R defined in
Eq. (12). Also shown is the classical
potential from Eq. (6).

turn the whole potential into being repulsive. On the contrary, we find that (in absolute value)
the VPE is significantly smaller than the classical potential. This, of course, is consistent with
the VPE being a mere correction. Nevertheless, we see from figure 2 that the total potential
Vcl(R) + Vvac(R) produces a small barrier at an intermediate distances. Hence the quantum
corrections indeed have the potential to stabilize a classically unstable configuration.

Though we have circumvented the fundamental problem of dealing with imaginary frequencies
by introducing a constraint, this leads to an inconsistency that still needs to be resolved. A closer
look at figure 2 shows that Vvac approximates 0.36 in the limit R → 0. This is actually the trivial

configuration which has zero VPE so that Vvac → −2E
(kink)
vac which in our units is 0.94. In this

limit the non-zero result for the VPE originates purely from the constraint.

6. Conclusion and open problems
We have estimated the one-loop quantum correction to the kink-antikink potential. This is a
prototype calculation of quantum corrections that require the comparison of soliton energies for
different particle numbers. This will eventually shed more light on the predictions for classically
stable configurations with large particle numbers such as nuclei [13], for example.

We observe that the quantum correction mitigates the strong attraction seen in the classical
kink-antikink potential. Our findings are consistent with the VPE being just a correction to
the classical energy. Interestingly enough, though, the quantum correction produces a mild
repulsion at intermediate separation suggesting that these corrections stabilize a classically
unstable configuration.

We have already mentioned the inconsistency of our VPE result for the trivial configuration
R → 0. We note that φR(x) is actually not a solution to the field equations and therefore a static
source term in the wave-equation (1) must be added. Currently we investigate how this source
term contributes to the kink-antikink potential. There may be both, a direct contribution and
an indirect one as a modification of the constraint may turn out inevitable.
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Abstract. The discovery of a 125 GeV Higgs boson at the Large Hadron Collider (LHC) in
2012, which has properties as expected in the Standard Model (SM), was a major milestone for
particle physics. More recently the ATLAS and CMS experiments have reported several excesses
in the search for di-Higgs boson resonances. In these proceedings, we shall review the study of
the general two-Higgs doublet model (2HDM) together with the Inert doublet model (IDM).
The SM Higgs boson can also be realised within the Inert Doublet Model (IDM); a version of
the two Higgs doublet model (2HDM), with an unbroken Z2 symmetry under which one of the
SU(2) is the SM Higgs doublet (with one being the SM Higgs boson), and the second SU(2)
doublet transforms non-trivially with no vacuum expectation value, and does not interact with
fermions. The 2HDM is a model which goes beyond the SM; it has a richer particle spectrum.
The most general potential of a 2HDM is Lorentz invariant and renormalizable, containing 14
free parameters, with the most general Yukawa Lagrangian.

1. Introduction
The discovery of the Higgs boson is a milestone in particle physics and an extraordinary success
of the LHC machine and the ATLAS and CMS collaborations [1]. The existence of the Higgs
boson ensures unitary in the scattering of longitudinal polarised W bosons, which allows the
introduction of the gauge bosons (W±, Z0) and the quarks masses without breaking the gauge
symmetry of the theory through the Higgs mechanism [2]. The underlying idea of this mechanism
is the introduction of a complex scalar field into the theory, whose ground state acquires a
non-zero vacuum expectation value (vev). The potential of the Higgs field does not share the
same symmetry as the full Lagrangian of the theory, and hence the symmetry is spontaneously
broken by the vev of the Higgs field. Due to the Goldstone theorem [3], which implies that
a spontaneously broken local symmetry leads to massless Goldstone bosons whose degrees of
freedom are then eaten up by the gauge bosons, only one degree of freedom of the Higgs
field remains as a physical particle in the theory. This is the Higgs boson whose mass is a
parameter in the theory[4]. Despite its great success in explaining all available data the SM
has several inadequacies for the fermions and mass spectrum. It does not contain any dark
matter particles [5], the SM also does not explain the strong CP problem [6]. These deficiencies
led particle physicists to explore theory Beyond the SM (BSM). The two Higgs doublet model
(2HDM) predicts more physical scalars such as a charged scalar, two neutral scalars and a
pseudoscalar. We shall also discuss the Inert doublet model (IDM), which is a 2HDM with an
unbroken Z2 symmetry under which one of the doublets transform non-trivially, and all other
SM fields are invariant.
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2. 2HDM
The SM (with only one scalar field) has been a triumphant achievement in particle physics
in terms of explaining the laws of nature, it has been regarded as having inadequacies and
incomplete because there are phenomena that it doesn’t explain (such as the darkmatter
candidate and the baryonic-asymmetry of the univere). This gives us the impetus to investigate
more complete theories that better address these questions, these are what we consider Beyond
the SM (BSM). The 2HDM is a BSM theoty which answers some of these questions, such as
CP-violation etc. The motivation behind the 2HDM is that when breaking the electroweak
symmetry does nature only allow for one scalar field, where by adding another scalar doublet
to the SM we observe some interesting properties, such as the production of additional Higgs
particles, sources of CP-violation and Flavour Changing Neutral Currents (FCNCs). We shall
write the 2HDM Lagrangian which requires it to be renormalisable and Lorentz invariant.

L2HDM = (DµΦ1)
†(DµΦ1) + (DµΦ2)

†(DµΦ2)− V (Φ1Φ2), (1)

where the covariant derivative in the standard notation is given by:

Dµ = ∂µ + ig
τ i

2
·W i

µ + i
g′

2
Y Bµ, (2)

and the τ i are the Pauli matrices and the Y is the hypercharge. The potential is:

V = m2
11Φ
†
1Φ1 +m2

22Φ
†
2Φ2 − (m2

12Φ
†
1Φ2 + h.c) (3)

+
λ1
2

(Φ†1Φ1)
2 +

λ2
2

(Φ†2Φ2)
2 + λ3(Φ

†
1Φ1)(Φ

†
2Φ2) + λ4(Φ

†
1Φ2)(Φ

†
2Φ1)

+

[
λ5
2

(Φ†1Φ2)
2 + λ6(Φ

†
1Φ1)(Φ

†
1Φ2) + λ7(Φ

†
2Φ2)(Φ

†
1Φ2)

]
.

The 2HDM potential exhibits two CP-conserving neutral minima 〈Φ1〉 and 〈Φ2〉 of the form:

〈Φ1〉 =

(
0
v1√
2

)
, 〈Φ2〉 =

(
0
v2√
2

)
,

with v1 and v2 being the vev’s of the scalar doublet fields. In order for the doublets Φa to have
their minima at 〈Φa〉, the minimisation conditions apply, the end result gives us the following
expressions

m2
11 = m2

12

v2
v1
− λ1

2
v21 − (λ3 + λ4 + λ5)

v22
2
, (4)

m2
22 = m2

12

v1
v2
− λ1

2
v21 − (λ3 + λ4 + λ5)

v21
2
. (5)

Introducing eight fields φ±a , ρa, and ηa (a = 1, 2) the doublets may be expanded around the
minima, taking the form:

Φa =

(
Φ±a

1√
2
(va + ρa + iηa)

)
, a = 1, 2.

Inserting the scalar fields into the 2HDM potential generates terms that are linear in the two
fields ρa. The expansion of the scalar fields into the 2HDM potential generates terms that are
bilinear in the fields φ±a , ρa and ηa. Since these bilinear terms contribute to the propagators of
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the eight fields, they give rise to the mass terms. All bilinear terms in the 2HDM potential can
be transformed into the explicit form of non-diagonal mass-squared matrices given by,

M2
ρ =−

(
ρ1, ρ2

) ( m2
12
v2
v1

+ λ1v
2
1 −m2

12 + λ345v1v2
−m2

12 + λ345v1v2 m2
12
v2
v1

+ λ2v
2
2

)(
ρ1
ρ2

)
, (6)

M2
η =

m2
A

v21+v
2
2

(
η1, η2

) ( v22 −v1v2
−v1v2 v21

)(
η1
η2

)
, (7)

M2
φ± =[m2

12 − (λ4 + λ5)v1v2]
(
φ−1 , φ−2

) ( v2
v1
−1

−1 v1
v2

)(
φ+1
φ+2

)
. (8)

To have physical propagating particles in the 2HDM, we shall consider the eigenstates with
specific masses. This can be achieved by diagonalising the mass-squared matrices in Eq (6-8).
The fields φ±i , ρi and ηi in the gauge basis are transformed into physical fields.The massless
particles G0 and G± are the three Goldstone bosons of the 2HDM and are “eaten”up to give
the W±, Z0 gauge bosons. The remaining five physical particles H0(heavy) and h0(lighter) are
the CP-even, A0 is a CP-odd and the H± are the charged Higgs:

h0 =ρ1 sinα− ρ2 cosα, (9)

H0 =− ρ1 cosα− ρ2 sinα, (10)

H± =φ±1 sinβ + φ±2 cosβ, (11)

A0 =η1 sinβ − η2 cosβ, (12)

where the parameter α is a mixing angle between the CP-even scalars (h0, H0) and the parameter
is the β is a rotational angle that diagonalises the mass-squared matrices of the charged Higgs
and the pseudoscalars abd is defined as; tanβ = v2/v1. The mass matrices Eq. (5-7) are diagonal
in this basis; therefore these corresponding fields are referred to as the mass basis of the 2HDM
potential. The tree-level masses of the particles in the mass basis are given by

m2
H0 =

1

2

[
M2

11 +M2
12 +

√
(M2

11 −M2
22)

2 + 4(M2
12)

2

]
, (13)

m2
h0 =

1

2

[
M2

11 +M2
12 −

√
(M2

11 −M2
22)

2 + 4(M2
12)

2

]
, (14)

m2
H0 =v2

(
m2

12

v1v2
− λ5

)
, m2

G0 = 0, (15)

m2
H± =v2

(
m2

12

v1v2
− λ4 + λ5

2

)
, m2

G± = 0, (16)

where M11,M12,M22 are the mass-squared matrices and the λ4, λ5 are the quartic couplings.

3. Yukawa Lagrangian
In the SM, diagonalising the mass matrix automatically diagonalises the Yukawa interactions,
therefore, there are no tree-level FCNC. A general 2HDM introduces the possibility of having
FCNCs at tree-level. However, in general Yukawa interactions (Y1 and Y2) will not be
simultaneously diagonalised, and thus the Yukawa couplings will not be flavour diagonal. The
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interaction of the fermions and scalar bosons of the 2HDM is determined by the form of the
Yukawa Lagrangian. The transformation from a general to a flavour-conserving 2HDM can be
achieved naturally by imposing a discrete or continous symmetries on the Higgs doublets Φ1

and Φ2 [7]. Imposing these discrete symmetries will suppress FCNCs at tree-level with the same
quantum numbers, i.e those that potentially mix, and couple only to the same Higgs doublet.
The 2HDM will have four different model types and can be summarised in the table 1.

Table 1. Natural flavour conservation models. The superscript i is a generation index.

Models Type I Type II (Leptonic-specific) (Flipped)

uiR Φ2 Φ2 Φ2 Φ2

diR Φ2 Φ1 Φ2 Φ1

eiR Φ2 Φ2 Φ1 Φ2

We can write the Yukawa Lagrangian that conserves the FCNCs as follows:

LY =Q̄L.i(Y
ij
u,1Φ̃1 + Y ij

u,2Φ2)uR,j + Q̄L.i(Y
ij
d,1Φ1 + Y ij

u,2Φ̃2)dR,j (17)

+ L̄L.i(Y
ij
l,1Φ1 + Y ij

l,2Φ̃2)lR,j + h.c,

with Φ̃i = −i[Φ†iτ2]T , i = 1, 2 and Y ij
u,1 being the 3× 3 Yukawa matrices. The (uR, dR) represent

the right handed up-quark and down-quark, the lR represent the right handed lepton, and the
(Q̄L.i, L̄L.i) are the left handed quarks and left handed leptons. The coupling constants of the
Yukawa interaction can be summarised as follows[8]:

4. Inert doublet model
The IDM is introduced to allow for the possibility of several mirror families of fermions. In
the IDM the Higgs doublet Φ2 does not couple to matter and the vev is zero, leaving the Z2

symmetry unbroken. The scalar spectrum consists of the SM-like Higgs obtained from Φ1 and
one charged and two neutral states from Φ2 (inert scalars). The scalar potential is the same as
in Eq. (2) with m2

12 = 0. The asymmetry phase 〈φ01〉 = v/
√

2 and 〈φ02〉 = 0 corresponds to a
sizeable region of parameter space, and the scalar masses are as follows:

m2
h = λ1v

2, m2
S = m22 +

(λ3 + λ4 + λ5)v
2

2
, (18)

m2
+ = m2

22

λ3v
2

2
, m2

A = m22 +
(λ3 + λ4 + λ5)v

2

2
. (19)

The m2
+ = m2

− is the mass-squared matrix for the charged Higgs boson and it is the same,
the Φ2 can be produced at colliders through their couplings to the electroweak gauge bosons,
subjected to the Z2 symmetry. In addition they also participate in the cubic and quartic Higgs
couplings:

Vint =
λ2
2

(
H+H− +

S2 +A2

2

)2

+ λ3

(
vh+

h2

2

)(
H+H− +

S2 +A2

2

)
+
λ4 + λ5

2

(
vh+

h2

2

)
S2 +

λ4 − λ5
2

(
vh+

h2

2

)
A2. (20)
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Assuming the mass hierarcy m2
+ > m2

A > m2
S , the dominant decay of A → Sff̄ , where A is

a CP-odd scalar and f is fermion and S (singlet scalar) appears as missing energy. The decay
pattern and the ratios of the neutral scalars can be examined at the LHC. We would observe S
with mass ≈ 50 GeV. In this case S could be observed as a resonance through pp → S → V V
modes, with V = ZZ,W+W−; it also alters the coupling strength of the known interaction in
the theory[8].

5. Phenomenology of the 2HDM at the LHC
We shall also discuss the phenomenology of the 2HDM particle spectrum. We are interested in
studying the production and the decay of CP-even scalars (and the couplings), the Heavy Higgs
and lighter Higgs as summarised in Table 2. In this proceedings we shall concern ourselves with
the CP-even scalars. The phenomenology of h is similar to that of the SM Higgs boson coupling.
The vector boson coupling constants for the lighter Higgs boson, hZZ and hW+W−, are given
by the SM Higgs boson times sin(β − α), similarly HZZ and HW+W− are proportional to
cos(β − α; these vertices are the most important for our phenomenology. The scalars h and H
thus share the Higgs field vev and strength of the coupling of the W+W− and ZZ to scalar
fields. Furthermore the decay of the Higgs boson in the 2HDM depends on the model for the
Yukawa interaction and also when sin(β − α) = 1 the decay pattern of h is almost the same
as that of the SM. Therefore the production of H can vary over a large range. In Figure 1,
we have conducted a general search for an additional heavy Higgs boson, H → γγ, in a mass
range betwwen 2mh < mH < 2mt[9]. The analyses are performed in a combination of 50000
events category; we showed the energy scales in GeV against the number of events which is the
normalized differential cross-sections.

Table 2. Couplings of of h0 and H0 to gauge bosons pairs:

cos(β − α) sin(β − α)

HW+W− hW+W−

HZZ hZZ
ZAh ZAH
W±H∓h W±H∓H
ZW±H∓h ZW±H∓h
γW±H∓h γW±H∓h

6. Conclusion
In this proceedings we discussed the particle spectrum that arises because of electroweak
symmetry breaking in the 2HDM. There are many possibilities for the decay branching ratios
of these particles. We briefly reviewed the 2HDM, which is an extension of the SM with an
additional scalar doublet. In particular we have studied the IDM, which is obtained by setting
one of vevs to zero. The ongoing searches at the LHC rely on specific production and decay
mechanisms that occupy only a part of the complete parameter space[?]. The study of the
IDM is done by imposing several constraints on the exploration of the Higgs sector, where the
main constraint comes from the discovery of the resonace 125 GeV by ATLAS and CMS. In
the context of 2HDM, this resonance might be interpreted as the h an H. In the H → γγ, the
final state particles can be very precisely measured and the reconstructed mass mH is excellent
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Figure 1. Left:Invariant mass of the kinematic fit in the process H → γγ in 2HDM with
mH ≈ 300GeV

as shown in Fig.1. Currently, we can make a demonstration of how the phenomenology of the
2HDM particle spectrum could be observed at the LHC using some Monte-Carlo simulators.
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Abstract. Color-neutral operators (singlets) are useful in high energy QCD to construct
Wilson line correlators. In this proceedings we describe an algorithm that allows us to
systematically construct all singlets for a given Fock-space configuration. In particular, we
exemplify this algorithm with the singlets of the 3q + 3q̄-algebra.

1. Introduction
Confinement is a phenomenon of QCD, that is to this day theoretically not well understood in
the sense that it is unclear, what feature of QCD forces color-charged objects to be confined.
However, the consequences of confinement are very clear: all objects that carry color charge
(i.e. quarks and gluons) are necessarily bound together in color-neutral states such as baryons
or mesons. It is thus of paramount importance to understand color-neutral states, so-called
singlet-states in order to perform QCD calculations on physically meaningful objects.

The study of singlets becomes even more relevant when considered in the high-energy limit
of QCD. In this regime, all interactions between a projectile and a target occur (to a good
approximation) exclusively via Wilson lines. This is due to the fact that the target is highly
Lorentz contracted and thus acts as an essentially static but extremely localized color source,
allowing us to make a no-recoil approximation, [1].

We begin our discussion with an explanation of why the study of singlets is so significant in
this branch of physics. In many places, we will do so by summarizing results of [1]; we have
used the same diagrammatic notation as [1] in order to make a comparison easier. Beyond this
section, the diagrammatic notation will be modified to better suit our purposes.

Wilson line correlators can carry singlets into singlets. This is easiest seen when considering
the dipole correlator; this example is described in detail in [1], we will therefore only give a brief
summary here. The contribution of the dipole interaction with a target via a Wilson line to the
total cross section is described in the absolute value of the square of the difference between the
state in which an interaction takes place, and the state which describes no interaction with the
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target,

∣∣∣∣∣∣∣∣∣∣ ︸ ︷︷ ︸
interaction

−

︸ ︷︷ ︸
no interaction

∣∣∣∣∣∣∣∣∣∣

2

=


 −


 ·


 −


 ; (1)

in the above diagrams, the blue line represents an interaction with the target, while the dashed
line indicates that no interaction with the target has occurred. Thus, in the “no-interaction”-
diagrams, the Wilson lines (represented by arrows) are gauge equivalent to the unit. Once
the brackets in eq. (1) are multiplied out, keeping in mind that the transverse momentum is
integrated over, we can observe the following simplification,

∣∣∣∣∣∣
−

∣∣∣∣∣∣

2

=

︸ ︷︷ ︸
tr
(
U†
yUyU

†
xUx

)
=tr(1)

−

︸ ︷︷ ︸
tr
(
UyU

†
x

)
−

︸ ︷︷ ︸
tr
(
U†
yUx

)
=
(

tr
(
UyU

†
x

))†

+

︸ ︷︷ ︸
tr(1)

= 2 · −





+






†




The first term in the above sum does not include an interaction with the target, and is thus of
no particular interest to the discussion at hand. However, each of the terms in the curly braces
includes one interaction: it is important to note that the qq̄-dipole is explicitly in a singlet state
before as well as after the interaction. Thus, the eikonal interaction in this situation did not
destroy the “singlet-ness” of the dipole, even though each quark has experienced a color rotation.
This feature of Wilson lines, that they leave singlets in tact, can also be observed in higher point
correlators, [2].

In the case of a qq̄-dipole, there exists only one possible singlet. For two qq̄-dipoles, the
situation becomes more interesting, since there are two possible singlets that can be formed, [1],

1

df
and

1√
dA

.

In an evolution equation such as the JIMWLK-equation, all of these singlets have to be
considered simultaneously, as the Wilson line correlators may map one singlet into the other.
Thus, the JIMWLK-evolution of two qq̄-dipoles is governed by the following correlation matrix,

A(Y ) :=




1
d2
f

1
df

√
dA

1
df

√
dA

1
dA




(Y ); (2)

the evolution of this correlation matrix is discussed in [1].
In order to determine the JIMWLK-evolution of any n-point correlator it is of utmost

importance to know all possible singlet states for the corresponding Fock space constituents.
In [3], we will present
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(i) a counting argument determining the number of singlets

(ii) an algorithm which allows one to construct all singlets in a particular basis.

In this proceedings, we will illustrate the methods discussed in [3] by means of a concrete
example.

The singlet operators of a particular configuration in Fock space do not represent independent
degrees of freedom; we will exhibit this by means of an example in section 3. In order to effectively
study the JIMWLK evolution of these operators, one usually performs a parameterization of
the correlation matrix A(Y ) as

d

dY
A(Y ) =

(
d

dY
A(Y )

)
A(Y )−1A(Y ) =: −M(Y )A(Y ),

provided A(Y ) is invertible1. This equation can then be integrated to yield

A(Y ) = PY exp

{
−
∫ Y

Y0

dY ′M(Y ′)

}
A(Y0),

for some initial rapidity Y0. The Ansatz

M(Y ) =
1

2

∫
dudv

(
GY,uv∇̄a

u∇̄a
v + . . .

)
,

where truncation after the first term is referred to as the Gaußian Truncation, [1], allows us
to write each component (singlet) of A(Y ) as an exponential with the functions G in the
exponent. This parameterization therefore allows us to formulate the evolution equation in terms
of elements of the tangent space rather than the singlet space itself, where the functions G now
represent the independent degrees of freedom. However, to make sure that these independent
degrees of freedom accurately represent the properties of the singlet algebra, the latter has to be
studied in more detail. In this proceedings, we exhibit the fact that the Wilson line correlators
are not independent degrees of freedom by means of an example. In particular, we will present
all Wilson line correlators of the 3q+3q̄-algebra and take a coincidence limit between two Wilson
lines, section 3. In future work, we will use coincidence limits such as the one presented in this
paper in order to impose constraints on the functions G.

At this point, we note that the interesting behaviour of the n-point correlators in coincidence
limits stems from the fact that the interaction is eikonal, that is localized and only via Wilson
lines. A general n-point correlator for non-eikonal interactions does not exhibit any special
behaviour when local coincidence limits are considered. For example, Figure 1 depicts a qq̄-
dipole interacting with a target t (indicated by the gray box) via the exchange of gluons:

q

q̄

t

q

q̄

t

Figure 1. At low energies (left picture), the interaction of the qq̄-dipole with the target t
happens at no particular point in the x−-direction . At high energies (right picture), the target
t is extremely Lorentz contracted, localizing the interaction at a particular point along the
x−-axis.

1 Since the correlation matrix becomes the unit matrix if all Wilson lines are set to unity, and one expects a
smooth departure from unity as the Wilson lines smootly vary from 1, it is physically plausible to assume that
A(Y ) is invertible, at least in some neighbourhood of the unit matrix.
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In a low-energy interaction therefore, a coincidence limit between the qq̄-pair does not reveal
new information, since the interaction between the dipole and the target is not localized in the
x−-direction, unlike the high-energy counterpart.

2. Construction of general singlets and birdtrack notation
We assume a familiarity of the reader with the representation theory of SU(Nc) over an all-quark
algebra by means of Young projection operators, see [4, 5] and other standard textbooks. This is
known as the theory of invariants, which utilizes the the Young projection operators to classify
all irreducible representations of SU(Nc). This topic recently received a more modern treatment
when Cvitanović, [6], reformulated the theory of invariants in terms of birdtracks, which were
originally developed by Penrose and MacCallum, [7]. In this formalism, symmetrizers (resp.
anti-symmetrizers) are represented as empty (white) (resp. filled in (black)) boxes over the lines
representing the tensor indices which they (anti-) symmetrize. For example,

1 2 : S12T
ab = T ab =

1

2

(
+

)
T ab =

1

2

(
T ab + T ba

)
,

where S12 denotes the symmetrizer over the 1st and 2nd tensor index of T . In this way, the
Young projection operator corresponding to the following Young tableau Θ can be written as

Θ =
1 3 4

2 5
7→ YΘ = αΘ · ,

where YΘ denotes the Young projection operator corresponding to the Young tableau Θ, and αΘ

is the normalization constant needed to ensure the idempotency of YΘ, which can be obtained
from the hook length formula, [6, 4, 8].

We will show in [3] that any singlet for any Fock-space configuration (such as mq+ m̄q̄+ng)
is equivalent to a singlet in the kq + kq̄-algebra, where k = k(Nc) ∈ N is a Nc-dependent
parameter, for a particular value of Nc. Therefore, it suffices to analyse the singlets of SU(Nc)
over an algebra of the same number of quarks and anti-quarks.

The singlets of such an mq+mq̄-algebra are obtained by reshaping the basis elements of the
algebra of invariants of the mq-algebra, [3]. A particularly useful basis to choose for this process
is that of Hermitean Young projection operators and transition operators, which we constructed
in [9], as this basis will yield orthogoinal singlet states, [3]. For example, the Hermitean Young
projection operators and transition operators for the 3q-algebra are given by

,
4

3
· ,

4

3
· ,

︸ ︷︷ ︸
projection operators

,
√

4

3
· ,

√
4

3
·

︸ ︷︷ ︸
transition operators

,

giving the following singlet states for the 3q + 3q̄-algebra,

ζ1 , ζ2 , ζ2 , ζ3 , ζ2 , and ζ2 (3)

with ζ1 =
6

(Nc + 2)(Nc + 1)Nc
, ζ2 =

3 · θ(Nc − 2)

(N2
c − 1)

and ζ3 =
6 · θ(Nc − 3)

(Nc − 2)(Nc − 1)Nc
,

where the top three lines denote the quark lines, and the bottom three lines denote the anti-quark
lines.
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3. Wilson line correlators and coincidence limits
As mentioned previously, we are interested in the behaviour of Wilson line correlators. These
are constructed as

〈S1|U|S2〉,
where |S1〉, |S2〉 are singlet states, 〈S1| = |S1〉†, and

U = Ux1 ⊗ . . . Uxn ⊗ U †ym
⊗ . . . U †y1

is a tensor product of Wilson lines Uxi
∈ SU(Nc) with xi being the x+-coordinate of the ith

quark in the singlet. We will denote Wilson lines Uxi
by red arrowheads pointing from right to

left and U †yj by red arrowheads pointing from left to right, suppressing the explicit coordinate
dependence, for example

Ux1 ⊗ Ux2 ⊗ U †y1
→ .

Returning to the 3q + 3q̄-example with singlet states (3), we can form a correlation matrix
including each Wilson line singlet correlator as (where we have neglected the normalization
factors for brevity)

Ā(Y ) :=







.

When a coincidence limit between the Wilson lines acting on the top two quarks is taken, that
is

Ux1 ⊗ Ux2 ⊗ Ux3 ⊗ U †y3
⊗ U †y2

⊗ U †y1
−−−−−→
x1→x2

Ux1 ⊗ Ux1 ⊗ Ux3 ⊗ U †y3
⊗ U †y2

⊗ U †y1
,

then many of the Wilson line correlators in Eq (3) vanish, revealing a block-diagonal form, [3],

Ā(Y ) =







−−−−→
x1→x2




0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0




. (4)
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This example exhibits that the various Wilson line correlators in Ā(Y ) do not represent
independent degrees of freedom - they vanish simultaneously as certain coincidence limits are
considered. As was said previously, coincidence limits of correlation matrices such as in Eq. (4)
are used to impose constraints on the functions G, which represent the independent degrees of
freedom of the correlation matrix. It is clear that a complete set of constraints on the G’s can
however not be extracted from merely studying the coincidence limits of the singlet operators
in one basis, but rather requires a study of these limits in all possible bases, and perhaps also
an entirely different analysis of these singlets. In [3], we will give an expression of Ā(Y ) for the
3q + 3q̄-algebra in an alternate basis and discuss coincidence limits in this basis.

The algorithm giving all singlet states generates them in a particular basis, namely that of
Hermitean Young projection operators and transition operators. While we do not (yet?) have
a generic way of changing bases, having a counting argument for the dimension of the singlet
algebra allows us to discern whether a different basis acquired by some other means is complete,
and thus fit for an analysis of the singlet algebra.
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