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Introduction
ATLAS is an experiment at the Large Hadron Collider at CERN that uses particle physics in order to search for new behaviours in the head-on collisions of protons of extraordinarily high 
energy. Following CERN's discovery of the Higgs boson, shifted interest in Higgs decay analysis at ATLAS has resulted in a many-fold increase in the volume of data required for computa-
tions, thus introducing the requirement more data transport over a computing cluster's internal network. This effects overall process efficiency as data transport is an expensive operation. 
Hadoop, an industry standard software platform for the analysis of big data, is designed to address many of the efficiency concerns faced in typical HEP analysis.

Aim
To use Hadoop to parallise ROOT based HEP analysis 
such that the solution is:
• comparable in efficiency to a ROOT + PROOF  solution
• useful specifically for the analysis of higgs to two    

photon decay events 

Viability of map-reduce algorithms for the measurement of Higgs 
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Attempts to integrate Hadoop and ROOT have been made in the past. These integrations were successful in that they 
could run analysis code, they were however ine�cient as compared to ROOT+PROOF based analysis. A new approach to 
the integration of the two technologies was described. This new approach side-steps many of the sources of ine�ciency 
found in previous solutions but is yet to be fully tested. 
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