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LEAPS – Fact sheet 
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19 facilities in 16 institutions
more than 300 operating beamlines

more than 700 Mio € operation budget

more than 24.000 users 
from all disciplines and industry
free access to all academic users from all MS and 
worldwide

outstanding service to industry and innovation

more than 25.000 publications in the past 5 years

see  ALL LEAPS documents at
https://leaps-initiative.eu/about/leaps-
documents/

https://leaps-initiative.eu/about/leaps-documents/


LEAPS – some figures
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NEW: Photon Diagnostics



LEAPS Partners and Associates
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Goals

1. Increasing efficiency of experiments

2. Open Science

3. Sustainability of solutions
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LEAPS Data Strategy - summary

1. Data are essential to science, even more so for producers of huge data like the 
LEAPS facilities → a strategy for (raw+processed) data is essential

2. The Paper proposes twenty objectives in seven areas that the LEAPS facilities 
management should endorse and adopt

3. Implementing the objectives will first and foremost serve the creators of the 
data, i.e., experimental teams, to deal more efficiently with data they 
produce to do better science

4. Data should adhere to the FAIR principles and Open Science practices to 
share them with the scientific community and to maximize their reuse

5. The data strategy aims to minimize the amount of data which are not 
published and thereby contribute to improving the efficiency in terms of 
scientific publications and energy consumption of the LEAPS facilities

6. Provide high quality data for AI/ML algorithms while ensuring sovereignty
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Increasing efficiency of experiments = Objectives

[3.1] LEAPS facilities to setup a working group for sharing data processing and 
analysis software and workflows for existing codes and new algorithms.

[3.2] LEAPS facilities to share development of new AI/ML-based data processing 
codes.

[3.3] LEAPS facilities to continue the development a remote analysis platform.

[3.4] LEAPS facilities to work closely with user communities to define common 
metadata and strategies for data formats, compression, and publication.

[3.5] LEAPS facilities to harmonize their data policies in terms of scope and embargo 
period of data.
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Increasing efficiency of experiments = Status

[3.1] LEAPS facilities to setup a working group for sharing data processing and 
analysis software and workflows for existing codes and new algorithms.

[3.2] LEAPS facilities to share development of new AI/ML-based data processing 
codes.

[3.3] LEAPS facilities to continue the development a remote analysis platform.

[3.4] LEAPS facilities to work closely with user communities to define common 
metadata and strategies for data formats, compression, and publication.

[3.5] LEAPS facilities to harmonize their data policies in terms of scope and 
embargo period of data.
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LEAPS + EOSC = Objectives

[4.1] LEAPS facilities to implement the FAIR principles for data →WIP

[4.2] LEAPS facilities to commit to adopting and sustaining the outcomes of 
PaNOSC and ExPaNDS.

[4.3] LEAPS facilities to participate in building the EOSC with the other EOSC 
science clusters.

[4.4] LEAPS facilities to adopt the practices of Open Science.
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LEAPS – Open Science Projects
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LEAPS + European Open Science Cloud (EOSC) –
Outcomes of PaNOSC + EXPaNDS projects

1. FAIR data policy and DMPs.

2. FAIR assessment and common PID framework.

3. Standardized metadata (NeXus/HDF5, PaN ontologies).

4. Federated search API for PaN data catalogues.

5. Open data portal for searching + downloading data.

6. Community AAI UmbrellaId→myAccessID

7. JupyterLab notebooks and NeXus/HDF5 files visualization → H5Web

8. Remote data analysis with VISA + data analysis workflows → EWOKS.

9. Simulation software for experiments and data (Oasys, SIMEX, McStas)

10. PaN-training platform (pan-training.eu)
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LEAPS + EOSC = Status

[4.1] LEAPS facilities to implement the FAIR principles for data→WIP

[4.2] LEAPS facilities to commit to adopting and sustaining the outcomes of 
PaNOSC and ExPaNDS.

[4.3] LEAPS facilities to participate in building the EOSC with the other EOSC 
science clusters.

[4.4] LEAPS facilities to adopt the practices of Open Science.
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PaNOSC EOSC Node – on-going

17https://eosc.eu/building-the-eosc-federation/eosc-node-panosc/

https://eosc.eu/building-the-eosc-federation/eosc-node-panosc/


PaNOSC EOSC Node – home page

18https://eosc.panosc.eu/

https://eosc.pansoc.eu/
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PaNOSC EOSC Node – preview



PaN Data Commons = Objectives

[5.1] LEAPS facilities to implement the PaN Data Commons based on a 
federated solution for searching and accessing open data.

[5.2] LEAPS facilities to link their data repositories to the PaN Data Commons 
to expose open data according to the FAIR principles.

[5.3] PaN Data Commons to monitor the number of searches, downloads and 
citations of data published.
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PaN Data Commons = Status

[5.1] LEAPS facilities to implement the PaN Data 
Commons based on a federated solution for 
searching and accessing open data.

[5.2] LEAPS facilities to link their data repositories
to the PaN Data Commons to expose open data 
according to the FAIR principles.

[5.3] PaN Data Commons to monitor the number 
of searches, downloads and citations of data 
published.
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PaN-Finder – an AI search engine

22https://pan-finder.panosc.ess.eu/

https://pan-finder.panosc.ess.eu/


Training + E-learning = Objectives
[6.1] LEAPS facilities should adopt the PaN-training portal as the standard 
community platform for sharing training and e-learning material on photon 
science → https://pan-training.tesshub.hzdr.de/
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https://pan-training.tesshub.hzdr.de/


Sustainable Software = Objectives

[7.1] LEAPS facilities will continue to maintain the common software catalogue 
of software for PaN facilities to actively promote common software [1]

… as well as data processing methods and workflows

[7.2] LEAPS facilities will set up official collaborative projects supported by 
formal MoUs to foster collaboration on specific outcomes of the PanOSC and 
EXPaNDS projects, e.g., VISA platform, FAIR data management, search APIs, 
data portal, data catalogues, DMPs, etc. 

[7.3] LEAPS facilities will continue the work launched in the frame of LEAPS-
INNOV WP7 for data compression and reduction to develop common validated 
algorithms to help address the data deluge 
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https://software.pan-data.eu/


Sustainable Software = Objectives

[7.1] LEAPS facilities will continue to maintain the common software catalogue 
of software for PaN facilities to actively promote common software [1]

… as well as data processing methods and workflows →

[7.2] LEAPS facilities will set up official collaborative projects supported by 
formal MoUs to foster collaboration on specific outcomes of the PanOSC and 
EXPaNDS projects, e.g., VISA platform, FAIR data management, search APIs, 
data portal, data catalogues, DMPs, etc. → LEAPS WG3 [2]

[7.3] LEAPS facilities will continue the work launched in the frame of LEAPS-
INNOV WP7 for data compression and reduction to develop common validated 
algorithms to help address the data deluge → hdf5plugin [3]
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https://software.pan-data.eu/
https://leaps-wg3.desy.de/
https://hdf5plugin.readthedocs.io/en/stable/


H5Web Visualization Ecosystem

Visualization components

H5Web Generic HDF5 file viewer

• Integrated into ESRF data portal (as a service), for 
viewing data in HDF5 files from experiments

• Available as JupyterLab and VS Code extensions, and 
soon as part of stand-alone web service, myHDF5, for 
viewing local and hosted HDF5 files

Used in various web applications at ESRF including:

• Braggy, diffraction image viewer (screenshot above)

• Daiquiri, beamline control and data acquisition 
software

https://github.com/silx-kit/h5web

https://github.com/silx-kit/h5web


VISA – Virtual Remote Environment
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Climate Change + Green IT = Objectives

[8.1] LEAPS facilities to reduce the volumes of data using innovative data 
compression schemes, e.g., by continuing the work started in the LEAPS-INNOV 
EC funded project.

[8.2] LEAPS facilities to improve the remote operation solutions and to 
encourage their use to reduce travel to the facilities.

[8.3] LEAPS facilities will measure their carbon footprint equivalent and take 
measures to reduce it with HW and SW suppliers.
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Climate Change + Green IT = Status

[8.1] LEAPS facilities to reduce the volumes of data using innovative data 
compression schemes, e.g., by continuing the work started in the LEAPS-INNOV 
EC funded project.

[8.2] LEAPS facilities to improve the remote operation solutions and to 
encourage their use to reduce travel to the facilities.

[8.3] LEAPS facilities will measure their carbon footprint equivalent and take 
measures to reduce it with HW and SW suppliers.
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Estimated carbon footprint of experiment

● User Travel = 1170 kg

● Beamtime energy consumption = 2056 kg

● Data stored on disk = 1.8 kg

● Data processing on site =  12.6 kg

● Cloud transfer = 2.3 kg

CO2e per kwH in France = 75 g/kWh

TOTAL = 3.253 tons !

Sustainable Goal = 5 tons / human / yr
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Carbon footprint of archiving data

● 200 GB Data archived on tape for 10 years 

(full tape library ) ~ 13 g * 10 yrs = 130 grams 

→ ARCHIVING raw data for 10 years 

4x10-6 of CO2 equivalent needed

to acquire the raw data!

TAKEAWAY → TAKE CARE of DATA by making it FAIR!

.13
3253



Climate Change + Green IT = Indicators

• Percentage of remote/mail-in experiments (travel footprint)

• Data center efficiency (PUE)

• Energy/carbon footprint of Data Analysis Workflows

• Energy/carbon footprint of Data Storage including data 
compression/decompression

• Data reuse

→ CO2 calculation to be started in next 2 years 
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Sharing know-how = Objectives

[9.1] Establishing a centralized sustained web portal to present and list all 
LEAPS IT collaborations → https://leaps-wg3.desy.de/
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https://leaps-wg3.desy.de/


Sharing know-how = Objectives
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Sharing know-how = Objectives
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Example of FAIR data – Human Organ Atlas
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https://human-organ-atlas.esrf.fr/


What are the Advantages of a Data Strategy?

Make informed decisions - A data strategy provides a structure for using data-driven insights to 
inform decisions regarding business strategies, operations, planning, investments and more.

Launch AI initiatives - Applications, and especially generative AI, typically require large amounts of 
clean, reliable and accessible data to build, train and refine. A data strategy helps enforce data 
quality and data governance standards to provide trusted data for these initiatives.

Increase productivity - Data strategies can help accelerate productivity by identifying operational 
bottlenecks, inefficient processes, redundancies and opportunities for automating workflows.

Reduce costs - A data strategy can help reduce costs by increasing the efficiency of data storage and 
processing. It can also help protect data against costly breaches or regulatory compliance violations. 
According to the IBM Cost of a Data Breach Report, the average breach costs USD 4.88 million.

Innovate - A data strategy can yield data-driven insights into the latest trends both in and outside of 
the business. Organizations can use these insights to help develop innovative new products or 
services to take advantage of emerging market opportunities.

Outperform competitors - Data strategies help organizations harness real-time business intelligence 
as a strategic asset. Stakeholders can use this information to react more quickly and effectively to 
the latest competitive trends and tactics.
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Credits: https://www.ibm.com/think/topics/data-strategy

https://www.ibm.com/think/topics/data-strategy


Conclusions

1. Increasing efficiency of experiments → progressing to deal with HUGE 
data volumes (1 imaging experiment can produce ~1 PB / week)

2. Open Science → EOSC is leading the adoption of Open Science e.g. 
PaNOSC EOSC Node, OSCARS financing Open Science proposals 

3. Sustainability of solutions → the adoption of the data strategy as part 
of the services offered by LEAPS facilities is the best (only?) way to 
ensure long term 
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“The strength of LEAPS lies in its 

staff and users, hailing from all 

European countries, beyond those 

which host the facilities.”

https://leaps-initiative.eu

@leaps_initiative

@LEAPSinitiative


