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Abstract. An accurate examination of chest radiographs remains a challenge for physicians.
As part of the solution, most researchers proposed the use of algorithms to perform automatic
classification of chest radiographs. The current work continues with the effort to develop machine
learning algorithms to perform the classification of chest radiograph images as healthy and TB
infected. In this work, a combination of machine learning algorithms (i.e., a artificial neural
network, a support vector machine, and decision tree algorithms) use a majority voting technique
to classify chest X-ray images into healthy and TB-infected. The performance of individual
algorithms is optimized by hyperparameter techniques such as grid search. In this work we
develop a voting system where the three machine learning algorithms collectively classify each
image and the class with the majority number of votes becomes the new label. The voting
system of this work achieves an accuracy of 99% in classifying 800 chest radiograph images. The
system classifies TB-infected images by 98% and noninfected images by 100%, providing high
precision and recall. The voting system outperforms the individual algorithms’ performances.
The voting algorithm proposed in this work can be beneficial in medical facilities in providing
second opinions to medical professionals by reducing the difficult task of classifying abnormalities
in chest radiographs.

1. Introduction
Chronic obstructive pulmonary diseases (COPDs) are considered the third most common cause
of death worldwide [1]. These are part of lung diseases that lead to respiratory problems.
Respiratory or chest diseases are common diseases, including among others tuberculosis (TB),
which is the primary cause of mortality around the world [1, 2]. In 2021, TB caused by
Mycobacterium tuberculosis (Mtb) with a single bacterial agent claimed approximately 1.6
million lives worldwide [3, 4]. On the other hand, approximately 10 million people were reported
to have developed active TB in 2020 [4]. The death toll for 2021 was an increase from the 1.4
million TB-related deaths worldwide reported in 2019 [4, 5]. As a result, TB claims more than
a million lives a year, making it the leading cause of death [3, 4]. To ensure proper treatment,
control, and complete recovery, early detection of TB becomes a crucial step [1]. Although there
are numerous methods used to detect TB up to date, chest radiography is one of the most widely



used examination methods to perform TB diagnosis due to its relatively low cost and ease of
operation.

The chest radiograph examines the thorax (chest) and identifies acute and chronic
cardiopulmonary conditions to allow medical professionals to make the diagnosis [4]. In X-
ray diagnosis, the partly transmitted and absorbed radiation is used to produce an X-ray image
[6]. The images show detailed vibrations in transmitting the radiation as a result of structural
objects of varying thickness, density, and atomic composition [6]. These chest radiographs
contain detailed information on the health of patients, hence accurate examination of the
information is important to produce medical reports of patients [4, 6]. Conventional methods
of diagnosis involve physicians analyzing the images and making conclusions. However, the
accurate examination of the information in detail remains a challenge to physicians [4]. Arshia
Rehman et. al. [4] reported that it is a very difficult task for clinical radiologists to classify
abnormalities on chest radiographs. As part of the solution, many researchers proposed the use
of algorithms to perform automatic classification of chest radiograph images [4]. The approach
offers multiple advantages, such as reduced diagnosis errors, localization of skeptical regions,
and overcoming human bias [4].

The current work continues with the effort to develop machine learning algorithms to perform
the classification of chest radiograph images as healthy and infected with TB. The approach
presented in this paper makes use of the majority voting technique where three machine learning
models (support vector machine, decision tree, and artificial neural network) are combined and
a prediction of each model on the same x-ray image is considered a vote. The majority vote
count was considered to be a final prediction on a particular image under examination. The
aim of this technique was to improve the overall classification performance of the algorithms.
Collective voting has shown to outperform individual algorithms.

2. Methodology
2.1. Machine Intelligence Library
The traditional models, i.e., the support vector machine and the decision tree of the current
study were implemented from scikit-learn [7]; the deep learning model, i.e., the artificial neural
network was implemented from Keras [7] with Google TensorFlow [8]. All the models operated
with the aid of some scientific computing libraries, including numpy [9] and matplotlib [10] for
mathematical operations and data visualization.

2.2. Dataset and data pre-processing
This study used publicly available chest radiograph images from the Kaggle TB database [11].
In figure 1 are samples of chest X-ray images from the database. The images are labeled; hence
the current study follows the supervised machine learning approach. That is, the labeled data
sets were used to train the algorithms to make accurate predictions. The work starts with 1206
chest radiographs, 800 infected with TB and 400 healthy. All the images are resized into 200 x
200 pixels, then flattened into a 1-dimensional array with 40000 shapes, from which the array
contained information about each image in a grid of values representing image features. The
features were then scaled to the maximum feature of 1 and a minimum of 0 in the array. Principal
component analysis was utilized to perform feature selection considering a 98% variance ratio to
detect sensitive information from the images while minimizing information loss. The data was
split so that 80% of the chest X-ray images were for training the machine learning models and
20% of the images were for testing the model. Lastly, machine learning models were trained on
the data set.



Figure 1. The samples of chest X-
ray images used in this work. Figure 2. A graphic representa-

tion of the voting algorithm.

2.3. Majority Voting Algorithms
This study considers three machine learning models to cast predictions as votes, where the
majority votes determine the prediction of each X-ray image. A representation of the voting
algorithm is displayed in Figure 2.

2.4. Support vector machine
Support vector machines belong to a family of generalized linear classification [12]. They are a
set of supervised learning methods that can solve pattern classification and regression problems
[12]. The SVM work by minimizing the classification and maximizing the geometric margin. This
happens by mapping the input vector to a higher-dimensional space from which the maximal
separating hyperplane is generated [12]. Conversely, parallel hyperplanes are generated on the
side of the hyperplane that separates the data. In the current work, the kernel function which
transforms the data into a higher-dimensional space to perform separation of the data was a
linear function. The hyperplane took the form of:

m · x+ c = 0 (1)

where c is a scalar and m is a number of images, and x are features. Parallel hyperplanes are
defined as:

m · x+ c = 1 (2)

m · x+ c = −1 (3)

Since the data in this work are linearly separable, the hyperplanes were selected so that there
were no points between them. The distance between the hyperplanes was determined as:

2

|m|
(4)

The support vector machine in this case minimized |m| from

m · xi − c ≥ 1 or m · xi − c ≤ 1, 1 ≤ i ≤ n (5)

2.5. Decision tree
A decision tree is a type of supervised learning model that adopts a flow chart tree structure,
where every internal node represents a test on an attribute, the branches denote the prediction
of the test and the leaf nodes represent labels of the classes [12, 13]. This work implemented
a decision tree algorithm with an information gain function to facilitate data splitting. The
function considered class probability and log2 of class probability as follows:

information gain or Entropy =
C∑

n=2

−pi × log2(pi) (6)



Where p represents the probability of samples in a class, C represents a number of classes and
i is a number of samples. The decision tree algorithm of this work used 8 minimum number of
chest X-ray images to perform the splitting of the internal note to a maximum tree depth of 17.

2.6. Artificial neural network
This study implemented a feedforward neural network with two different activation functions:
the rectified linear unit (ReLU) and the sigmoid in the hidden layer, and the classification layer,
respectively. The activation function ReLU possesses biological and mathematical information
that helps improve deep neural network training [14]. The functionality of the ReLU activation
function depends on the thresholding values at 0. It computes the values from the following
function:

f(x) = max(0, x) (7)

The function output 0 when x < 0 implying the neuron is not activated in the case and output
linear function when x ≥ 0, neurons are activated in this case. Sigmoid activation on the
classification layer was defined as:

f(x) =
1

1 + e−x
(8)

Where e is the exponential function and x are the features. The function translates the inputs
range from (−∞; +∞) to a range in [0; 1] [15]. This enabled a prediction of either TB-infected
or healthy. The artificial neural network of this work was implemented sequentially with densely
connected layers. The model had only one hidden layer consisting of 64 neurons and one neuron
at the classification layer to facilitate a binary classification. The output of the hidden layer was
normalized from a normalization batch. The model was optimized by Adam optimizer with a
learning rate of 0.18755133602737314 and a loss function of categorical crossentropy. The model
was trained with 100 chest X-ray images at the time, for 80 training cycles.

3. Results and Discussion
3.1. Performance matrices
The performance of the majority-voting algorithm depends mainly on the performance of each
algorithm casting votes in the process. Models in this current paper are evaluated for over-
fitting and under-fitting before they can be implemented in the majority voting. Table 1 shows
the performance scores of the models during testing. The support vector machine and artificial
neural network both achieve 97.93% accuracy during testing, while the decision tree falls behind
by 4.13% to 93.8%. The models were grouped to cast votes, where the majority votes on each
individual chest radiograph image was considered a prediction of the voting algorithm. The
performance of the voting algorithm was evaluated from the ability of the algorithm to classify
800 images as TB-infected or healthy. The algorithm correctly classified 596 images as TB-
infected and 200 images as healthy; it incorrectly classified 4 images as healthy while they were
TB-infected. This performance is shown from the confusion matrices in Figure 4.

Table 1. Performance scores of the models during testing.

Algorithms Testing Score (%)

Support Vector Machine 97.93
Decision Tree 93.80
Artificial Neural Network 97.93



Figure 3. A performance metrics of the voting algorithm

3.2. Clinical indicators
Table 2 and Table 3 are clinical indicators of the voting algorithm in the chest X-ray images. A
detailed evaluation of the majority algorithm was conducted from the clinical indicators. The
voting algorithm correctly predicted chest radiograph images by 99.50%. The accuracy measure
in this work denotes a total number of correctly identified images amongst all the images. The
algorithm identified TB-infected images by 100% and healthy images 98.04%, this was dependent
on the ability of the algorithm to distinguish features from the image. The principal component
analysis with 98% variance ration helped the algorithm differentiate features by 94.83% which
resulted in 100% ratio between correctly predicted images and all predicted images. The balance
between healthy and TB-infected images was obtained by 95.15% from the mean accuracy and
the sensitivity of the algorithm [17]. The accuracy of the algorithm prediction depends mainly on
the quality of the input images [18]. Thus, the high accuracy of the algorithm is due to the linear
nature of the data set. The linear kernel of the support vector machine produced a maximum
margin between the two classes. On the other hand, the artificial neural network model was
able to handle the data distribution by facilitating a lower learning rate. This implies that the
optimal weights of the model were adjusted at a lower rate, and there were small changes in
weights in response to errors. Another advantage is that the model had only one hidden layer;
this reduced the overfitting by increasing the generalizability of the model on the test data.
However, this was the major factor in the long prediction time of 92.98 seconds. The overall
performance of the majority algorithm was confirmed by the high percentage (95.15%) of the f1
score.

In comparing of this work with previous work, S.I. Nafisah and G. Muhamad [19] developed
an automatic TB detection from chest radiographs using deep learning models. Their best-
performing convolutional neural network model (EfficientNetB3) achieved an accuracy of 99.10%.
As such, the current work offers a slight improvement in accuracy. Although the works used
different approaches, the slight improvement of the current work can be associated with the
collaborative functionality of the algorithms as reflected in the F1 score. This collaborative
functionality mainly depends on the number of models used in the voting process. This work
used an odd number of models to avoid ties and overrule a vote of a model which may misclassify
the input data.



Table 2. Clinical indicators of the voting algorithm on chest radiographs

Algorithm Accuracy (%) Precision (%) Sensitivity (%) Specificity (%)

SVM+DT+ANN 99.50 100.00 94.83 100.00

Table 3. Continuation of clinical indicators of the voting algorithm on chest radiographs

Algorithm PPV (%) NPV (%) F1 Score (%) Time(s)

SVM+DT+ANN 100.00 98.04 95.15 92.98

4. Conclusions
Classification algorithms play an important role in the early screening of TB. This paper
proposed a majority voting algorithm to classify chest radiograph images as healthy and infected
with TB. The collaborative functionality of the models (support vector machine, decision tree,
and artificial neural network) provides an accuracy of 99.50%. The voting algorithm offers an
advantage to overrule missed predictions coming from one model. Another contribution to the
accuracy of the algorithm was offered by the PCA, which enabled each individual model to
detect sensitive information from the images while minimizing information loss. The use of the
voting algorithm proposed in this work can be beneficial in medical facilities in providing second
opinion to medical professionals by reducing the difficult task for clinical radiologists to classify
abnormalities on chest radiograph images.
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