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EDITORIAL

The University of Zululand hosted the annual South African Institute of Physics (SAIP) con-
ference during 2023. With the COVID-19 pandemic and the limitations associated with it
something in the past, the University of Zululand decided to host an in person event. This was
done with great success and the delegates commented on the professional running of the event,
the wonderful food and the lovely surroundings near the coast. Some papers from this meeting
are collected in this peer-reviewed volume. Submissions for the proceedings of SAIP2023 were
handled by an Editorial Board headed by an Editor-in-Chief and Associate Editors responsible
for submissions in different divisions.

The Editorial Board of the SAIP2023 Proceedings received 106 manuscripts for considera-
tion by the advertised deadline. A total of 88 of these manuscripts met the relevant criteria
and were submitted to a full peer-review process involving many individual reviewers. The
list of the reviewer names are reflected elsewhere in the document and it is noted that certain
reviewers took responsibility for more than one manuscript. The style of these proceedings
is that of the (British) Institute of Physics Conference Series, similar to the styling used in
previous SAIP Proceedings. Authors were requested to ensure that the defined layout were
adhered to in their submitted pdf documents. In the past the review process was initiated with
a layout review, followed by a content review. This year the Associate Editors conducted the
layout review on each manuscript parallel with the content review. It was noted that there were
small deviations between the layout templates available in MSWord and Latex - both of these
formats were accepted by the Associate Editors. Manuscripts that deviated considerably from
the specified layout specifications, while still broadly appropriate in their composition, were
referred back to the authors for layout corrections. This was done together with the content
reviews prepared by knowledgeable experts in each field, as well as considering Turnitin reports
to ensure that the work is unique and not plagiarized. This year the Editorial Board again
aimed to reduce the time between the submissions and publication, with the authors being
informed of the outcome of their submissions before the closure for the December holiday and
the publication of the document online shortly after that.

The publication of the SAIP Proceedings is highly dependent on the efficiency of the Asso-
ciate Editors and the goodwill of reviewers from the scientific community in South Africa. The
Editor-in-Chief wishes to acknowledge the hard work of the Associate Editors who spent much
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time considering the papers and reviewer reports in order to ensure that acceptable academic
standards were met during peer-review for the proceedings to be credible. The majority of the
content reviews received were done with great care and diligence and to the highest standards.
The Editorial Board wishes to voice their sincere thanks to the participating Reviewers for their
pro bono work, specifically to those Reviewers that read more than one paper. The meticulous
reviewing process described above has ensured that these proceedings contain thoroughly peer-
reviewed manuscripts of a high professional standard, which report on novel work that has not
been published elsewhere.

This year the Editorial Board again made use of the services of a Technical Associate Edi-
tor, Dr Bruno Letarte from NWU. He took responsibility for finalizing the complete document
and ensured that it was of a high technical standard. The Editor-in-Chief wish to recognise
Dr Letarte’s enormous contribution in preparing the neat final document. The Editorial Board
appreciate all the hours you dedicated into producing this exceptional document.

The Editor-in-Chief also wishes to recognise and thank Prof Strauss from NWU, Mr Mokhine
from the SAIP office and Dr Ceboliyazakha Ndlangamandla from the University of Zululand
for their support and help in preparing these proceedings.

Finally, the Editorial Board wishes to thank all of the authors for submitting their research
work to this proceedings to undergo the rigorous review process. It is our sincere hope that the
final product offered here constitutes a due outcome of their hard work.
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MESSAGE FROM THE ORGANISERS

The Organizing Committee would like to take this opportunity to thank all the delegates and
their valuable contributions towards the growth of Physics. We also like to convey our ap-
preciation to the South African Institute of Physics (SAIP) for their crucial assistance in the
preparation of the conference as well as the running of the conference. The University of Zulu-
land Management under the leadership of Prof Xoliswa Mtose needs to be commended for its
unwavering support to ensure that the 2023 SAIP conference is a success story. The reviewed
conference proceedings are the consequences of a healthy organization as well as quality papers.
The University of Zululand is inarguably and truly a ‘Node of African Thought’ as we move
forward in transforming the lives of our communities through Physics.

LOC 2023
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physics. Her research is focused on the magnetism of chromium-based bulk alloys, thin films
and nanomaterials.

Associate Editors:

• Physics of Condensed Matter and Materials
– Charles Sheppard is an Associate Professor and a member of the Cr Research Group in
the Physics Department at the University of Johannesburg. His current research interest
focuses on the various physical properties observed in bulk Cr alloys, Cr thin films, and
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• Nuclear, Particle, and Radiation Physics
– Mukesh Kumar is a Senior Lecturer of Physics in the School of Physics at the Uni-
versity of the Witwatersrand. He is an NRF Y-rated research physicist in the field of
high energy particle physics. His research is focused on Higgs boson, top quark, and dark
matter physics at the Large Hadron Collider (CERN) including the future e−p and e+e−

colliders. He is a member of TileCal Speaker committee for ATLAS detector at CERN.

• Photonics
– Pieter Neethling is a Senior Lecturer in the Physics Department at Stellenbosch
University. He is currently the Director of the Stellenbosch Photonics Institute at Stel-
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Proceedings Online Administration:

– Tebogo Mokhine, South African Institute of Physics
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Abstract. In this study, Zinc oxide (ZnO) nanoparticles were successfully synthesized using 

the sol-gel method. To investigate the effect of annealing time on the structural, morphology, 

and optical properties of ZnO, annealing of the synthesized nanoparticles was further carried out 

at 550o C for different time intervals (30 min, 1 hour, and 1:30 hour). X-ray diffraction (XRD) 

analysis confirmed the formation of a crystalline hexagonal wurtzite ZnO structure, which was 

observed to be more prominent with an increase in annealing time, specifically at 1:30 hour. UV-

VIS spectroscopy analysis revealed an improved absorption band with a wavelength of 365 nm, 

which was redshifted compared to other prepared samples. Additionally, photoluminescence 

(PL) quenching was observed for the annealed samples, indicating charge transfer that is 

favorable for solar cell applications. The as-prepared sample showed high PL intensity, possibly 

due to self-trapped excitons recombination. Finally, the morphologies of the prepared samples 

were studied using scanning electron microscopy (SEM), revealing a progression of ZnO 

morphologies from clustered to nanorod structures. Overall, the results suggest that annealing 

time is a crucial parameter in the synthesis of ZnO nanoparticles, and that optimized annealing 

conditions can improve their structural, optical, and morphological properties for potential use 

in solar cell applications. 

 

 

1.  Introduction 

Zinc oxide (ZnO) is a low-cost, n-type wurtzite semiconductor with a direct wide bandgap of 3.2-3.3 

eV at room temperature [1]. In both the visible and ultraviolet ranges, ZnO possesses good electrical 

and optical properties, and as a result, it is commonly used in photoelectric displays, solar cells, sensors, 

and surface acoustic wave devices [2]. Additionally, ZnO has a high exciton energy, which is crucial 

for the material's optical characteristics. ZnO is environmentally benign and more resistant to breaking 

down at high temperatures [3]. Many techniques have been employed over the years for the production 

of ZnO nanoparticles, including spray pyrolysis, chemical vapor deposition (CVD), RF magnetron 

sputtering, molecular beam epitaxy (MBE), pulsed laser deposition, and sol-gel [4-6]. However, the sol-

gel approach has increasingly become the primary method for preparing ZnO nanoparticles in the 

laboratory because of its simple procedure, straightforward doping, easy-to-form large-area film, and 

lack of vacuum equipment [7]. 
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Despite its excellent properties, ZnO still suffers from some major drawbacks which restrict its 

applications. Some of these drawbacks include poor solar light consumption and rapid recombination of 

photoinduced charge carriers. In recent years, researchers have devoted their attention to improving 

these drawbacks associated with ZnO to further its potential in different applications. One of the most 

explored approaches with the aim of improving the material’s properties is annealing, which is a heat 

treatment process that alters the physical, and sometimes chemical properties of a material, leading to 

an increase in its ductility and a reduction of its hardness, making it more workable [1,2]. Furthermore, 

annealing has the potential to narrow the bandgap of the ZnO nanomaterial, increasing its absorption 

wavelength [1,2], and hence allowing it to harness more solar energy for solar cell applications. In this 

study, we report on the effects of annealing time while keeping the temperature constant at 550oC. This 

is because ZnO nanoparticles can only be crystallized by heat treatment at over 400oC, so, by annealing 

at 550°C, the aim was to encourage the growth of ZnO crystallites and enhance their particle size [8]. 

Other approaches used to modify ZnO nanoparticles include utilizing several methodologies such as 

coupling with narrow band gap semiconductors, noble metal deposition, surface sensitization by organic 

dyes, and elemental doping [9].  

 

2.  Experimental 

 

2.1.  Preparation of ZnO 

The ZnO nanoparticles were synthesized using the Sol-gel method. Chemical reagents used during 

preparation were taken as supplied by the manufacturer without any further purification. 5 g of Zinc 

acetate dihydrate (Zn(CH3COO)2 ·2H2O)(95% extra pure) (Sigma-Aldrich), was reacted with 20 ml of 

methanol(99.9%) (CH3OH) (Sigma-Aldrich), this solution was then stirred ultrasonically for 2 hours at 

room temperature. 2.5 g of sodium hydroxide (NaOH)(99%) (Sigma-Aldrich) was then added to the 

resultant solution, and the stirring continued for another hour until a viscous gel was formed, Using the 

blade coating method, the formed gel was then deposited on the glass substrate to make thin films. The 

thin films were then dried in an oven for 20 minutes at 100o C. Finally, the dried thin films were further 

divided and classified as the as-prepared sample, and annealed samples of various time intervals (30 

min, 1 hour, and 1:30 hour respectively) at a constant temperature of 550o C. 

 

2.2 Characterization of the prepared samples.  

The thin films were then characterized using the X-ray diffraction (XRD) technique, Ultraviolet-visible 

spectroscopy (UV-VIS), as well as Photoluminescence (PL). Lastly, the surface morphology of the thin 

films was observed using the scanning electron microscopy (SEM) technique.  

 

3.  Results and discussion  

 

3.1 X-ray diffraction (XRD) 

The diffraction peaks at scattering angle (2θ) of 31.9°, 34.4°, 36.2°, 47.5°, 56.5°, 62.9°, 67.8°, 
69.2°,76.8°, and 89.5° correspond to the reflections from (100), (002), (101), (102), (110), (103), (200), 

(112), and (202) crystal planes respectively as demonstrated in Figure 1. These reflections correspond 

to the hexagonal wurtzite ZnO structure as confirmed by the JCPDS card number 891397 [9]. The ZnO 

(As-prepared) sample exhibits little to no peaks in the XRD spectra, which may be the cause of the 

sample's reduced intensity. This can further be attributed to the presence of smaller or less ordered 

crystalline domains, which do not generate strong diffraction signals. The amorphous peaks were 

observed for as-prepared sample. However, as we anneal the sample for 30 min, 1 hour, and 1:30 hour, 

the diffraction peaks become narrower, exhibiting a higher intensity. This can further suggest that the 

crystallinity of the material was improved with annealing time.  
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Figure 1. XRD pattern of ZnO As-prepared, ZnO (30 min), ZnO (1 hour), and ZnO (1:30 hour).  

 

The crystallite size of the material was further estimated using the Debye Scherrer equation as stated 

below:   

𝐷 =
𝑘𝜆

𝛽 cos𝜃
                                                                         (1)  

where D is the crystallite size, k is the Scherrer constant given by 0.9, 𝜆 is the wavelength, and 𝛽 is the 

Full-width at Half-maximum (FWHM) of a diffraction line located at angle 𝜃. Table 1 below shows an 

increase in the crystallite size as a function of annealing time, which further suggests that annealing time 

is effective in tuning the material’s crystal sizes. 

 

Table 1. Crystallite size estimation at the most intense peak (101), peak position (2θ), and the full-

width at half maximum (FWHM). 

Samples Peak position (2𝜃) FWHM (rad) Crystallite size (nm) 

ZnO (as-prepared) 36.24 1.31 6.38 

ZnO (30 min) 36.21 1.15 7.27 

ZnO (1 hour) 36.20 0.97 8.62 

ZnO (1:30 hour) 36.18 0.82 10.19 

 

 

3.2 Ultraviolet-visible spectroscopy (UV-VIS)  

The UV-VIS spectra show the absorbance of all the prepared samples, with ZnO (As-prepared) having 

the lowest absorbance.  However, as the sample was annealed through the different time intervals, there 

was a slight red shift in the wavelengths which can be attributed to the electronic transmission of 

electrons from the valence band to the conduction band, and as a result there is an increase in the 

absorbance of the material.   
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Figure 2. UV-VIS Spectra of ZnO As-prepared, ZnO (30 min), ZnO (1 hour) and ZnO (1:30 hour).  

3.3 Photoluminescence (PL)  

PL was also used to study the charge transfer of the photogenerated electrons and holes. The figure 

below exhibits the PL intensities of all the samples excited with 370 nm wavelength. A higher intensity 

is observed for the ZnO (As-prepared) sample, this is due to the self-trapped exciton recombination 

which is a combined effect of defect centers generated from oxygen vacancies and particle size. 

However, when the sample was subjected to a heat treatment, there was a significant decrease in the PL 

intensity, which suggests that there is charge transference taking place [10]. This further suggests that 

the modification of annealing time and its derivatives can suppress the recombination of electron-hole-

pairs because high intensity implies more drastic recombination of charge carriers.  

 
 

Figure 3. PL spectra of  ZnO As-prepared, ZnO (30 min), ZnO (1 hour) and ZnO (1:30 hour)  
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3.4 Scanning electron microscopy (SEM)  

SEM was carried out to observe the surface morphologies of the prepared ZnO nanoparticles. Figure 

5(a) shows an agglomeration morphology for ZnO (As-prepared sample), this can be attributed to the 

presence of residual solvents as depicted on the XRD spectra.  Figure 5(b) and (c) shows an evolution 

from the clustered morphology as a result of annealing. Finally, as the annealing time further increases 

to 1:30 hour (Figure 5(d)), fully formed nanorod structures are observed, and these nanorod structures 

are the preferred morphology for solar cell applications. In their study, Nandang Mufti et al. investigated 

the effect of ZnO nanorods morphology on the electrical properties of perovskite solar cells, and in their 

findings, they concluded that the performance of perovskite solar cells can be increased by using ZnO 

nanorods as an electron and hole recombination barrier [11]. 
 

 
 

Figure 4. SEM images of ZnO As-prepared, ZnO (30 min), ZnO (1 hour), and ZnO (1:30 hour) 

4.  Conclusion  

ZnO nanoparticles were successfully synthesized using the Sol-gel method. XRD confirmed the 

presence of a hexagonal structure with an average crystallite size of 8.12 nm. The optical analysis 

showed an improvement in the absorbance of the material when annealed at a longer time, as well as the 

presence of charge transfer, which as a result confirmed the recombination of photogenerated charge 

carriers being suppressed. SEM confirmed the evolution of ZnO morphologies from clustered 

nanoparticles to the formation of nanorods when annealed for 1:30 hour. The obtained results suggest 

that annealing time had a positive impact on the material in terms of improving its structure, 

morphology, and optical properties. 
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Abstract. Tanzanite is a rare gem mineral of high commercial value. It is sensitive to optical and 

thermal stimulation of luminescence used to study point defects in insulators. Kinetic analysis 

and dosimetric features of thermoluminescence of tanzanite are reported. A glow curve measured 

at 1 °C s-1 following beta irradiation to 70 Gy shows a high intensity peak at 74 °C and two lower 

intensity peaks at 138 and 186 °C. The peaks are respectively referred to as I, II and III. The 

dependence of the peak position on partial heating and on irradiation dose is consistent with first 

order kinetics. The activation energy for peaks I-III are 0.81, 1.00 and 1.24 eV respectively. The 

dose response of each peak is sublinear as quantitatively determined using analysis of 

supralinearity indices. 

1.  Introduction 

Tanzanite is a gem mineral found only at Merelani, Tanzania. The gem has a huge market demand owing 

to its aesthetic qualities linked to its pleochroism which is evident at different crystallographic 

orientations. Tanzanite is a type of zoisite [Ca2Al3(Si2O7)(SiO4)O(OH)], a metamorphic mineral of the 

epidote group [1,2] and has an orthorhombic crystal structure [3]. The crystal structure is built of 

octahedral chains connected by single tetrahedra of SiO4 and double tetrahedra of Si2O7 groups. 

Zoisite is sensitive to thermal and optical stimulation of luminescence [4,5]. Despite this, there is 

only one report, namely, that of Chithambo and Folley [6] on the thermoluminescence (TL) of tanzanite. 

For TL to occur, an insulator or semiconductor is first irradiated with ionizing radiation to induce 

electron movement into the conduction band. Point defects within the crystal create charge trapping 

centres. The supply of heat leads to the excitement of trapped electrons into the conduction band 

followed by their recombination with trapped holes during which luminescence appears [7]. In the study 

of Chithambo and Folley [6], three TL peaks at 70, 130 and 180 °C were observed in measurements 

made at 1 °C s-1, after 51 Gy beta irradiation. All peaks were seen to suffer thermal quenching. The TL 

of peak I ensues from recombination of electron occurring at [TiO4\h+]0 sites whereas the TL of peaks 

II and III appears owing to alkali recombination at [TiO4]- sites [6]. Kinetic analysis was conducted only 

for the prominent peak, that is, peak I and that of peaks II and III was omitted. Fading of peaks II and 

III, due to delay in readout following irradiation meant that the peaks are not shallow traps, but the 

activation energy and frequency factor were not reported. To gain deeper insights into the TL of 

tanzanite, we compute the kinetic parameters and analyze the dose response of all three peaks.  

2.  Experimental procedure 

The sample used was commercially available tanzanite (African Gems and Minerals, Cape Town). 

Samples were prepared in coarse grain form and used as received. TL measurements were made using 
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a RISØ TL/OSL DA-20 Luminescence Reader. The luminescence was detected by an EMI 9235QB 

photomultiplier tube through a 7 mm Hoya U-340 filter (transmission band 250 - 390 nm). The sample 

was irradiated in-situ using a 90Sr/90Y beta source at a dose rate of 0.10 Gy/s. All measurements were 

made in a nitrogen atmosphere to ensure good thermal contact between the heater plate and the sample 

holder. Unless indicated otherwise, all recordings were carried out at 1 °C s-1. 

3.  Results and discussion 

3.1.  Glow curve features 

Figure 1 depicts a glow curve corresponding to 70 Gy. Three peaks at 74 °C, 138 °C and at 186 °C 

(peaks I-III) are seen. A similar number of peaks and a weaker fourth one were observed by Chithambo 

and Folley [6]. Thermal cleaning to identify less prominent peaks in the glow curve revealed none.   
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Figure 1. TL glow curve of tanzanite following 70 Gy beta irradiation. Three peaks at 74, 138 and 186 

°C can be observed. 

 

3.2.  Analysis for order of kinetics 

The order of kinetics for the peaks was assessed by examining how variable doses and partial heating 

affect the peak position (Tm). The partial heating procedure (Tm-Tstop) monitors the shifts in peak position 

as the sample undergoes partial heating to a temperature (Tstop) each time it is irradiated. For first order 

kinetics, Tm does not vary with either dose or preheat (Tstop) because the initial concentration of trapped 

charges has no bearing on Tm [7]. For second order kinetics, Tm decreases as dose increases [7]. A graph 

of Tm against Tstop is depicted in figure 2. The position of peaks I-III were determined as 74 ± 1, 139 ± 

3 and 191 ± 3 °C. The parameter Tm also shows no dependence on dose at 73 ± 1, 138 ± 3 and 186 ± 2 

°C respectively. Therefore all peaks are of first order kinetics.   

3.3.  Stability of peaks 

Any change in the TL intensity owing to delay in readout after irradiation was analysed for periods 

between 0 to 10,000 s following irradiation to 10, 50 and 100 Gy. Figure 3(a) shows the intensity of 

peak I versus delay in readout corresponding to the three doses. Peak I fades with time for all doses. A 

similar behaviour was observed before in the literature [6]. 
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Figure 2. Peak position (Tm) dependence on partial heating (Tstop). The peak position remains stable for 

each peak. The mean of four measurements was evaluated to represent the value of each data point. 

 

An empirical function that best fit the data is given by:  

 

𝐼(𝑡) = 𝑎 + 𝐼0𝑒−λt, (1) 

  

where a is a constant, I0 is initial intensity, t is delay and λ is decay constant. Figure 3(b) shows the 

intensity of peak II versus delay. The intensity is stable with time for all doses. A similar result was seen 

for peak III. 
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Figure 3. The relationship between intensity and delay in readout after irradiation for peak I (a) and 

peak II (b). The continuous lines in (a) represent the fits of equation (1). 

 

3.4.  Dose response 

The dose response for all three peaks was analysed for doses from 10 to 200 Gy. The plot in figure 4(a) 

depicts the dose response for each peak. The intensity increases sublinearly with dose. The data is best 

fitted with the empirically chosen function: 

 

28 Kinetic analysis and dosimetric features of thermoluminescence of tanzanite

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

𝑦(𝐷) = 𝑎(1 − 𝑒−𝑏𝐷), (2) 

  

where a is intensity at saturation level, b is a constant and D is dose. Qualitative analysis of the dose 

response was carried out with the supralinearity index [7] given as: 

 

𝑓(𝐷) = [𝑦(𝐷)/𝐷]/[𝑦(𝐷1)/𝐷1], (3) 

  

where D1 represents normalization dose and y(D1) is a function dependent on the normalization dose. 

Figure 4(b) depicts the plot of f(D) versus dose for all peaks. In such a test, values of f(D) < 1 indicates 

a sublinear dose response and f(D) > 1 shows a supralinearity response [7]. From figure 4(b), f(D) < 1 

for all peaks which shows that the dose response of all peaks is sublinear. 
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Figure 4. TL dose response for peaks I-III (a), and supralinearity index function f(D) versus dose for 

peaks I-III (b). The continuous lines in (a) represent the fits of equation (2). 

 

3.5.  Kinetic analysis 

Kinetic parameters such as the activation energy (E), frequency factor (s) and kinetic order (b) provide 

insight into the luminescence processes. The activation energy is the energy required to detrap an 

electron into the conduction band. The frequency factor is the number of times per second the electrons 

interacts with lattice phonons. The parameter b denotes the order of kinetics [7]. Results using various 

analytical methods used for the kinetic analysis in this work are now presented: 

3.5.1.  Curve fitting method (CF). The glow peaks were fitted with the Kitis et al general order curve 

fitting equation [8] given as: 

𝐼(𝑇) = 𝐼𝑚𝑏
𝑏

𝑏−1
 𝑒

(
𝐸

𝑘𝑇
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𝑇𝑚
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𝐸
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𝐸
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𝑇2

𝑇𝑚
2 𝑒

(
𝐸

𝑘𝑇

𝑇−𝑇𝑚
𝑇𝑚

)
]

−
𝑏

𝑏−1

,  

 

(4) 

 

where I is intensity, T is temperature, k is Boltzmann constant, Im is maximum intensity and all other 

parameters retain their usual meanings. The parameter s was evaluated from the expression [7]: 

 

𝑠 = (𝛽𝐸/𝑘𝑇𝑚
2 )𝑒(𝐸/𝑘𝑇𝑚), (5) 

  

where 𝛽 is heating rate. As an example, the plot for peak I is depicted in figure 5. The parameter E 

yielded 0.87 ± 0.02, 0.95 ± 0.07 and 1.13 ± 0.01 eV for peaks I-III respectively. The values of b were 

0.96 ± 0.01, 1.2 ± 0.01, and 1.2 ± 0.01 for the respective peaks. Since b for all the peaks are closer to 1, 
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all peaks are of first order kinetics. From equation (5), s was evaluated as 4.3×1011, 3.4×1010 and 

1.4×1011 s-1 respectively. The values of s are comparable to the order of the lattice vibration frequency 

which is approximately 1012 s-1. 
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Figure 5. General order curve fitting for peak I. The solid line represents the fit of equation (4). 

 

3.5.2.  Variable heating rate method (VHR) 

Recording the TL at different heating rates alters the peak position. The TL was recorded at heating 

rates of 0.5 to 4.5 °C s-1 after 70 Gy irradiation each time. The parameters E and s were evaluated 

using the expression [7]: 

In(𝑇𝑚
2 /𝛽) = 𝐸/(𝑘𝑇𝑚) + In(𝐸/𝑠𝑘). (6) 

 

A plot of In(𝑇𝑚
2 /𝛽) against 1/(𝑘𝑇𝑚)is linear as shown in figure 6. The slope of the plot is equal to E, 

evaluated as 0.78 ± 0.02, 1.01 ± 0.06 and 1.39 ± 0.11 eV for the respective peaks. The parameter s was 

evaluated from the y-intercept as 1.6×1010, 1.7×1011 and 1.0×1014 s-1 respectively. 
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Figure 6. Plot of In(𝑇𝑚

2 /𝛽) versus 1/(𝑘𝑇𝑚) for peaks I-III. Measurement of the TL was done at different 

𝛽 from 0.5 to 4.5 °C s-1 after 70 Gy irradiation each time. The continuous lines are the most linear trends 

through the data points. 
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3.5.3.  Whole glow peak method (WGP)  

The integral of the area (A) beneath a peak can be written as a function of temperature as: 

 

In(𝐼/𝐴𝑏) = In(𝑠/𝛽) − 𝐸/𝑘𝑇, (7) 

  

where a graph of In(𝐼/𝐴𝑏) versus 1/𝑘𝑇 will yield a linear line for an appropriate value of b [7]. The 

parameters E and s are computed from the gradient and y-intercept accordingly. Figure 7 depicts such 

plot for various values of b for peak I. The line with the highest coefficient of determination (r2) value 

of 0.9977 corresponds to b=0.9. For peaks II and III, b=1.3 yields the most linear line. The values of E 

hence found are 0.77 ± 0.01, 1.03 ± 0.02 and 1.20 ± 0.04 eV for the respective peaks. The parameter s 

was evaluated as 1.3×1010 for peak I, 1.7×1010 for peak II and 2.8×1010 s-1 for peak III. 
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Figure 7. Graph of In(𝐼/𝐴𝑏) against 1/𝑘𝑇 for peak I. The continuous lines are the most linear trends 

through the data points.  

 

3.5.4.  Summary of kinetic parameters 

Table 1 depicts the evaluated kinetic parameters for all peaks. The kinetic parameters for peak I are 

compared with those reported in literature. The parameters compare favourably. Also, the results derived 

from the different analytical methods are comparable. The mean of the activation energy E is 0.81, 1.00 

and 1.24 eV for the respective peaks. The kinetic parameter E for peaks II and III suggest the peaks are 

not shallow electron traps. This is corroborated by the fact that the peaks do not show any 

phosphorescence at room temperature. The full meaning of CF, VHR and WGP as used in the table has 

been specified in sections 3.5.1 to 3.5.3 respectively.  

 

4.  Conclusion 

We have observed three TL peaks in tanzanite at 74, 138 and 186 °C for a glow curve measured at 1 °C 

s-1 after 70 Gy beta irradiation. All peaks are of first order kinetics. Peak I fades with delay in readout 

after irradiation, in contrast to peaks II and III which do not. The dose response of peaks I-III is sublinear. 

The activation energy for peaks I-III are about 0.81, 1.00 and 1.24 eV respectively. The frequency factor 

is within the order of 1011, 1010 and 1013 s-1 for the respective peaks. 
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Table 1. Kinetic parameters for peaks I, II and III. 

 

Peaks Analytical Method E (eV) s (s-1) b Reference 

Peak I CF 0.87 ± 0.02  

0.860 ± 0.004 

4.3×1011 

2.0×1011 

0.96 ± 0.01 

0.970 ± 0.003 

Figure 5 

Chithambo and Folley [6] 

 VHR 0.78 ± 0.02 

0.86 ± 0.03 

1.6×1010 

3.0×1011 

 Figure 6 

Chithambo and Folley [6] 

 WGP 0.77 ± 0.01 

0.85 ± 0.01 

1.3×1010 

3.0×1011 

0.9 

1.1 

Figure 7  

Chithambo and Folley [6] 

Peak II CF 0.95 ± 0.07 3.4×1010 1.20 ± 0.01 Current work 

 VHR 1.01 ± 0.06 1.7×1011   

 WGP 1.03 ± 0.02 1.7×1010 1.3  

Peak III CF 1.13 ± 0.01 1.4×1011 1.20 ± 0.01  

 VHR 1.39 ± 0.11 1.0×1014   

 WGP 1.20 ± 0.04 2.8×1010 1.3  
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Abstract. ZnO (wurtzite) samples were implanted with Ar+ ions to generate intrinsic defects 

within the ZnO samples at fluence range from 1 × 1015 to 3 × 1016 ions.cm-2. Doppler broadening 

of the annihilation curves were obtained to determine S-parameters which are used to 

characterize the defects. S-parameters are 0.35795, 0.35809 and 0.39025 for the lowest to the 

highest fluence, respectively. X-ray diffraction method was employed to determine any 

structural damage or phase change during the implantation. Positron annihilation spectroscopy 

shows the formation of anion point defects. Optical absorption measurements suggest the 

presence of F aggregate centres at 300.0 nm (4.14 eV). Theoretical calculations of the 

annihilation curves, based on local density approximation as well as generalized gradient 

approximation, were obtained. Theoretical results compare well with experimental results. 

Positron annihilation measurements are also correlated with optical absorption results on Ar+  

ion implanted zinc oxide crystal. 

1.  Introduction 

Zinc oxide (ZnO) has drawn much attention because of its properties in device engineering such as 

transparent ohmic contacts, nano-scale devices as well as in gas sensing [1,2,3,4,]. The ZnO band gap 

makes it an extremely suitable material for low noise generation, higher breakdown voltages and the 

ability to withstand large electric fields [5,6]. 

Positron annihilation technique (PAT) has become a sensitive tool in quantifying defects as well as 

obtaining the nature of defects. PAT is a non-destructive tool capable of identifying very small to large 

defects, for example, point to dislocations.   

In this research we investigate the radiation damage in ZnO due to 150 keV Ar+ ion implantation in 

the fluence range 1 × 1015 – 3 × 1016 ions cm-2 through the determination of S- and W- parameters.  The 

experimentally obtained Doppler broadening, which is characterized by the S- parameter, compares well 

with the theoretically determined annihilation curve. The experimental part of the Doppler broadening 

tells us about the quantity of defects in the material. S-parameter is defined as the area under annihilation 

centroid divided by the total area, and it is a measure of positron-electron annihilation momentum 

density at annihilation sites. Positron annihilation results are also correlated with optical absorption 

measurements in ion implanted zinc oxide materials.  
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2.  Experiment 

Pure ZnO crystal samples (space group P63mc) of dimensions 10 mm × 10 mm × 0.5 mm and orientation 

of (100), were obtained from PAM-XIAMEN in China. ZnO samples were implanted with 150 keV Ar+ 

ions in the fluence range 1015 to 3 × 1016 ions cm-2. Implantations were performed at iThemba LABS, 

Gauteng, South Africa. Optical absorption was performed using spectrophotometer to characterize the 

defects in the ion implanted ZnO target. The spectra of optical absorption were measured at wavelengths 

between 200 nm and 800 nm. 

X ray diffraction (XRD) was used to investigate whether there was any structural damage or phase 

change that might have occurred during the ion implantation process.  XRD method utilizes Bruker D8 

Advance fully equipped with Goebel Mirror, a Vantec detector and an Anton Paar XRK 900 chamber.  

The diffractometer uses Cu-Kα radiation. XRD patterns of implanted ZnO samples in the fluence range 

1015 – 3 × 1016 cm-2 were obtained. Rietvield refinements were carried out using TOPAS 4.2. 

The experimental arrangement consists of radioactive source, 22Na, whose decay scheme is shown 

in figure 1. The activity of the source is 20 µCi. The source is sandwiched between two equal ion- 

implanted ZnO samples.  The coincidence positron annihilation experimental circuit arrangement is 

shown in figure 2.  

 

 
 

Figure 1. The decay scheme of 22Na into 22Ne 

with emission of 1.274 MeV photon [7]. 

Figure 2. The circuit diagram used for the 

Doppler broadening and lifetime 

measurements[12]. 

 

Source-sample arrangement was kept at a pressure of about 10-5 Torr. Positron annihilation spectra 

at different fluencies were accumulated at about 2 hours for each run given the low average count rate 

of 150 s-1. Source correction was also conducted given that between 10 and 15 % of the annihilations of 

positrons take place in the source material as well as in the foils. 

3.  Method of calculation 

The two-component density functional theory (TCDFT) is needed to solve positron and electron 

densities. The use of local density approximation (LDA) simplifies the complication of many unknowns 

in the TCDFT, like the exchange correlation energy and the positron-electron correlation-energy 

functional but the LDA does not consider the inhomogeneous charge density of the electron structure. 

The generalized gradient approximation (GGA) is then used because it considers the gradients of the 

electron density. Furthermore, this can also be simplified by calculating the electron density and 

Coulomb potential using atomic superposition method (ASM) which simply means superimposing free-

atom densities and potentials. For free-atom densities, it is necessary to calculate electron and positron 

wavefunctions. For positrons [8]:  

                                 −
1

2
∇2𝜓𝑖

+(𝒓) + 𝑉𝑒𝑓𝑓(𝒓)𝜓𝑖
+ = 𝜀𝑖𝜓𝑖

+(𝒓).                                          (1) 
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where Veff is the effective potential given by: 

 

                                   𝑉𝑒𝑓𝑓(𝒓) = 𝜙(𝒓) +
𝛿𝐸𝑒𝑥𝑐(𝑛+)

𝛿𝑛+(𝒓)
+

𝛿𝐸𝑐
𝑒−𝑝

(𝑛+,𝑛−)

𝛿𝑛+(𝒓)
 ,                              (2)  

 

and the Coulombic potential ϕ(r) is given by 

 

𝜙(𝒓) = ∫ 𝑑𝒓′
−𝑛−(𝒓′) + 𝑛+(𝒓′) + 𝑛𝑜(𝒓′)

|𝒓 − 𝒓′|
, 

 

where no is the charge density in the framework of external potential, Eexc is the energy of exchange-

correlation and 𝐸𝑐
𝑒−𝑝

 is the electron-positron correlation functional. 

The electron and positron densities are then obtained from solving equation (1) to give 

 

                                        𝑛− = ∑ |𝜓𝑖(𝑟)|2
𝜀𝑖≤𝜀𝑓

 and 𝑛+ = ∑ |𝜓𝑖
+(𝑟)|2𝑁+

𝑖 .                                       (3) 

   

The sum of electron states is taken from core states to the Fermi level. Normally, we consider one 

positron, that is, N+ = 1. The annihilations of positrons with core electrons (high momentum) to the 

valence electrons (low momentum) as well as in the vacancies are then calculated to give electron-

positron annihilation momentum density, ρ, as [8]: 

 

                                          𝜌𝑗(𝑟) = 𝜋𝑟𝑒
2𝑐𝑢𝑗

2(0)|∫ 𝑑𝑟𝑒−𝑖𝑝∙𝑟𝜓+(𝑟)𝜓𝑗(𝑟)|
2

,                                    (4) 

 

where re refers to classical electron radius and 𝑢𝑗
2 the state-dependent enhancement factor. 

Equation (4) gives the annihilation curve which is used as a comparison to the annihilation curve 

obtained experimentally. S-parameter which gives the quantity of defects in the sample, is given as the 

following ratio [9]: 

                                                         𝑆 =
∫ 𝑔(𝑝𝑧)𝑑𝑝𝑧

𝑏
𝑎

∫ 𝑔(𝑝𝑧)𝑑𝑝𝑧
+∞

−∞

  .                                                           (5) 

 

The numerator in equation (5) refers to the total counts under the annihilation centroid of width b-a 

in the momentum or energy axis. The denominator in equation (5) refers to the total counts under the 

annihilation curve.  

4.  Results and discussion 

X-ray diffraction was performed on all Ar+  implanted single crystal ZnO samples to investigate any 

structural damage that might have occurred during implantation. The XRD patterns were compared with 

reference pattern from Crystal Structure Database [10] for peaks identification. Figure 3 clearly shows 

that there is no phase change, and no structural damage was observed. 
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Figure 3. X-ray diffraction pattern of implanted zinc oxide 

 

 

Optical absorption spectra were measured in all Ar+ implanted zinc oxide samples. The F centres 

appeared at a wavelength of 300.0 nm (4.14 eV) in the fluence range between (1 × 1015 – 3 × 1016) ions 

cm-2 as shown in Table 1.  It was noticed that the F band grows with the increase in fluence, reaching its 

maximum at 3 × 1016 ions per square cm. This suggests an anion vacancy which has trapped an electron. 

The growth is characteristic of ion implanted semiconductor [12]. 

 

Table 1.  F-band absorbance in all three Ar+ implanted ZnO samples 

Fluence (ions cm-2) Wavelength (nm) Absorbance (arb.units)            Energy (eV) 

1 × 1015 289 0.845                                         4.30 

1 × 1016 300 4.446                                         4.14 

3 × 1016 309 4.526                                         4.02 
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The annihilation spectra for all implanted samples were analysed and S-parameter was calculated for 

each spectrum. A typical spectrum is shown in figure 4. Figure 5 shows the calculated S-parameters at 

all three fluences. S-parameter is a measure of the quantity of defects with a ratio of the centroid to the 

total area under the annihilation curve around 511 keV.  

The calculated positron-electron annihilation momentum densities with core states (high momentum 

electrons) to low momentum electrons (mostly valence electrons) as well as annihilations in the 

vacancies are shown in figure 6. MIKA doppler code [11] was used to obtain momentum densities by 

employing GGA. The localisation of trapped positron in Zn vacancy is shown in figure 7. 

 

 

  

Figure 4. A typical annihilation spectrum 

showing annihilation line at 511 keV and 1274 

keV gamma emitted during a β+ decay. 

Figure 5. S-parameters calculated from the 

Doppler broadening of each spectrum around 511 

keV. The insert shows the S-parameter difference 

between 1 and sample 2. 

 

 

  
Figure 6. e-p annihilation momentum density 

clearly shows the dominance of 4s state between 

(0 – 4) × 10-3 moc. 

Figure 7. The localization of positron in Zn 

vacancy. This is measured by the square of 

positron wave function at the defect site. 

 

The spatial distribution of defects due to ion implantation according to the simulation code TRIM 

increases with fluence. It is also noted that using TRIM simulation there is a possibility of knock-on 

effect which is the extension of damage beyond the distance travelled by implanted ions.   
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5.  Conclusion 

Positron annihilation technique, which characterizes defects in ZnO implanted with 150 keV Ar+ ions 

at fluence range 1015 to 3 × 1016 ions cm-2, reveals that positrons annihilate at vacancies as well as in the 

bulk. It is also interesting to note that part of the annihilations is dominated by 4s – state of Zn and in 

the range (0 – 3) × 10 -3 moc, while O 3p – state dominates in the range (0 – 25) × 10-3 moc. These 

annihilations contribute towards the electron-positron momentum density or Doppler broadening. 

Optical absorption measurements reveal that the positrons annihilate with low momentum electrons at 

F aggregate centres. The quantity of these aggregates increases as S-parameter increases and showing a 

large number of aggregates at maximum fluence. 
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Abstract. Density functional theory was employed in this study to investigate the surface 

stability of NiTi (110) and (100). Surface energies were analysed, and it was found that the NiTi 

(110) surface with the lowest surface energy value is more stable than the (100) surface. It was 

also discovered that the surface energy stability varies with surface termination. In addition, it 

was also noted that the (100) surface has larger work function value than the (110). The total and 

partial density of states of (100) and (110) surfaces of NiTi were also computed and analysed. 

The findings will have a good impact on the understanding of the surface stability of NiTi 

surfaces. 

1. Introduction 

NiTi-based intermetallic compounds are known as shape memory materials and are frequently utilized 

in industries like aerospace, machinery, medical applications, and electronics. This is due to their 

structure memory effect, super elastic behaviours, high tensile strength, and biocompatibility. However, 

this NiTi alloy is still a contentious material due to its unstable surface and oxidation during use, more 

importantly, their restricted surface characteristics and adsorption process [1]. Many fields of scientific 

investigation and commercial production processes require material surface qualities that are highly 

predictable and stable [2] 

Despite significant experimental efforts to improve the corrosion resistance of NiTi, a detailed 

understanding of the atomic-scale mechanisms that govern the adsorption and diffusion of oxygen and 

water on NiTi surfaces is insufficient. This is primarily due to the complex nature of the NiTi alloy, 

which contains a mixture of titanium and nickel in different phases, resulting in a complex surface 

morphology [3]. 

Kulkova et al. [4] used fully potential linearized augmented plane-wave approach to investigate 

electronic structure of low-index surfaces of NiTi and TiPd. It was reported that NiTi (010) has the 

lowest energy among other surface considered surfaces. First principle computations were used to 

examine the low-index (001), (110) and (111) surfaces of austenitic NiTi. According to one 

investigation, under the majority of the Ti-chemical potential, the (110) NiTi surface was the most stable. 

Also emphasized was the fact that Ni-terminated surfaces were more stable than their Ti-terminated 

counterparts. 

It is essential to study how different crystallographic surfaces of a material behave under various 

conditions. The properties and stability of crystal surfaces can vary significantly depending on their 

orientation. By specifying (100) and (110) surfaces in this study indicates that we are investigating the 

stability of these specific crystal facets of the NiTi material [5]. The research employs DFT, a quantum 

mechanical computational method, to investigate the electronic and structural properties of Ti-Ni 
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surfaces and their interactions with oxygen. DFT calculations provide valuable insights into the 

energetics and stability of surface reactions, making it a powerful tool for studying surface processes at 

the atomic level. In this work, DFT approach was employed to investigate surface properties of NiTi 

(100) and (110) surfaces as the lowest miller index. The surface energies, density of states and work 

function at different slabs were computed to identify the most stable surface. 

2. Methodology 

All DFT calculations involved in the present study were carried out using the CASTEP code [6]. The 

Perdew-Burke-Ernzerhof function among generalized gradient approximation (GGA-PBE) was applied 

to describe the exchange-correlation energy and potential, and the ultra-soft pseudopotential was 

selected to determine the electrons-ionic cores interactions. 

The Monkhorst-Pack scheme was used to generate the k-point grids. A k-point mesh of 4 × 4 × 1 

with a cut-off energy of 450 eV was adopted to optimize surfaces. The calculated lattice parameters 

were a = b = c = 6.014 Å, α = β = γ = 90° for the bulk NiTi. These calculated results were in good 

agreement with the reported literature [7], proving the reliability of our calculated methods. 

Subsequently, a NiTi (110) and (100) for Ti and Ni surface were cleaved from the bulk and different 

layers symmetrical slab with a vacuum thickness of 30 Å was built to calculate the surface properties 

using the surface energy formula [8]: 

ɣ =
(𝐸𝑠𝑙𝑎𝑏−𝑁𝐸𝑏𝑢𝑙𝑘)

2𝐴
                                                                 (1) 

 

Esurf and Ebulk represent the total energies of the slab and bulk of NiTi. Due to the presence of two 

symmetrical surfaces surrounding the slab, this equation's 1/2 component is considered, A and N stand 

for the surface's area and atomic number. 

 

3. Results and discussion 

3.1. Surface properties and energies  

To elucidate the atomic-level chemical reactions occurring at the surface plane, a dependable model of 

the NiTi surface was employed, taking into account factors such as the slab thickness and the presence 

of a vacuum region. The characteristics and composition of these surfaces play a paramount role in 

governing their properties, where even minor disparities in atomic arrangements can exert substantial 

effects. As illustrated in Figure 1(a), 1(b) and 1(c), we present the optimized configurations of the Ti 

(100), Ni (100), and NiTi (110) surface layers, which are delineated by a vacuum region measuring 30 

Å. The Ti (100) and Ni (100) surfaces are composed of 5 atomic layers, each terminated by four-fold 

coordinated titanium and nickel atoms, respectively. In a similar fashion, the NiTi (110) surface is 

comprised of 5 atomic layers, with terminations consisting of four-fold coordinated titanium and nickel 

atoms. 

Table 1 shows the calculated surface energies for Ti (100), Ni (100) and NiTi (110) surfaces with 

different terminations. Surface energy is a measure of the energy difference between the atoms or 

molecules on the surface of a material and those in the bulk [9]. A lower surface energy indicates that 

the material’s surface atoms are more tightly bound and have a higher degree of stability. In this case, 

NiTi (110) surface has the lowest surface energy among Ti (100) and Ni (100), this suggests that the 

NiTi (110) surface is more energetically favourable. This can have implications for properties such as 

corrosion resistance and adhesion. 

 

3.2. Density of states. 

3.2.1. Partial density of states. 

In the figure 2(a), 2(b) and 2(c), the s-orbital has the smallest contribution to the DOS. It remains 

relatively low and almost constant across the energy range. The p-orbitals have more significant 

contribution compared to s-orbital, the p-orbitals play a more substantial role in the electronic states 

near the Fermi-level and contribute to the metallic bonding of Ti, Ni and NiTi. 
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Figure 1(a) Computed atomistic NiTi 

surface, Ti (100) terminated where grey 

atoms represent titanium and blue atoms 

represent nickel.  

 
 

Figure 1(b) Computed atomistic NiTi 

surface, Ni (100) terminated. 

 

  
 

 

 

 

 

 

 

 

 

 

Figure 1(c). Computed atomistic NiTi 

(110) surface terminated. 

 

Table 1. Calculated surface energy for different terminations. 

Surfaces Terminations Area (Å2) Esurface (eV/Å2) 

(100) NiTi 486.46 0.00873 

Ti 186.52 1.15110 

Ni 186.52 1.18024 

(110) NiTi 486.46 0.00129 

Ti 186.52 0.00872 

Ni 186.52 0.00691 

 

The d-orbitals dominate the DOS near the Fermi-level with several sharp peaks. This indicate that the 

d-orbitals play a crucial role in determining the metallic properties and chemical bonding of Ti, Ni and 

NiTi. 
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3.2.2. Total density of states 

The total density of states (TDOS) in figure 3 represent NiTi, Ti and Ni. The TDOS for NiTi is 

dominant, since it is the resultant DOS of both Ti and Ni. The DOS value indicates the density of 

electronic states per electron-volt of energy. At the Fermi energy Ef, there is a relative high density 

of state [10]. This suggests a relatively high availability of energy levels for electrons to occupy near 

the Fermi level. The DOS is symmetric around the Fermi level, which is a common feature in metallic 

materials. The peak in DOS around the Fermi level suggests that there are energy levels where 

electrons are likely to be found, contributing to NiTi’s metallic behaviour. 

 

 

 

 

 

 

 

 

 

Figure 3. Total density of states for Ti, Ni 

and NiTi. 

 

 

Figure 2(a). Partial density if states for 

Ti (100) surface. 

Figure 2(b). Partial density of states for 

Ni (100) surface. 

Figure 2(c).  Partial density of states for NiTi 

(110) surface. 

42 Probing the Stability of Nickel Titanium (100) and (110) Surfaces: A . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



3.3. Work function 

An important factor to take into account while examining metallic surfaces, also known as electrostatic 

potential, is the work function (ɸ). The work function, which is defined as the lowest amount of energy 

required to transport an electron away from a metallic surface in a vacuum, is represented by the formula: 

 

                                                                    ɸ = 𝐸𝑣𝑎𝑐. − 𝐸𝐹                                                                  (2) 

 

where electronic potential energy of the vacuum and Fermi energy level represented by 𝐸𝑣𝑎𝑐. and 𝐸𝐹, 

respectively. The work function of a material is the minimum amount of energy required to remove an 

electron from the surface of the material to a point just outside the surface [11]. The work function 

provides insights into the reactivity of the material's surface [12]. A higher work function often correlates 

with lower electron affinity and lower reactivity. Figure 4(a) and figure 4(b) suggests that Ti and Ni are 

less prone to oxidation or chemical reactions with other substances. Figure 4(c) has the lowest work 

function value, and hence implying that NiTi (110) is the most reactive. The charge rearrangement of 

electrons and ions close to the surface mostly determines the electrostatic energy value. Because the 

work function of a metal surface often depends on its crystallographic orientation, it is possible for 

various surfaces to have slightly varied work functions [13]. 

 
 

 

 

 

 

 
 

4. Conclusion 

The electronic and structural properties of NiTi (100) and (110) surfaces were studied using the density 

functional theory method. The NiTi (110) surface was found to be more thermodynamically stable than 

the other surfaces, according to surface energy analysis. It was also observed that the surfaces work 

function differs with surface planes and termination, with NiTi (110) surface metal having the lowest 

Figure 4(c) Schematic plot of the 

average profile potentials for NiTi (110) 

surface displaying the work function 

value. 

 

Figure 4(b) Schematic plot of 

the average profile potentials for 

Ni (100) surface displaying the 

work function value. 

 

Figure 4(a) Schematic plot of the 

average profile potentials for Ti (100) 

surface displaying the work function 

value. 
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work function value. Lower work function values typically suggest greater electron availability and 

higher reactivity. The TDOS plot showed that the material is metallic, as there were states at the Fermi-

level.  
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Abstract. Density functional theory, Monte Carlo and molecular dynamics simulations were 

used to study the nature of binding on Au- and Ag-nanoparticles by 1-, 2- and 3-fibrin molecules. 

In the process, the negative adsorption energies acquired suggest that the fibrin molecules + Au-

/Ag-nanoparticles reaction process is exothermic and energetically stable. To corroborate the 

adsorption energies, the binding distance between the fibrin molecules’ functional group atoms 

and Au-/Ag-nanoparticles surface atoms were computed. To probe the mobility of the atoms in 

the fibrin-nanoparticle complexes, the mean square displacements graphs were plotted. Such 

plots suggests that the H, C, N and O atoms from the fibrin molecules’ functional groups, may 

diffuse easily into Au- and Ag-nanoparticles. The Mülliken charges were further analysed 

through population analysis to trace the distribution of charges from the fibrin molecules onto 

the Au/Ag-nanoparticles. 

1.  Introduction  

Biophysics based research suggests that introduction of metal nanoparticles into blood plasma may 

provide sustainable treatment of ailments based on nanotechnology and nanomedicine. A close focus on 

the ongoing research on gold (Au) and silver (Ag) nanoparticles reveals an aligned interest on their 

clinical applications in areas of biological sensing, biomedical imaging as well as drug delivery aspects 

[1, 2]. Other studies reveal that nanomaterials, which include gold (Au) and silver (Au) nanoparticles, 

serve as excellent candidates for the immobilisation of certain proteins [3, 4]. In such scenarios, proteins 

are usually covalently bound to the surface of the nanoparticles through accessible functional groups of 

exposed amino acids, resulting in a nanoparticle-protein complex. Existing data [5, 6] indicates that the 

acknowledged kinds of nanoparticles for clinical practice is quite low, which implies that more 

investigations aligned with biomedical applications need to be carried out. This is attributed to the 

limited understanding and control of the nanoparticles interactions with biological systems [7, 8].   

Whenever a nanoparticle enters the physiological fluid environment, a spontaneous interaction 

between the surface atoms of the nanoparticle and the protein molecules functional group atoms ensues 

[9]. Eventually, a protein molecule wraps itself around the nanoparticle forming a nanoparticle-protein 

corona complex. Added interaction of a nanoparticle-protein corona with the surroundings will depend 

on the properties of the generated corona complex [9]. Such properties relate to the type and number of 

protein species involved, as well as the type, shape, and size of nanoparticle. In this study, nanoparticles 
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are referred to as Au- and Ag-nanospheres. Explicitly, 92 atoms Au- and Ag-nanospheres, as well as 1-

, 2- and 3-fibrin protein molecules were modelled. A choice of 92 atoms nanosphere falls in the structural 

magic numbers of generating stable, improved surface and yet reactive nanoparticles [10], whereas a 

fibrin protein molecule which is a derivative of fibrinogen has been identified as an emerging and 

promising species suitable for biomedical applications [11]. Thereafter, interactions of Au- and Ag-

nanospheres with 1-, 2- and 3-fibrin protein molecules were also sequentially modelled. The objectives 

of the study is to understand how the fibrin protein molecules bind with Au/Ag-nanoparticles. A 

combination of computational techniques; specifically, Monte Carlo absorption, density functional 

theory and molecular dynamics are used to obtain the results reported herein. 

2.  Methodology  

The model consists of Au- and Ag-nanospheres’ interaction with 1-, 2- and 3-fibrin protein molecules. 

92 atom-containing Au- and Ag-nanospheres including fibrin molecules were modelled using Dmol3 

code [12] for all the density functional theory-based geometry optimisations. A simple fibrin molecule 

has a molecular formula C5H11N3O2, classified as a peptide [13], meaning its chains or concentration 

can be replicated into more chains or specifically 2- and 3-fibrin molecule chains in this instance. The 

polar nature of fibrin molecules functional group atoms bondings on CH3, CH2, CO, NH2, and NH [13] 

will encourage further covalency sharing of electrons with the Au/Ag-nanosphere’s surface electron 

density. Regarding Au- and Ag-nanospheres, it is noted that not any whole integer number of atoms can 

form a well-defined spherical or circular shape, but certain structural magic numbers do conform to this 

choice [10].  Hence Au-/Ag-nanospheres with 92 atoms obey such choice which generates a convincing 

and acceptable sphere or circular shape. The structures of the Au- and Ag- nanospheres as well as fibrin 

molecules were firstly optimised individually using DMol3 code [12] in order to reach their most stable 

energy geometry structures. Thereafter, the Monte Carlo method [14] was used to model the adsorption 

of fibrin molecules onto Au/Ag-nanospheres. In the adsorption process, fibrin molecules were 

considered as adsorbates and Au-/Ag-nanospheres as substrates. Upon adsorption, DMol3 code was 

applied to optimise the Au-/Ag-nanosphere + fibrin molecule complexes in order to reach their most 

stable conformations. Lastly, molecular dynamics simulations [15] were performed on Au-/Ag-

nanosphere + fibrin molecules complexes to achieve final energy-optimised systems. The NVT 

ensemble at room temperature (298 K) was used where N represents the number of particles, V is volume 

of the system at temperature T. A time step of 1.0 fs and a total dynamic time of 100 ps were also 

adopted. The simulations were carried out at a room temperature (298 K) to mimic the body temperature 

(310 K), as the two temperatures do not show major significant differences. The effect of time on 

interatomic interaction movement may not show significant differences as long as the temperature is 

kept close to the body temperature. But a longer time is recommended to allow a satisfactory interaction 

of the atoms.  

 

3.  Results and discussion 

 

3.1.  Adsorption energies and bond lengths of Au- and Ag-nanospheres interactions with fibrin 

molecules 

Adsorption energies and bond lengths involved when gold (Au) and silver (Ag) nanospheres interact 

with 1, 2, and 3-fibrin protein molecules respectively are discussed sequentially. To further clarify the 

situation, the following model interactions were considered for the Au-nanospheres and 1-, 2- and 3-

fibrin molecules: Au(92) + 1-fibrin, Au(92) + 2-fibrin, Au(92) + 3-fibrin, as shown in Figure 1. Similar 

model interactions were considered for the Ag-nanospheres and 1, 2 and 3-fibrin molecules: Ag(92) + 

1-fibrin, Ag(92) + 2-fibrin, Ag(92) + 3-fibrin, as shown in Figure 2.  

In order to predict possible formation of the nanosphere-fibrin corona complexes, adsorption energies 

of the individual corona complexes were calculated. Adopting the method used by Carr et al. [16], the 

adsorption energy is given by: 
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𝐸𝐴𝑑 = 𝐸(𝑛𝑠+𝑓𝑚) − 𝑛𝐸𝑓𝑚 − 𝐸𝑛𝑠.                                                     (1) 

 

In this case, 𝐸𝐴𝑑 is the adsorption energy of the fibrin protein molecules on the nanosphere surface. 

𝐸(𝑛𝑠+𝑓𝑚) is the total energy of the nanosphere + fibrin molecule (ns+fm) corona complex. 𝐸𝑓𝑚 and 𝐸𝑛𝑠 

are total energies of the fibrin molecule and nanosphere respectively, whilst n = 1, 2, and 3 respectively 

for 1-, 2- and 3-fibrin molecules present in the nanosphere binding. Based on this equation, a negative 

adsorption energy indicates that the fibrin molecule(s)’ adsorption on the nanoparticle is exothermic, 

resulting in an energetically stable nanosphere-fibrin corona system [16-18]. Adsorption energies of 1-

, 2- and 3-fibrin molecules onto Au(92) and Ag(92) nanospheres were ultimately calculated and given 

in Table 1. The negative adsorption energies were attained for all the fibrin molecules binding onto the 

Au/Ag-nanosphere configurations. As per equation (1), this suggest that all the nanosphere-fibrin corona 

complexes presented in Table 1 are energetically stable. To quantify this, the energy values further 

indicate the strength of the nanosphere – fibrin molecules binding. So, the lowest negative adsorption 

energy is associated with the most stable nanosphere-fibrin corona complex. Stable and exothermic 

interactions suggest that nanospheres can successfully transport fibrin protein molecules species into 

cellular environment.  

To corroborate the adsorption energies, the bond lengths were also explored for possible Au-H, Au-

O, Au-N and Au-C as well as Ag-H, Ag-O, Ag-N and Ag-C atomic bonding as listed in Table 2. The 

arrangement is for 1-, 2- and 3-fibrin molecules possible bonding permutations with Au(92) and Ag(92) 

nanospheres. The permutations of the possible bonding assist in recognising which of the bond lengths 

have the smallest values. Such bond lengths would then be associated with the most probable bonding 

between the Au/Ag-nanospheres and the fibrin molecules. Excessively large bond lengths would also 

suggest unlikely occurrence of the bonding. As the number of the fibrin chain molecules increases, some 

of the bond lengths tend to decrease as indicated in Table 2. 

 

 

 
 

Figure 1. Different fibrin molecule chains adsorption onto Au(92) nanosphere. (a) 1-fribin molecule + 

Au(92) nanosphere, (b) 2-fibrin molecule + Au(92) nanosphere, (c) 3-fibrin molecule + Au(92) 

nanosphere. The yellow spheres represent the Au atoms. The grey, blue, red and white atoms represent 

the C, N, O and H atoms in the 1-, 2- and 3-fibrin molecules. 

 

 
 

Figure 2. Different fibrin molecule chains adsorption onto Ag(92) nanosphere. (a) 1-fribin molecule + 

Ag(92) nanosphere, (b) 2-fibrin molecule + Ag(92) nanosphere, (c) 3-fibrin molecule + Ag(92) 

nanosphere. The purple spheres represent the Ag atoms. The grey, blue, red and white atoms represent 

the C, N, O and H atoms in the 1-, 2- and 3-fibrin molecules. 
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Table 1. Adsorption energies (EAd) of 1-, 2- and 3-fibrin molecules onto Au(92) and Ag(92) 

nanospheres. 

 Au(92) nanosphere + Ag(92) nanosphere + 

 1-fibrin 2-fibrin 3-fibrin 1-fibrin 2-fibrin 3-fibrin 

Adsorption 

energy (eV) 

-0.54 -0.55 -0.54 -0.81 -0.82 -0.81 

 

 

Table 2. Predicted bond lengths between Au-/Ag-atoms and specified n-fibrin atoms in Angstroms (Å). 

All possible permutations of Au(92) or Ag(92) and 1-, 2- and 3-fibrin molecules have been considered. 

 Au(92) nanosphere + Ag(92) nanosphere + 

  1-fibrin 2-fibrin 3-fibrin  1-fibrin 2-fibrin 3-fibrin 

B
o

n
d

 l
en

g
th

s 
  

  
 

(Å
) 

Au-O  3.291 3.045 2.548 Ag-O  2.878 2.454 3.974 

Au-C  3.724 3.058 3.240 Ag-C  3.232 3.368 3.260 

Au-H  2.694 2.431 2.828 Ag-H  2.745 2.805 2.929 

Au-N  3.497 3.060 2.900 Ag-N  3.178 2.494 2.461 

 

3.2.  Mean square displacements and diffusion coefficients 

To probe the possible mobility of the Au, Ag, O, H, N and C atoms, the mean square displacement 

(MSD) graphs were plotted for a 1-fibrin molecule adsorbed onto Au(92), and Ag(92) nanospheres, as 

elaborated in Figure 3. The mobility is investigated in order to check the possible diffusion of the H, C, 

N and O atoms into the Au/Ag-nanospheres matrices. Based on the results from the study by Gao and 

Qu [19], on the calculated values of the diffusion coefficients, an ion with a high value of the diffusion 

coefficient diffuses better. In this work, the MSD graphs in Figure 3 suggests that all the H, C, N and O 

atoms will diffuse easily into the Au/Ag-nanospheres. The diffusion coefficients constants (D) were also 

calculated from the slopes of the MSD graphs and are presented in Table 3. To quantify the results; 

looking at the Ag-nanosphere, all the H, C, N and O atoms will diffuse readily into the nanosphere. In 

the case of Au-nanosphere, a delayed response to diffusion could be expected. The diffusion coefficients 

in Table 3 further suggests that all the hydrogen (H) atoms will diffuse easily into their respective 

nanospheres as compared to other fibrin molecules atoms i.e., C, N, O. All this explains the mechanism 

of fibrin protein species binding into the Au- and Ag-nanospheres. 

 

3.3. Carbon (C) atom Mulliken charges (in the Units of 𝒆) for 1-, 2- and 3-fibrin molecules before and 

after adsorption onto Au- and Ag-nanospheres 

Beside energetics and diffusivities, electronic structure of the bonding modes can also assist in 

understanding the interface interactions. The electronic structure on the bonding sites can describe the 

charge transfer which occurs between Au/Ag-nanospheres and 1-, 2- and 3-fibrins. Mülliken charges 

were also computed with reference to 1-, 2- and 3-fibrin molecules before and after adsorption onto Au- 

and Ag-nanospheres. In this process, the atomic charge values can be attained from Mülliken population 

analysis. 
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Figure 3. MSD on 1-fibrin molecule adsorbed onto (a) Au(92) and (b) Ag(92) nanospheres for Au, 

Ag, O, H, N and C atoms.  

Table 3: Diffusion coefficients constants (D) for 1-fibrin molecule adsorbed onto Au(92) and Ag(92) 

nanospheres. 

 

Mülliken charge populations are useful when characterising the nature of atomic charge distributions in 

molecules through bonding of atomic orbitals in a neighborhood of atomic clusters [20]. In this instance, 

the Mülliken charges were computed for carbon atoms in fibrin molecules before and after adsorption 

as the carbon atoms outline the spine of these fibrin proteins. Mülliken charge distribution of each carbon 

atom with reference to Au- and Ag-nanospheres on a particular n-fibrin molecule are listed in Table 4. 

As observed, the negative charges for carbon atoms with reference to Au-nanosphere before adsorption 

becomes more negative after adsorption due to their attachment or association with acceptor atoms such 

as H in the CH2 or CH3 group. Similarly, as can be observed, some of the positive charges before 

adsorption becomes less positive after adsorption with a few becoming more positive due to their 

attachment or association with donor atoms such as O and N in the C=O and NH2 or NH3 group, 

respectively. 

Regarding Ag-nanosphere, the same behaviour of charges was observed, where the negative charges 

for carbon atoms before adsorption also becomes more negative after adsorption due to their attachment 

or association with acceptor atoms such as H in the CH2 or CH3 group. Likewise, some of the positive 

charges before adsorption also becomes less positive after adsorption with some becoming more positive 
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due to their attachment or association with donor atoms such as O and N in the C=O and NH2 or NH3 

groups. 

During the adsorption process, the negative charge of either Au- or Ag-nanospheres is transferred by 

the fibrin bonding atom and charge conservation to the first carbon (C1) of the fibrin molecule enhancing 

or increasing the negativity value of the C1 atom. Considering the Coulomb’s law of charges, this leads 

to second (C2) and third (C3) carbon atoms of the fibrin also acquiring extra positive and negative 

charges sequentially. The same behaviour of charge transfer through the carbon and sulphur atoms was 

observed in the findings of Carr et al. [16]. So, it can be concluded that the electrons are gained through 

the Au-H/Ag-H bond lengths, where H is associated with the CH2 or CH3 group as accumulated in Table 

2. Conversely, some electrons get lost through the Au-O/Au-N and Ag-O/Ag-N bondings, where O and 

N atoms belong to C=O and NH2 or NH3 functional groups respectively. 

 

Table 4. Mülliken charges for carbon atoms (charge units are e) for 1-, 2- and 3-fibrins before and after 

adsorption onto Au(92) and Ag(92) nanospheres. 

4.  Conclusion 

The binding nature of fibrin protein molecules onto Au- and Ag-nanospheres was successfully 

investigated through density functional theory, Monte Carlo adsorption study, and molecular dynamics 

simulations. The negative adsorption energies of -0.54 (Au(92) + 1-fibrin and Au(92) + 3-fibrin), -0.55 

(Au(92) + 2-fibrin), -0.81 (Ag(92) + 1-fibrin and Ag(92) + 3-fibrin) and -0.82 eV (Ag(92) + 2-fibrin) 

were attained implying energetically stable modelled systems. Moreover, 2-fibrins became the most 

stable adsorptions onto both Au- and Ag-nanospheres. When the fibrin molecule chains are extended, 

some bond lengths between Au- and Ag-nanospheres and the fibrin molecules bonding functional group 

atoms (i.e H, C, N and O) are compromised, others enhanced. The MSD suggest that the functional 

group H, C, N and O atoms may diffuse easily into the Au- and Ag-nanospheres. In addition, the 

functional group atoms have high probability to diffuse into the 92 atom Ag-nanosphere than the Au-

nanosphere. The enhanced negative and positive charges experienced through the Mülliken charge 

distributions before and after adsorption is attributed to the charge transfers which originate from the 

Au- and Ag-nanospheres onto the fibrin molecules.  Such charge transfers may alter the original 

molecules functionality or be the source of immobilisation. But the overall results of this study suggest 

Au and Ag-nanospheres as potential transporters of fibrin protein species into cellular media.  
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Abstract. Monazite is an orthophosphate mineral with the formula A[PO4] [where A = light rare 

earth elements, thorium, and uranium]. Studying the structural state of monazite is of vital 

importance to earth and materials sciences. A first-principle calculation based on density 

functional theory was used to study the structural and mechanical properties of NdPO4 and PrPO4 

structures under compression. The calculated structural parameters of monazite systems decrease 

with an increase in pressure. Furthermore, bulk, shear, and Young’s moduli increase with an 

increase in pressure. Pugh and Poisson ratios show that monazite systems are ductile, and their 

ductility can be improved with increasing pressure. The insights gained from high-pressure 

studies are of interest for the applications of monazite.  

1.  Introduction 

The mineral monazite is composed of radioactive phosphates and is found to contain light rare earth 

metals such as cerium, lanthanum, neodymium, praseodymium, and yttrium, as well as thorium and 

uranium [1]. This mineral is generated through diverse geological processes and under varying 

environmental conditions. The creation of monazite configurations takes place through diverse pressure 

and temperature circumstances within sedimentary, metamorphic, and igneous rock formations [2]. 

Monazite has truly captured the scientific community due to its distinctive characteristics and potential 

applications, especially in modern technology and industry. This includes fields like medicine, 

aerospace, generation of renewable energy, catalysis and optical devices [3]. Additionally, it can serve 

as geochronometers for geological dating and aid in the identification of the distribution of rare earth 

elements [4]. Furthermore, monazite is considered as a promising option for nuclear waste disposal 

because of their capacity to confine radioactive elements. 

The primary objective of the study is in developing better methods for extracting monazite 

constituents (REEs, Th and U) from the ore. Unfortunately, using convectional processing as a solution 

has proven to be both time-consuming and expensive [1]. Additionally, there are concerns about the safe 

disposal of the radioactive waste generated during monazite processing. Despite these challenges, the 

demand for rare earth elements and thorium continues to drive interest in monazite mining and 

processing. Studying the process, requires one to also understand how monazite molecules behave under 

extreme conditions (such as high pressure and temperature). Hence, the current study aims to analyse 

the behaviour of monazite type NdPO4 and PrPO4 when subjected to high pressure (0-60 GPa) which is 

crucial for their potential use in various technological applications. Density functional theory (DFT) 

calculations were employed to investigate the structural and mechanical properties of monazite systems 
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at different pressures. The results provide insights into the pressure-induced changes in the physical 

properties of NdPO4 and PrPO4, which can be useful for designing new materials with improved 

properties. 

 

2.  Methodology 

In this work, we use ab initio calculations to investigate how changing the pressure affects the crystal 

structure and mechanical properties of the monazite types NdPO4 and PrPO4. The calculations are 

carried out with the help of density functional theory (DFT) and the Vienna ab initio simulation package 

(VASP), an electronic structure calculation code based on plane waves [5].  In order to achieve accurate 

results, the study conducted a series of test calculations to investigate the impact of varying k-point 

samplings and plane-wave cut-off energy. The electronic properties were ultimately calculated using a 

12x13x11 k-point sampling and a cut-off energy of 600 eV, with a system size of 24 atoms for each 

structure. The geometry optimization is accomplished by employing the generalized gradient 

approximation (GGA) [6] of Perdew-Burke-Ernzerhof (PBE) [7]. Atomic forces are reduced to less than 

0.01 eV/ Å by thoroughly optimizing the position of atoms in the simulation cell with the lattice 

parameters, and the associated angles using the conjugate gradient approach. To keep any resulting 

computation mistakes within acceptable bounds, the precision was set to ′′accurate’’. Elastic 

characteristics were determined using a strain of 0.006 for the lattice deformation.  

 

3.  Results and Discussion 

3.1.  Structural properties 

The structure of monazite systems has been optimized and is presented in Figure 1. The composition of 

monazite crystals is LnPO4 (Ln = Nd, Pr), which exhibits monoclinic symmetry with a P21/n space group 

and contains four formula units. The axes in question have different lengths and orientations. 

Specifically, two of the axes are perpendicular to each other, while the third axis has an angle of 103° 

and is not perpendicular to the other two.  Furthermore, the structure described results in a unit cell that 

is asymmetrical in the shape of a rectangular prism.  

 

(a) Side view 

 

 

(b)Top view 

 

 

Figure 1. Atomic arrangement of monazite type NdPO4 and PrPO4 structures, (a) represents the side 

view, whereas (b) represents top view. The blue, mustard, and red atoms represent Ln (Ln= Nd or Pr), 

P, and O elements, respectively. 

 

Table 1 lists the calculated and experimental lattice parameters for the optimised structures of various 

monazite systems. The calculated equilibrium lattice parameters were in good agreement with available 

experimental values (to within 5 %) at zero pressure. 

 

 

Ln 

O 

 

P 
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Table 1. The lattice parameters for monazite type LnPO4 (Ln = Nd , Pr) structures. 

Structure  Lattice parameters (Å) 

a b c 

NdPO4 This study 6.735 6.950 6.405 

Exp. [8] 6.744 6.956 6.408 

PrPO4 This study 6.760 6.981 6.416 

Exp. [8] 6.741 6.961 6.416 

3.2.  Relative lattice parameters and volume under pressure 

The variation of the relative lattice parameters a/ao, b/bo, and c/co, as well as the β (beta) angle, with 

respect to pressure for monazite structures of NdPO4 and PrPO4 are shown in Figure 2. In addition, ao, 

bo, and co represent the equilibrium lattice parameters at zero pressure. The results from Figure 2 (a and 

b) indicates that when pressure is increased, the normalized or relative lattice parameters decreases. 

However, the normalized lattice parameter c/co exhibits a more rapid decrease compared to the other 

lattice parameters in both structures. This suggests that the c-axis exhibits greater compressibility in 

comparison to the a and b-axes.  Furthermore, these findings suggest that the atomic bonding in the a 

and b directions with the nearest neighbours is comparatively stronger than  in the c direction. The figure 

also shows that the β angle decrease with an increase with pressure.  

 

Figure 2. Relative lattice parameters and β of monazite type (a) NdPO4 and (b) PrPO4 at high pressure. 

Figure 3 shows the relative volume against pressure ranging from 0 to 60 GPa. Volume is one of 

the components that are important to determine the physical properties of a material [9]. The results 

revealed that the relative unit cell volume decreases with an increase in pressure. However, it is noted 

that the rate of reduction in PrPO4 is higher than that of NdPO4. So, this means that the resistance of 

NdPO4 is higher than of PrPO4 against applied pressure. 
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Figure 3.  The variation of relative unit cell volume of monazite-NdPO4 and PrPO4 type with pressure.  

3.3.  Elastic moduli 

Bulk (B), shear (G), and Young ‘s modulus (E) of monazite systems were determined and shown in 

Figure 4. The bulk modulus is a measure of resistance to volume change under pressure, it is used to 

measure the compressibility of the material. Shear modulus describes the resistance to shape change 

caused by shearing force, in this case it is used to check the material rigidity. Lastly, Young’s modulus 

describes the relative stiffness of a material.  

 

(a)                       NdPO4

Pressure (GPa)

0 10 20 30 40 50 60

E
la

s
ti
c
 m

o
d
u
lu

s
 (

G
P

a
)

0

20

40

60

80

100

120

140

160

180

200

B

G

E

Pressure (GPa)

0 10 20 30 40 50 60

V
/V

o

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

1.05

NdPO4

PrPO4

 

(b)                        PrPO4
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Figure 4. Calculated Bulk (B), Shear (G) and Young’s (E) modulus of (a) NdPO4 and (b) PrPO4 at 

high pressure. 

The results show that when the pressure is increased, the bulk modulus for NdPO4 and PrPO4 also 

increases. The discovery leads one to believe that the capacity of monazite structures to withstand 

uniform compression, rises. Moreover, we were able to draw a conclusion about the average atomic 

bond strength based on the behaviour of the bulk, and in this particular instance, the atomic bond strength 

of NdPO4 and PrPO4 rises with pressure. In addition to this, the shear modulus rises with pressure for 

all systems regardless of the type. This suggests that it is very difficult to generate the shear deformation 

when the pressure is increased. It is widely recognized that a higher shear modulus indicates stronger 

directionally oriented interatomic bonding. As a result, a rise in pressure causes the bonding within 
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monazite systems to become more directionally focused. Lastly, the Young ‘s modulus was also 

determined. When the pressure is raised, the Young ‘s modulus is shown to behave in a manner that is 

comparable, implying that it increases as pressure increases. This suggest that the monazite structures 

become more difficult to stretch at high pressures. The Pugh (B/G) and Poisson (𝜎) ratios were 

determined and presented in Figure 5. This was to analyse the ductility properties of monazite systems 

at high pressures. Pugh proposed that there is a connection between the value of B/G and the material's 

malleability and brittleness. Specifically, a high value of B/G is proposed to indicate malleability, while 

a low value is suggested to indicate brittleness. Furthermore, the value of 1.75 [10] is a critical point 

that distinguishes between ductile and brittle materials.  
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Figure 5. Calculated (a) Pugh (B/G) and (b) Poisson ratios of NdPO4 and PrPO4 structures at high 

pressure. 

 

The results indicate that both systems are ductile as B/G is greater than 1.75. The 𝜎 also shows the 

decreasing behaviour in response to an increase in pressure. To achieve ductility, its value must be more 

than 0.26 [11], and the data obtained indicates that the structures demonstrate ductility as their values 

are greater than 0.26 for both systems.  However, the results indicate that there is an inverse relationship 

between pressure and the observed values of ratios, where an increase in pressure results in a decrease 

in the B/G and 𝜎 values for both systems. The observation implies that the ductility of the monazite 

systems decreases with an increase in pressure. 

4.  Conclusion 

The study investigated the structural, mechanical, and vibrational characteristics of NdPO4 and PrPO4 

structures at high pressure using first-principles calculations. The research discovered that increasing 

pressure caused a decline in lattice parameters. The study also discovered that the structures of NdPO4 

and PrPO4 display significant resistance to deformation with increasing pressure, as seen by higher B, 

G, and E values at high pressure levels. It was also found that the structures are ductile. The pressure-

induced changes in the structural mechanical and vibrational properties of NdPO4 and PrPO4 have 

practical implications for the creation of new materials with improved properties for magnets and glass 

applications. 
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Abstract. The study of silver (Ag) and nickel (Ni) nanoparticles is of paramount importance in 

research and technological advancement. Energetics and structural changes in Ag and Ni 

nanoparticles were studied using classical molecular dynamics approach. The formulation 

chosen make use of the NVT ensemble under hoover thermostat. Sutton-Chen potentials have 

been preferred to explain the silver-silver as well as nickel-nickel interactions in the respective 

nanoparticles systems. Total energy against temperature have been varied in order to observe 

possible phase transformations. Radial distribution functions further provide information on the 

nanoparticles at different temperatures. Results obtained agree well with related studies.   

1.  Introduction  

Silver (Ag) and nickel (Ni) are well known metals which have face centred cubic (fcc) crystal structure 

[1, 2, 3]. Their distinctive properties which include electrical, optical and thermal give them a wide 

range of applications [4]. For instance, Ag and Ni high melting points of 1235 and 1728 K, respectively 

make them ideal for high temperature usages [5, 6]. In the health industry, Ag has been utilised 

exceptionally as an anti-bacterial agent [7]. At nanoscale, silver (AgNPs) and nickel nanoparticles 

(NiNPs), also have a wide range of applications due to their resistance to corrosion. Nanoscale research 

interest on Ag and Ni is growing widely because of their size, shape, and the ability for their chemical 

properties to be easily altered. Most of their applications are for magnetic sensor, biomolecular 

separation, high electrical conductivity, automotive catalytic converters, catalyst, energy storage and 

medical diagnostic [8, 9, 10 and 11]. AgNPs production is of a high scale though it has a low capacity 

[12]. 

In certain instances, conducting experiments can be expensive and time-consuming, yet not being 

able to acquire the expected results. Such anomalies can be caused by experimental processes not having 

the capability to capture the actual change of atomic states with times. Incorporating computational 

methods such as molecular dynamics (MD) into such materials’ based studies can improve the expected 

outcomes. MD is an effective instrument in modelling since it provides freedom to comprehend the 

mobility of molecules and the structures at various thermodynamic conditions. With the help of MD 

simulations, sources of Ag1+ ions toxicity associated with skin argyria, as well as kidney and liver 

functioning in humans maybe traced [13]. In this paper, MD simulations are employed to study 

energetics and structural evolution of Ag and Ni nanoparticles with changing temperature. We hope the 

acquired results will assist in curbing unnecessary anxiety whenever metal nanoparticles – human cells 

interactions occur.  
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2.  Methodology  

Appropriate crystal structures were generated making use of lattice parameters, space groups and atomic 

positions of Ag and Ni respectively. Such crystal structures are presented in figure 1(a) and (b). Both 

have space group of Fm3m 225 with lattice parameters Ag: a = 4.090 Ǻ and Ni: a = 3.524 Ǻ. 

 

              
             (a)                                                                       (b) 

Figure 1. Typical face centred cubic Ag (a) and Ni (b) conventional unit cells. 

 

Molecular dynamics DL_POLY code was employed to perform all the classical calculations [14, 15]. 

Calculations were carried out using the many body Sutton-Chen potential in the NVT ensemble. The 

many body Sutton-Chen potentials is defined by the equation: 

 

𝑈 = 𝜖 [∑ (
𝑎

𝑟𝑖𝑗
)

𝑛

𝑖𝑗 − 𝐶 ∑ √∑ (
𝑎

𝑟𝑖𝑗
)

𝑚

  𝑗𝑖 ] .                                                   (1) 

 

In this equation (1), ϵ is the parameter with dimensions of energy, a the lattice parameter and C is the 

positive dimensionless parameter. Also, rij is the separation between atoms i and j. n and m are positive 

integers, where n > m. All parameters utilised for Ag and Ni nanoparticles are listed in table 1. 

 

Table 1. Parameters used in the Sutton-Chen potentials [16]. 

 ϵ (eV) a (Å) n and m C 

Ag 0.025 4.090 12 and 6 144.4 

Ni 0.157 3.520 9 and 6 39.43 

 

 

3.  Results and discussion 

Structures of the nanoparticles were generated from conventional unit cells (depicted in figure 1) using 

METADISE code [17]. Generated silver and nickel nanoparticles are depicted in figure 2, where AgNP 

has 1205 and NiNP has 1553 atoms. 
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(a)                                                 (b) 

Figure 2. Nanoparticles of (a) silver with 1205 atoms and (b) nickel with 1553 atoms. 

 

3.1.  Relationship between energy and temperature 

In order to observe the total energy of the Ag and Ni nanoparticles, their temperature was varied from 0 

to 1000 K. Obtained data from such comparisons is depicted in figures 3 (AgNP) and 4 (NiNP). Both 

graphs indicate a linear correlated increase between total energy and temperature. Solid state physics 

reveals; an increasing temperature of the nanoparticles can be associated with the change in entropy 

which may lead to a possible phase change [18]. Thus as the temperature escalates, atoms of the 

nanoparticles acquire enhanced vibrational frequencies, which lead to enhanced atomic collisions. 

However, calculations objectives was not to determine the exact transition temperatures. AgNP energy 

– temperature variations does not provide possible prediction of the possible transition temperature. 

However, the NiNP variations suggest a possible transition temperature around ±900 K.  

 

Figure 3. The graph of total energy as a function of temperature for silver nanoparticles. 
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Figure 4. The graphs of total energy as a function of temperature for nickel nanoparticles. 

3.2.  Nanoclusters at different temperatures 

The structural configurations of the nanoparticles of Ag and Ni at different temperatures are displayed 

in figures 5 and 6. The structures maintain original atomic arrangements up to 900 K, indicating that the 

nanoparticles have not reached the possible transition temperature. An upward bend in the curve at ±900 

K, is noticeable in AgNP and NiNP curves in figures 3 and 4 respectively, which suggest a possible 

phase transformation. As the temperature increases, the nanostructures of both AgNP and NiNP adopt 

a highly disordered arrangement. In view of AgNP, transformation to the amorphous phase can be 

experienced at lower temperature of 600 K as compared to Ni NP which experiences such transformation 

around 500 K. Visualisation of figures 5 and 6 suggest that the initial transition temperature of AgNP is 

lower than that of NiNP. Findings by Gould et al. [18], Guo et al. [19] and Kryshtal et al. [20], further 

confirm that AgNP transform to amorphous phase earlier than NiNP. Both nanoparticles figures 5 and 

6 demonstrate the change in shape and spacing with temperatures. Literature studies [21], further report 

that amorphous metal nanoparticles can regain their original form through recrystallisation. Studies by 

Goud et al. [18], further account on the AgNPs’ transformation to an amorphous phase at lower 

temperatures, which may also create some voids within the structure. 

 

3.3 Radial distribution functions for Ag and Ni NP’s 

Radial distribution functions (RDFs) of both Ag and Ni nanoparticles are depicted in figure 7. At 300 

K, plots display distinct periodic peaks at higher values of g(r) than those at higher temperatures (i.e. 

600, 800, and 1000 K). Such distinct and prominent peaks in the RDFs alludes to crystallinity of the 

material, while lesser peaks alludes to amorphous arrangement. Both the RDFs of Ag and Ni 

nanoparticles at 1000 K show little to no peaks indicating that the nanoparticles are now transforming 

the amorphous phase. 
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Figure 5. Visualisation of 1205 atoms of AgNP at different temperatures. 

 

 

Figure 6. Visualisation of 1553 atoms of NiNP at different temperatures. 
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Additional information on RDFs and how Ag and Ni atoms are distributed in the nanoparticles appears 

in tables 2 and 3. Table 2 itemise statistical information on 1st, 2nd, and 3rd nearest neighbour distances 

extracted figure 7 at 300 K. Likewise, table 3 further list such statistical RDF information, now at 1000 

K. It must be noted that at 1000 K, only the 1st nearest neighbour data can be extracted as extra other 

peaks are no longer distinct. Our results are comparable with Cui et al. [20] from the literature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Radial distribution functions (RDFs) of Ag (top) and Ni NPs (bottom). 

 

Table 2. First, second, and third nearest neighbour atom distribution in AgNP and NiNP at 300 K. r1, 

r2, and r3 are positions of the 1st, 2nd, and 3rd nearest neighbour atoms. n1, n2, and n3 are the numbers of 

the 1st, 2nd, and 3rd nearest neighbour atoms. 

 r1 n1 r2 n2 r3 n3 

AgNP 3.0 14 4.0 3 5.0 9 

NiNP 2.5 12 3.6 2 4.3 8 
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Table 3. First nearest neighbour atoms distribution in AgNP and NiNP at 1000 K. r1 is position of the 

1st nearest neighbour atoms. n1 is the number of the 1st nearest neighbour atoms. 

 r1 n1 

AgNP 3.0 9 

NiNP 2.5 9 

4.  Conclusion  

AgNPs and NiNPs were successfully generated using a METADISE code. Direct proportionality is 

observed on total energy against temperature up to ±900 K in both Ag and Ni nanoparticles. This 

signifies how the associated increase in entropy change may ultimately leads to phase transformation. 

RDFs results suggest that both AgNPs and NiNPs maintain only the first nearest neighbour ordered 

structures at a higher temperature of 1000 K. This also indicates that at nano-level, the structures may 

be utilised for some high temperature applications. However, under normal conditions (300 K), the well-

defined crystallinity can be traced using the first, second, and third nearest neighbour atomic order 

distribution. 
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Abstract. The thermal stability of a multi-layered stack system of Pd/Zr/Pd/Ti/Pd implanted 

with 150 keV argon ions was studied using X-ray diffraction (XRD) and Rutherford 

backscattering spectroscopy (RBS). XRD reveals that there was a diffusion of atoms between 

the layers at room temperature (RT), resulting in the formation of TiPd3 and Pd1.12Zr1.88 alloys 

before ion implantation and annealing under a hydrogen environment. Also, this intermixing was 

confirmed by RBS. In the samples implanted with 150 keV argon ions at the fluencies of 1×1012 

ions. cm−2, 1×1014 ions. cm−2, and 1×1016 ions. cm−2 respectively, the decrease in O 

concentration was observed, but no noticeable alteration in the crystal structures. Both as-

prepared and 150 keV argon ion implanted samples showed oxidation between the two layers, 

resulting from the residual gases. The secondary reaction of the layers was observed under the 

H environment, including the diffusion of Pd toward the surface forming a new layer 

1.  Introduction 

Thermal structural stability is one of the critical aspects of hydrogen storing materials because 

hydrogenation is currently performed at higher temperatures [1, 2]. This includes thermal stability, 

resistance to corrosion, irradiation, time, and other environmental factors that a material may be exposed 

to during practical applications [1]. The properties of any material are determined by the arrangement 

of the atoms in the material's crystal structure, the type of atoms, and the electron configuration. Hence 

optimizing structural stability and material properties to improve materials' performance is important in 

the hydrogen economy. One of the methods used to improve material properties is ion implantation 

whereby foreign atoms are injected into a target material. Ion implantation alters the material's physical, 

chemical, and electrical properties by distorting the lattice crystal structure [2]. For example, in 

electronic applications, ion implantation can be used to introduce foreign species into the bulk sample, 

changing the band gap of a semiconductor. 

This research work presents a multi-layered system of titanium (Ti), palladium (Pd), and zirconium 

(Zr) films deposited on a pure commercial titanium substrate (CP-Ti) to form a stack of 

Pd/Zr/Pd/Ti/Pd/CP-Ti. These materials were selected based on their properties, performance, and 

catalytic effect on hydrogen absorption as reported in the literature [2-5]. Since some layers of the multi-

layered stacks belong to reactive transition elements, which are Ti and Zr, atomic interlayer mixing 

normally takes place at relatively low temperatures, and solid solutions or amorphous alloys are formed 

in the vicinity of the interfaces [4, 6]. Khumalo et al. [1] studied the interfacial reaction and phase 

66 Structural investigation of Pd/Zr/Pd/Ti/Pd multi-layered stack systems . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

formation in Pd/ZrO/Pd/TiO/Pd multi-layered stack on silicon substrates, the results showed that the 

stack was stable up to ~370 °C. At temperatures above 480 °C, the reaction between Pd and silicon 

substrate forms a new layer of Pd2Si.  

In the current study, the multi-layered stack system was implanted with 150 keV argon ions at 

fluences of 1 × 1012 ions. cm−2, 1 × 1014 ions. cm−2and 1 × 1016 ions. cm−2, respectively, to study 

the effect of ion implantation fluences. Furthermore, the effect of hydrogenation on structural thermal 

stability was investigated. The structural transformation of layers at ambient temperatures and high 

temperatures of 550 °C was investigated using RBS and XRD. Several researchers investigated the 

impact of temperature on hydrogenation and found that at 550 °C, there was a significant volumetric 

amount of hydrogen absorbed [7, 8]. 

2.  Experimental method 

The multi-layered stack system was prepared following the previously published experimental work, 

using e-beam evaporator [1, 2, 4]. The annealing process was performed using a DC magnetron 

sputtering chamber, which was evacuated to a pressure of 2.8 × 10−3 Torr. The temperature of the 

chamber was raised from RT up to 550 °C, in the pure hydrogen environment. The hydrogen flow rate 

was kept at 20 Standard cubic centimetres per minute (SCCM). The annealing was performed for 1 hour 

at 550 °C and then cooled to RT in a hydrogen environment.      

Both RBS and XRD give a detailed analysis of phase transformation and interlayer mixing. The D8 

Advance Bruker XRD diffractometer, equipped with copper X-ray source (Cu-Kα radiation (λ ≈ 1.54 

Å)), was used and the results were analysed with X'pert highscore plus search and match program to 

identify phases, with their corresponding crystal structure type. RBS was employed using a near oxygen 

resonance energy of 3.00 MeV He++ ions, emanating from a 3 MV Tandetron accelerator at iThemba 

LABS, and the spectra were simulated using SIMNRA software, version 7.03. 

3.  Results and discussion 

3.1.  Rutherford backscattering spectroscopy. 

SRIM2013 software was used to simulate the penetration range of the 150 keV argon ion implantation 

in the Pd/ZrO/Pd/TiO/Pd multi-layered stack system and was found to be 88.5 nm. Despite the presence 

of the Pd as a protective layer, a high concentration of oxygen (O) was observed between the Ti and Zr 

layers, which was attributed to the oxidation during deposition, see Figure 1. The ratio of Ti and O, as 

well as Zr and O, was found to be 1:1 and 1:3 respectively for as-prepared, Figure 1 (a), and 1:1 and 1:2 

for argon ion implanted, see Figure 1(b-d). The oxidation of Ti and Zr during deposition was also 

reported by Khumalo et al. [1] and credited to the residual gases that were present in the deposition 

chamber.  Since multi-layered stack systems were deposited using the same e-beam evaporator, which 

had a maximum pressure of roughly ~10−6Torr, oxidation was anticipated. 

 Besides the decrease in the concentration of O in 150 keV argon ions implanted samples, there was 

no change in the crystal structure. Based on the observed RBS results, this could be evidence that 150 

keV argon ion implantation can assist in reducing oxygen in highly reactive metals like Zr and Ti, which 

reduces hydrogen absorption. The interdiffusion between the layers was observed at RT in both as-

prepared and ion implanted samples, forming a solid solution.    

Figure 2 shows RBS results for both as-prepared and 150 keV argon ion implanted samples after 

annealing in an H environment. The annealing chamber size (~20 liters) and pressure (~3 × 10−3 Torr) 

should be noted as they significantly impact how the gas is distributed, resulting in different gas 

concentrations in the chamber. In theory, the layers of the multi-layered stack system should be 

preserved under a hydrogen environment. The concentration of the residual gases present in the chamber 

depends on the system pressure, high concentration of residual gases will cause a secondary reaction 

between H and residual gases, which will prevent the absorption of H. Furthermore, it should be noted  
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Figure 1. Rutherford backscattering (RBS) results for as-prepared (a) and 150 keV argon ion implanted 

samples (b-d). (b) sample implanted with the fluence of 1 × 1012 ions. cm−2, (c) implanted with 1 ×
1014  ions. cm−2fluence and (d) the sample implanted with the fluence of  1 × 1016 ions. cm−2. The 

experimental data is labeled in the diagrams, the solid lines indicate the simulated data, and the elements 

present in each sample.  

that the thermal stability in this context depends greatly on the hydrogen flow rate and the concentration 

each sample received during the hydrogenation process. 

RBS analysis demonstrates the evidence of reaction in all the samples as-prepared and 150 keV argon 

ion implanted, see Figure 2 (a-d). The diffusion of Pd (the Pd layer that was in contact with the substrate) 

toward the substrate forming a new layer of Ti and Pd, with a ratio of 1:3, was observed in all samples 

(as-prepared and implanted). Interdiffusion between the layers was observed, resulting in irreversible 

compounds (solid solutions or amorphous alloys). Zr was found to diffuse toward the Pd layers on the 

surface and the Pd layers in the bulk. The higher Ti concentration was found to diffuse toward the surface 

layers, which is thought to be the result of substrate diffusion toward the surface. Lastly, the 

interdiffusion between the Pd layers was observed; the surface layer diffused toward the Zr layer, and 

the interlayers toward the bulk and the surface. 

0 150 300 450 600 750 900
0

500

1000

1500

2000

2500

C
o

u
n

ts

Channel numbers

O from Zr

O from Ti

Ti

Pd

Pd

Zr

Pd
(a) as-prepared 

Experimenta data

Simulated data

0 500 1000 1500 2000 2500 3000
0

300

600

900

C
o

u
n

ts

Channel numbers

Experimental data

Simulated data

Pd

Pd,Zr

Pd

Ti

(b) 1×1012 ions.cm-2

O from Ti

O from Zr

0 500 1000 1500 2000 2500 3000
0

200

400

600

800

O

C
o

u
n

ts

Channel numbers

O

Ti

Pd

Pd,Zr

Pd

 1×1014 ions.cm-2(c)

Experimental data

Simulated data

0 500 1000 1500 2000 2500 3000
0

300

600

900

C
o

u
n

ts

Channel numbers

Ti

Pd

Pd, Zr

Pd

O

1×1016 ions.cm-2
(d)

O

Experimental data

Simulated data

68 Structural investigation of Pd/Zr/Pd/Ti/Pd multi-layered stack systems . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

  

  
Figure 2. Rutherford backscattering results after annealing in hydrogen environment at 550 °C at a 

pressure of 3 × 10−3 Torr, for the sample used as-prepared and 150 keV argon ion implanted samples 

(a-d). (a) as prepared sample, (b) sample implanted with a fluence of 1 × 1012 ions. cm−2, (c) implanted 

with 1 × 1014 ions. cm−2 fluence, and (d) implanted with the fluence of 1 × 1016  ions. cm−2. 

3.2.  X-ray diffraction  

To better understand the crystal structures and phase transformation, XRD analysis was conducted on 

both as-prepared and ion implanted samples, before and after annealing. There were no noticeable 

effects of 150 keV argon ion implantation in the multi-layer stack system, (see Figure 3 (a)), which was 

found to be in agreement with RBS results. XRD results, before hydrogenation, support the RBS results 

that showed the intermixing between the layers at ambient temperature. The reaction between Ti, Zr, 

and Pd was observed, showing a hexagonal crystal structure (ref. no: 00-035-1361) of TiPd3 and 

Zr1.12Pd1.88 which corresponded to a tetragonal crystal structure (03-065-7877). There were two phases 

of Ti observed, α-Ti and β-Ti, corresponding to the hexagonal crystal structure (ref. no: 01-089-3073) 

and cubic structure (ref. no: 01-089-3726), respectively. Also, the Zr showed two phases belonging to 

α-Zr with the hexagonal crystal structure (ref. no: 00-005-0665), and β-Zr, which is categorized as the 

cubic crystal structure (ref. no: 01-089-4916). Lastly, the peaks corresponding to the cubic crystal 

structure of Pd were observed (ref. no: 01-089-4897). 
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Figure 3. X-ray diffraction (XRD) analysis of Pd/Zr/Pd/Ti/Pd multi-layered stack systems (a) for the 

sample used as-prepared and 150 keV argon ion implanted samples at different fluences before 

annealing (b) after annealing in a hydrogen environment at 550 °C, for the sample used as-prepared and 

150 KeV ion implanted with fluences from 1 × 1012 − 1 × 1016ions. cm−2. Starting from the bottom 

line is as-prepared, the second line is for the sample with 1 × 1012ions. cm−2 fluence, the third is 1 ×
1014 ions. cm−2, and the fourth is for the sample with 1 × 1016 ions. cm−2 fluence, respectively. 

On annealed samples, it was clear that all the crystal structures seen before annealing were also retained 

after annealing, with new crystal structures due to the formation of metal hydrides. The presence of 

hydrogen molecules (H2), which may be on the surface or trapped on the crakes from 150 keV argon 

ion implantation, as well as various metal hydrides (TiH, TiH2, ZrH, ZrH2, and Pd1.5H2, were also 

observed, (see Figure 3 (b)). The tetragonal crystal structure was found to be dominant since it 

corresponded to TiH, TiH2, ZrH, ZrH2, and Pd1.5H2 (ref. no:00-065-6949, 03-065-6949, 00-020-1465, 

and 01-073-0004, respectively). The hexagonal crystal structure was found to correspond to H2 (ref. no: 

01-085-1243). The results analysis for both RBS and XRD demonstrated annealing under the H 

environment does not prevent the interdiffusion of atoms and secondary reactions, hence the thermal 

stability of the multi-layered stack system was compromised.  

4.  Conclusion   

Crystal thermal stability was successfully investigated using RBS and XRD characterisation techniques. 

As a result of the layer-to-layer reaction, which produced solid solutions, the results showed that 

annealing under H environment did not improve thermal stability. The diffusion of the Pd layer toward 

the substrate was observed from RBS, forming a new layer of TiPd3 in good agreement with XRD 

analysis. It was discovered that annealing caused the formation of metal hydrides, and the newly formed 

crystal structures were examined using XRD analysis software. The formation of the metal hydride is 

proof that the multi-layered system can be used in hydrogen absorption applications. The oxidation of 

Ti and Zr was observed at RT because Ti and Zr are highly reactive elements. Metals like Pd are 

imported to prevent oxidation layer in highly reactive elements. A further benefit of 150 keV argon ion 

implantation was its ability to lower O concentration, particularly in the Zr layer.        
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Abstract. Density functional theory using full-potential all-electrons linearised augmented plane 

waves was implemented to study electronic, elastic, and thermoelectric properties of hexagonal 

CuSe phase. Electronic band structure suggest a metallic compound of zero energy band gap. 

Density of states further expose the electron density responsible for such metallic identity. Elastic 

properties reveal mechanical stability and the possibility of being synthesisable. The compound 

is less compressible through positive calculated Cauchy pressure. High values of the power 

factor and the Seebeck coefficient allow consideration of the phase for thermoelectric 

applications 

1. Introduction  

Copper selenides (CuSe) are a component of the metal chalcogenides family with appealing yet unusual 

physical and chemical properties which may form part of the global energy crisis solution. Such 

properties make CuSe an upcoming material for applications in diverse fields such as photo-voltaics, 

photo-catalysis, gas sensing, thermo-electrics, and solar cells [1, 2]. Successful fabrication of some 

ordered 2- and 3-dimensional CuSe nanosheets and nanoplates is crucial in the design of thermo-electric 

converters and solar cells [2]. Peiris et al. [3] and Nozaki et al [4] indicated that hexagonal CuSe 

transforms to the orthorhombic phase at 323 K. Additional temperature increase induces further 

transition from orthorhombic to another hexagonal phase at 393 K. This high temperature hexagonal 

CuSe has no super-lattice reflections due to repositioning of some Cu2+ ions in the trigonal planar 

geometry. Also, Xu et al. [5] reports CuSe as an excellent precursor in the fabricating of ternary 

chalcogenides - CuInSe2, and high order chalcogenides based nanostructures. Various methods which 

include but not limited to solvo-thermal, hydro-thermal, hot injection, and chemical aqueous have been 

used and reported on how CuSe polymorphs can be synthesised [1 – 7]. Li et al. [7] have studied the 

evolution and emergence of irregular growing yet ordered Cu2−xSe and CuSe nanocrystals. The study 

revealed that different stoichiometric compositions and crystal phases occur normally when free Cu2+ 

ions diffuse into a Cu-Se reaction setting under selenium rich conditions. Some of the notable phases 

accounted for in the literature are cubic berzeliante Cu2Se, tetragonal umangite Cu3Se2, hexagonal 

klockmannite CuSe, cubic pyritic krutaite CuSe, and orthorhombic marcasitic krutaite CuSe2 [2]. 

    This paper is focused on the electronic, elastic, and transport properties of the hexagonal CuSe. 

Despite the ongoing research on various stoichiometric compositions and crystal structures of CuSe, an 

experimentally observed hexagonal CuSe, is not well reported. In this paper, acquired first principle 

density functional theory calculations seek to provide feasible parameters for intensive analysis on the 

nature of hexagonal CuSe phase. 
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2. Computational Method  

Total energy first principle calculations based on linearized augmented plane waves + local orbitals 

were used. Generalized gradient approximation (GGA) proposed by Perdew, Burke, and Ernzerhof 

(PBE) revised for solids was used for the exchange and correlation functional energy [2]. The all 

electron full-potential computational software package; Exciting-code was used [7]. Brillouin zone 

integrals were approximated using the method of Monkhorst and Pack, [8]. The energies were allowed 

to converge with respect to the k points’ density (4 × 4 × 2) for the density of states, band structure and 

elastic calculations. The transport coefficients with respect to the chemical potential at a constant 

temperature (300 K) were calculated using the full-potential all electron ab-initio calculations. These 

transport properties are based on the Boltzmann transport theory [9].  In the calculations, only k-points 

with Eigen energies near the Fermi level were considered to contribute to the coefficients. In order to 

achieve a sufficient representation of the energy bands in this area, a fine extended k-points grid (30 x 

30 x 20) was adopted. Throughout the calculations, the following Wyckoff crystal positions were used: 

Cu1
2+ - 2d (0.667, 0.333, 0.250) and Cu2

2+ - 4f (0.333, 0.667, 0.393), as well Se1
2− - 2c (0.667, 0.333, 

0.750) and Se2
2− - 4e (0.000, 0.000, 0.435) [13] for a complete hexagonal symmetry. 

 

3. Results and Discussion 

The electronic, elastic and transport properties of hexagonal CuSe were investigated under room 

temperature conditions. The electronic properties can be used to fully define the state and behaviour of 

electrons in the material. For example, the electronic band structure and the density of states, which 

describes the state of the electrons in terms of their energy. Elastic properties determine the mechanical 

properties of the materials. The transport properties assist with the understanding of various interactions 

in electronic systems such as Seebeck coefficient, electrical conductivity, thermal conductivity and 

power factor. Figure 1 is a typical hexagonal CuSe crystal lattice obtained using the XCrysDen 

programme [10], which is used to visualise different crystalline and molecular structures. The brown 

spheres represent the copper atoms whilst the green ones represent selenium atoms. 

 

                    
Figure 1. Visualisation of the crystal structure of hexagonal CuSe. Brown sphere – copper ions; green 

spheres – selenium ions. 

 

3.1. Electronic properties 

On setting up the electronic properties calculations, a reasonable k points’ density of 4 × 4 × 2 was used 

to predict both the density of states and band structure. On the structural optimization, all atoms were 

allowed to relax, whilst maintaining an energy convergence limit of 1.0 × 10−5 eV. The computed band 

structure along the high symmetry directions in the Brillouin zone is shown in figure 2.  Some of the 
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upper most valence band states and some of the lower most conduction band states overlap at the Femi 

level, which suggest a metallic character of the hexagonal CuSe [8, 11]. In order to confirm this idea, 

Lv et al. [12], enlightened that, if the energy bands have curves which produce a maxima, the effective 

mass of the charge carriers is negative and associated with p-type conductivity. If the curves produce a 

minima, the effective mass of the charge carriers is positive which suggest an n-type material.  Figure 

2 shows that the curvature of the bands is downward, meaning that the charge carriers have a negative 

effective mass and hexagonal CuSe suggests a p-type material. In addition, figure 2 shows some flat 

bands along symmetry routes: Γ-A, H-K and L-M, which point out that the mass of charge carriers 

along these directions are very hefty, so hexagonal CuSe suggests an anisotropic electronic transport 

behaviour [13]. The calculated total density of states (TDOS) and partial density of states (PDOS) are 

presented in figure 3. The PDOS will help in observing the bonding properties of hexagonal CuSe. It 

can be seen that the top of the valence band and the bottom of the conduction band influenced by the 

Cu 3d and Se 3p. Cu 3d contribute more than Se 3p in the conduction band. DOS and band structure 

show that, there is a gap between -4 and -3.8 eV at the valence band. The energy bands between -15 to 

-10 eV represent the Se 3s. The calculated band structures and TDOS of hexagonal CuSe indicate the 

metallic behaviour with zero band gap. This agrees well with the results of Milman et al. [8] and that 

of Shojae et al. [11]. 

 

                      

 

3.2. Elastic properties  

Systematically, the elastic properties of hexagonal CuSe were also computed. In order to study the 

mechanical stability and behaviour of CuSe, elastic constants (Cij), were computed. The hexagonal 

crystal consists of five independent elastic constants, which are C11, C12, C13, C33 and C44. A stable 

hexagonal symmetry must satisfy the following elastic constants relations: 𝐶11 > 0, 𝐶44 > 0, 𝐶11 >
|𝐶12| and (𝐶11 + 𝐶12)𝐶33 − 2𝐶13

2 > 0 [10-11]. In this article, elastic constants were computed using the 

ElaStic@exciting [14] interface, which can be used to obtain full elastic constants of any crystal 

structures. From the hexagonal elastic constants Cij (ij = 11, 12, 13, 33, and 44); mechanical properties 

which include bulk modulus (B0), shear modulus (G), Young's modulus (Y) and Poisson's ratio (v) were 

computed using the Voigt approximations [11-12]. In table 1, all the criteria for structural stability of a 

hexagonal system listed above are satisfied. C11 and C33 describe how the responds to linear 

compression, whilst C12, C13, and C44 express how the material resists a change in shape. Besides, C11 

and C33 can also describe the stiffness felt by the material along the crystallographic a- and c-axis, 

respectively. C12 and C13, which are shear elastic constants, lead to a functional stress component felt 

along the crystallographic a-axis with a uniaxial strain along the b- and c-axis, respectively. If C11 < 

C33, this suggest that the crystal is more susceptible to lattice compressions [12].  

Figure 2. Band structure of CuSe.              Figure 3. Density of states of CuSe. 
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     Table 2 displays the bulk modulus (B0), Young’s modulus (Y), shear modulus (G), Cauchy pressure 

(C12-C44), and Poisson’s ratio (v), Pugh’s index (G/B0) and Zener’s anisotropy (A) of the hexagonal 

CuSe. The high bulk modulus value (71.32 GPa) of the material suggest that it is hard to compress. 

Moreover, the values of the bulk and shear moduli were used to calculate the Poisson’s ratio. According 

to Arora et al. [13], materials having the Pugh’s index (G/B0) and Poisson’s ratio (v) less than 0.500 and 

greater than 0.330 in that order are characterised as ductile with dominant ionic bonds. As such, a 

positive value of 0.403 was obtained for the Poisson’s ratio, which further suggest incompressibility 

and ductility with major ionic bonding’s [13]. To quantify this, a Cauchy pressure value (63.83 GPa) is 

also high and positive, further verifying ionic metallic character of the compound. Looking at the 

CuSe’s Pugh’s index, a value of 0.135, which is a quotient from G and B0 values listed in table 2, 

signifies a positive, ductile, ionic, and metallic bonding property. Such properties are crucial in solar 

cell device fabrication [13]. Another property of interest is a Zener’s anisotropy factor (A), which is a 

measure of the degree of anisotropy in the bonding between atoms in different planes. If a crystal 

possess a Zener’s anisotropy factor A ≤ 1, it suggests an elastic anisotropy [15]. Consequently, the value 

of A (0.174) listed in table 2, which is less than 1, signifies an anisotropic behaviour on the hexagonal 

CuSe. 

 

Table 1. Calculated elastic constants C11, C12, C13, C33, C44 and C66 all in GPa. 

 

CuSe C11 C12 C13 C33 C44 C66 

This work (GPa) 80.87 70.62 57.01 110.9 6.78 5.12 

  

Table 2. Calculated bulk modulus (B0), Young’s modulus (Y), shear modulus (G), Cauchy pressure 

(C12-C44) all in GPa, Poisson’s ratio (ν), Pugh’s index (G/B0) and Zener’s anisotropy factor (A). 

 

CuSe B0 Y G C12-C44 v G/B0 A 

This work (GPa) 71.32 27.55 9.59 63.83 0.403 0.135 0.174 

 

 

3.3. Transport properties  

The transport properties were computed using the electronic structure procedure as per sub-section 3.1. 

But here, the calculations considered only the k-points and Eigen energies near the Fermi level for a 

contribution to the transport coefficients. In order to accomplish an acceptable representation of the 

energy bands during the calculations, a good extended k-points grid (30 x 30 x 20) was adopted. The 

Seebeck coefficient (S), electrical conductivity per relaxation time (σ/τ), thermal conductivity relaxation 

time (κ/τ) and power factor (σS2) all as functions of chemical potential (μ) were firstly studied at 300 

K. The positive and negative values of the chemical potential stand for the electrons (n-type) and holes 

(p-type) doping, respectively.  The doping level in a material is described by the chemical potentials, 

which is very crucial for accepting the thermoelectric description of a material for practical recognition 

[16-17]. Figure 4 presents the Seebeck coefficient as a function of chemical potential at 300 K. The 

maximum S value at the p-type doping is 110 µVK-1 and at the n-type is -90 µVK-1. Given the fact that 

the S value at the p-type doping is greater than that at the n-type, this signify that hexagonal CuSe 

favours holes conductivity. Proceeding, figure 5 portrays the σ/τ against the μ. The maximum σ/τ at the 

p-type doping is 60000 Scm-1 and at the n-type doping is 48000 Scm-1. The results suggest that the p-

type dopants possess greater electrical conductivity compared to the n-type dopants. Results of the 

thermal conductivity per relaxation time against the chemical potential are shown in figure 6. The curve 

depict a significant decrease in thermal conductivity with the increasing chemical potential. The highest 

values of κ/τ appear at the p-type dopant region around 0.38 Wcm-1K-1 and 0.31 Wcm-1K-1. The 
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behaviour of the Power factor (σS2) against the chemical potential (μ) is illustrated in figure 7. At the 

p-type dopant region, the maximum value of σS2 is 325 µWcm-1K-2 whilst at n-type dopant region is 

220 µWcm-1K-2. Just like the Seebeck coefficient and the electrical conductivity, the power factor 

behaviour favours p-type doping which conform to holes conductivity. In unison, high positive values 

of the Seebeck coefficient, electrical conductivity and power factor suggest the hexagonal CuSe as a 

good thermoelectric material. 

 

 
 

Figure 4. Variation of the Seebeck coefficient vs 

chemical potential. 

 

 

 

 
Figure 5. Variation of the electrical 

conductivity per relaxation time vs chemical 

potential. 

 

 
Figure 6. Variation of the thermal conductivity 

per relaxation time vs chemical potential. 

 

 Figure 7. Variation of the Power factor vs 

chemical potential. 

Systematically, Figure 8 displays the Seebeck coefficient vs temperature for μ = -0.136 and 0.136 eV. 

It must be noted that according to literature, positive chemical potential (0.136 eV) conforms to n-type 

doping and a negative chemical potential (-0.136 eV) conforms to p-type doping [17, 18]. In the 

temperature region, 300 – 700 K, both p- and n-type conductivities behave similarly. Starting from 700 

– 1200 K, the p-type is elevated compared to the n-type conductivity. This signifies how the μ = -0.136 

eV, p-type conductivity dominates the hexagonal CuSe at high temperatures in accordance with the 

electronic structure data of sub-section 3.1. 

    Variation of the electrical conductivity per relaxation time (σ/τ) against temperature can be seen in 

figure 9. In both μ = -0.136 and 0.136 eV curves, σ/τ decreases exponentially with the increasing 

temperature. Furthermore, the μ = -0.136 eV curve, across the entire temperature range (300 – 1200 K), 

experiences the electrical conductivity per relaxation time which is greater than that of μ = 0.136 eV 
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curve by a uniform ±13 x 103 Scm-1 margin. Another confirmation of the p-type conductivity behaviour 

of hexagonal CuSe. Figure 10 show graphs of thermal conductivity per relaxation time (κ/τ) against 

temperature for μ = -0.136 eV and 0.136 eV. At both chemical potentials, κ/τ increases with the 

temperature, in the manner in which metallic materials do. But for a change, the μ = 0.136 eV n-type 

curve, throughout the temperature range (300 – 1200 K) is greater than the μ = -0.136 eV p-type 

conductivity curve. A clarification of this anomaly came from Narjis et al. [19]; materials with high 

electrical conductivity must have a very low thermal conductivity in order to possess good 

thermoelectric effect. As reflected in figure 10, a good thermoelectric material with p-type conductivity 

is supposed to have quite a low thermal conductivity. Lastly, figure 11 provides the variation of the 

Power factor (σS2) against temperature. For μ = -0.136 eV curve, the Power factor starts by decreasing 

to zero at ±450 K, thereafter it increases almost linearly to 1200 K. Similarly, the μ = 0.136 eV curve, 

starts by decreasing to zero at ±400 K, from then on it increases to exceed that of μ = -0.136 eV at 1200 

K. This behaviour could be accounted for by the decreasing Seebeck coefficient with temperature in 

region 300 – 450K for both μ = -0.136 and 0.136 eV curves (Figure 8). Hasan et al [20] explained that 

if the maximum σS2 was obtained at the p-type doping region (μ <0), then it could be concluded that 

hexagonal CuSe perform better as a p-type thermoelectric material. Similarly, when maximum power 

factor was obtained at the n-type doping region (μ >0), then the material works well as an n-type 

thermoelectric material [20]. Figure 11 further shows that at a low temperature (300 K), the p-type 

doping power factor is higher than that of the n-type doping. This further suggest that, hexagonal CuSe 

works better as a p-type thermoelectric material at low temperatures, it can also perform better as an n-

type thermoelectric material at high temperatures. 

 

4. Conclusion  

The computed electronic band structure and total-partial density of states of hexagonal CuSe show a 

metallic character with a zero energy gap. The curvature of the band-lines in the band structure suggest 

a p-type material. Somehow flat band-lines at the valence band region, suggest an anisotropic behaviour 

of hexagonal CuSe.  

 

            

 

Figure 8. Variation of the Seebeck coefficient vs 

temperature.  

Figure 9. Variation of the electrical conductivity 

per relaxation time vs temperature. 
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Figure 10. Variation of the thermal 

conductivity per relaxation time vs temperature.       

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. Variation of the Power factor vs 

temperature. 

 

The TDOS further imply that Cu2+ ions d electrons contribute more to the electronic structure than the 

Se2- ions. The values of the elastic constants obtained indicate that hexagonal CuSe is mechanically 

stable. 

Further on, the properties suggest that the CuSe system is ductile and susceptible to compression. 

The Cauchy pressure is positive, which suggests the metallic characteristics with ionic bonding of the 

compound. The Pugh’s index and Poisson’s ratio values show the ductility behaviour with the 

possibility of being applicable to solar cells device fabrication. In addition to that, the value of C44 which 

is the smallest elastic constant, suggest that if a shear stress is applied in the horizontal plane along the 

vertical direction, the shear deformation can easily occur. 

    At μ = -0.136 eV, which aligns with p-type doping, hexagonal CuSe has high and low electrical 

conductivities which suggest good thermoelectric effect. The thermal conductivity increases with 

temperature at both μ = -0.136 and 0.136 eV. At high temperatures, the p-type Seebeck coefficient is 

greater than that of n-type doping. This also emphasise the Seebeck coefficient effect on the p-type 

doping. In all transport coefficients against the chemical potential curves; the high values of the Seebeck 

coefficient, electrical conductivity, Power factor, and the low value of thermal conductivity, all confirm 

that hexagonal CuSe is a good thermoelectric material.  
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Abstract. The experimental study of femtosecond laser-induced structural effects on
epitaxially deposited Sn/Ti bimetallic thin films is reported. Thin films composed of varying
thicknesses of 15 nm bilayers and 25 nm bilayers were deposited by Molecular Beam Epitaxy
on SiO2/Si virtual substrate. The as-deposited bimetallic thin films were annealed under non-
isothermal conditions using a λ = 1030 nm fs laser, with a fixed repetition rate of 500 kHz under
dynamic scanning mode at an area of 1.5 mm × 1.5 mm and varied laser powers. The surface
morphology and microstructural features of the thin films were investigated by scanning electron
microscopy. The structural and compositional changes due to non-isothermal annealing were
analysed using Rutherford Backscattering Spectrometry, progressed intermixing between the
bilayers in the films was observed and more pronounced a function of laser power. Particularly,
pronounced intermixing was observed at 250 mW for the 15 nm bilayer films and at 500 mW
for the 25 nm bilayers. Apart from intermixing, changes in the elemental composition in the
films are attributed to heat accumulation, resulting in nanopatterning of the subsurface and
laser-induced oxidation producing well-defined oxide top layers. The thickness of the top oxide
layers increases with increasing laser power and grows at the expense of the subsurface layer.

1. Introduction
Since their development, thin films have continued to be at the forefront of nanotechnology due
to their unique physical, chemical, mechanical, and optical properties. In particular, bimetallic
thin films are superior to their monometallic and bulk counterparts because of the synergistic
effects between the two metals resulting in enhanced properties [1, 2]. These types of materials
have since allowed material researchers to design, explore, and develop novel nanoscale devices
with precise control of their zero-dimensional to 3-dimensional metallic nanostructures [3]. The
recent increased demand for miniaturization in nanotechnology has led to the need to create novel
nanomaterials with certain matrix nanostructures with specific properties, high performance,
and long lifetime using surface modification techniques [4, 5]. Recently, non-isothermal annealing
using a fs laser has emerged as an advanced surface modification technique because of its ability
to generate novel and complex nanostructures across a diverse range of materials including
metals, glass, and semiconductors [6]. Femtosecond laser modification makes use of the primary
benefits of localized heating within an extremely rapid timescale, thereby resulting in minimized
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heat-affected zones which is usually a challenge with continuous nanosecond and longer laser
pulses [5]. However, in contrast to conventional thermal annealing, there is still an increased
and critical need to expand the scope of knowledge and investigate the structural effects and
modifications induced by fs laser annealing. This is especially important for bimetallic thin films
since they are susceptible to fs laser surface modifications on the nano and micro-scale [7]. A
practical and effective approach to investigate the properties of such thin films is to perform
accurate characterization which also enables material researchers to develop new materials with
desired chemical composition and thickness [8]. Therefore, in this paper, the analysis of epitaxial
Sn/Ti bimetallic thin films annealed by a fs laser was performed. The results reported here
develop thin film processing technology and methods for manufacturing novel bimetallic thin
films.

2. Experimental method
Sn and Ti epitaxial layers were grown using Molecular beam epitaxy (MBE) on a clean 200 nm
SiO2 on a Si substrate under ultra-high vacuum (UHV) base pressure of 2 × 10−10 Torr. Two
sets of thin films consisting of two 15 nm layers of Sn and Ti, and 25 nm layers of Sn and Ti
were evaporated from Knudsen cells. Sn with a low melting point was first deposited atop the
substrate and Ti atop Sn layer. To prevent oxidation of the grown bilayers, a 5 nm Si capping
layer was deposited on the 25 nm thin films. The epitaxially grown thin film bilayers were
annealed under non-isothermal annealing conditions. The samples were mounted on a precise
computer-controlled X-Y-Z (3D) translation stage shown in Figure 1, where raster scans were
performed in ambient conditions. Non-isothermal annealing was performed using a λ = 1030
nm fs laser with a pulse duration of 300 fs and a beam spot size of 40 µm. The repetition rate,
scan speed, spacing between scans, and spacing between areas were fixed to 500 kHz, v = 1
mm.s−1, 1.5 mm × 1.5 mm, 40 µm, 0.7 mm resulting in approximately N = 20 000 effective
number of pulses. Detailed surface morphology after fs laser annealing was examined firstly by
scanning electron microscope (SEM), while Rutherford backscattering spectroscopy (RBS) was
used to analyse the extent of atomic depth profile and compositional changes in the bimetallic
films.

Figure 1. 3D computerized femtosecond laser stage [9]
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3. Results and discussions
The laser-induced morphological changes were investigated using SEM and the images are shown
in Figure 2 (a)-(c) and Figure 3 (a)-(c). The as-deposited 15 nm uncapped sample shows circular
nanodroplet-like structures, and clear boundaries shown in in Figure 2(a), with an average
particle size of 93 nm calculated with image J. The 25 nm as-deposited capped sample in Figure
3(a) shows nanoisland circular-like structures observed in the uncapped sample which are larger
in size as confirmed by their average particle size of 268 nm. Figure 2 (b)-(c) shows the SEM
micrographs of the uncapped sample annealed at 250 mW, and 500 mW respectively. At 250
mW, the micrograph in Figure 2(b) exhibits sparsely and randomly distributed nanostructures
with an exposure of the (sub)surface in the form of random voids. Increasing the laser power
to 500 mW led to more (sub)surface exposure with randomly distributed nanostructures. The
observed laser-induced surface morphology especially the subsurface voids can be attributed to
the heat accumulation in the surface often resulting in either thermo-elastic stresses, evaporation
leading to delamination and dewetting in the heat-affected zone [10]. The 25 nm capped sample,
at 250 mW in Figure 3(b), shows a melted surface that can result from laser-induced thermo-
elastic stresses [10]. At 500 mW, randomly distributed nanostructures and more pronounced
(sub)surface exposure in the form of voids with small spherical nanostructures are seen in Figure
3(c).

RBS analysis of the as-deposited and laser-annealed samples was performed to investigate
the effect of laser heating on the thickness and compound compositions of the films. SIMNRA
software was used to reproduce the RBS experimental data as shown in Figure 2 (b), (d) and
(f), and Figure 3 (b), (d) and (f). The respective Ti, Sn, Si, and O elements contained in the
thin films are also indicated. Despite Ti being at the top layer, it appears at lower channels
(between 750 and 800) due to its smaller atomic number of (22) compared to Sn which has a
higher atomic number of (50) and appears at higher channels (between 950 to 960). Additionally,
the high oxygen peak contents observed in the spectra are attributed to the oxygen resonance
energy, of 3.039 MeV which was used during the analysis [11]. The expected layer thicknesses
in the as-deposited samples were approximately 15 nm layers of Sn and Ti, and 25 nm layers
of Sn and Ti with a Si capping layer of 5 nm. However, the RBS analysis showed that the
as-deposited 15 nm uncapped sample consisted of a TiO2 top impurity layer in the 15 nm layer
thin films. On the other hand, the 25 nm capped sample with a Si capping layer also indicated
the existence of a tiny SiTiO2 top layer. The existence of the oxide layers can be attributed to
the fact that Ti and Si as top layers both have high oxygen affinity [12, 13]. To effectively show
the effects of laser annealing on the thin films, the changes in the elemental concentrations and
thicknesses are shown in Table 1 and Table 2 corresponding to RBS spectra in Figures 4(a) and
4(b) respectively.

Table 1. Elemental concentrations of the intermixed layer thicknesses in units of (×1015 at.cm2)
after fs laser annealing of 15 nm uncapped sample.

Laser power (mW) Layer 1 Layer 2 Layer 3

Ti Sn O thickness Ti Sn thickness Sn thickness

As-dep 0.11 0,89 58,46 1,00 30.17 1,00 50,53

250 0,08 0,24 0,69 63,72 0,51 0,49 63,34

350 0,15 0,18 0,68 81,20 0,48 0,52 30,21

500 0,17 0,16 0,62 102,28 0,49 0,51 20,20
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(a) (b)

(c) (d)

(e) (f)

Figure 2. Represents SEM images and the corresponding RBS results for 15 nm samples where:
(a), (b) represents the as-deposited, (c), (d) 250 mW, and (e), (f) 500 mW.

In the 15 nm uncapped sample, the concentrations of Ti and Sn in layer 2 remain relatively
the same while the corresponding thickness decreases with increasing laser power, shown in
Table 1. However, the thickness of layer 1 increases with increasing laser power. Additionally,
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(a) (b)

(c) (d)

(e) (f)

Figure 3. Represents SEM images and the corresponding RBS results for 25 nm samples where:
(a), and (b) represent the as-deposited, (c), (d) 250 mW, and (e), (f) 500 mW.

the concentration of Ti increases with increasing laser power. In contrast, the Sn concentration
decreases with increasing laser power which mostly indicates preferential intermixing and or
ablation of Sn because of its lower melting point compared to Ti, as observed in Figure 4(a),
region marked 3. Additionally, the SIMNRA simulation shows that the Sn peaks decrease
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Table 2. Elemental concentrations of the intermixed layer thicknesses in units of (×1015 at.cm2)
after fs laser annealing of 25 nm capped sample.

Laser power (mW) Layer 1 Layer 2 Layer 3

Ti Sn Si O thickness Ti Sn thickness Sn thickness

As-dep 0,20 0,30 0,50 93,04 1,00 30.77 1,00 66,02
250 0,15 0,13 0,19 0,53 68,11 0,42 0,58 127,72

500 0,17 0,32 0,13 0,39 157,44 0,42 0,58 68,99

750 0,18 0,27 0,16 0,40 206,52 0,41 0,59 40,64

from approximately 550 counts in the as-deposited sample to 450 and 350 counts at 250 mW,
and 500 mW, respectively. In the 25 nm capped sample, layer 1 on Table 2 shows a gradual
increase of Ti concentration with increasing laser power while the concentration of the Si capping
layer decreases with increasing laser power. On the other hand, Sn shows a similar increase in
concentration at 250 mW, and 500 mW, however at 750 mW, the concentration of Sn decreases.
The decrease in the concentration of Sn at 750 mW indicates that intermixing and interdiffusion
in the layers was more pronounced at this laser power as can be seen in region marked 3 in Figure
4(b) Furthermore, Sn counts decreased from 850 counts in the as-deposited sample to 650 counts
at 750 mW in Figure 4(b). Overall, at 250 mW and 500 mW, the spectra look relatively the
same in all regions 1, 2, and 3 as indicated in Figure 4(b). For layer 2:(TiSn) shown in Table
2 which is closer to the substrate, the concentration of Ti and Sn does not change but remains
relatively the same, while the thickness of the layer decreases with increasing laser power which
is similar to the observations from the 15 nm bilayer films in Table 1. One clear similarity
between both the 15 nm and 25 nm layers is that the amount of oxygen concentration in layer
1 decreases with increasing laser power, seen in Table 1 and Table 2. The observed increase
in O peaks in the spectra appeared to be more pronounced in the 15 nm layers than in the
25 nm layers which can be attributed to the energy loss of the backscattered alpha particles
which is higher in the 25 nm sample than in the 15 nm sample. The difference between the

(a) 15 nm uncapped sample (b) 25 nm capped sample

Figure 4. RBS spectra of the samples before and after laser heating at 250 mW and 500 mW.

concentrations observed in Table 1 and 2 and the respective oxygen peaks in the spectra shown
in Figure 4(a) and (b) leads to the conclusion that the oxygen in the layers does not necessarily
increase with increasing laser power. However, the laser-induced delamination and dewetting of
the thin films as a function of laser power resulted in the exposure of the SiO2 substrate surface

Division A: Physics of Condensed Matter and Materials 85/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



(voids) hence less energy loss on the film but the increase in the oxygen resonance peaks. This
observation allows a correlation with the observed surface voids in the SEM images shown in
Figure 2 (a)- (c) and Figure 3 (a) - (c). Additionally, the oxygen concentration on top (layer
1) for both samples decreases with increasing laser power, leading to the conclusion that layer
1 grows and increases at the expense of the (sub)surface layer (layer 2) in both samples.

4. Conclusion
Epitaxial Sn/Ti thin films were successfully grown and annealed under non-isothermal conditions
using an ultrafast λ = 1030 nm fs laser. The surface morphology was remarkably changed
after dynamic fs laser annealing. Generally, fs laser heating at 250 mW resulted in melting,
delamination and resolidification which induced voids in the subsurface layer 2. Secondly, the
irradiation was performed in ambient air, which resulted in oxidation producing a well-defined
protective oxide layer (layer 1). Sn concentration decreases in the top layer (layer 1) while the
concentration of Ti increases which can be attributed to the fact that heat accumulation resulted
in the preferential diffusion and/or ablation and segregation of Sn with high mobility, and low
melting temperature compared to Ti.
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Abstract. L10 MnPt alloy has attracted much attention recently since it can be easily produced 

and provides magnetic properties of interest to spintronic applications. According to previous 

studies, this alloy retains its antiferromagnetism at room temperature. It is estimated that only a 

few studies have been conducted on a ferromagnetic (FM) MnPt alloy, despite its high magnetic 

moment compared with FePt. In this study, first-principles calculations were performed in the 

framework of density functional theory to identify new spintronic material compositions in Mn-

based ternary alloys. By using this method, the structural, thermodynamic, elastic and magnetic 

properties were determined to track the stability of Mn50Pt50-xNix (x=0, 6.25, 12.5, 18.75, 25) 

alloys. According to heats of formation calculations, B2 and L10 Mn50Pt50-xNix alloys are 

thermodynamically stable when c/a is less than 1.10, indicating the possibility for these alloys to 

be experimentally explored. Furthermore, it was found that the magnetic moment for B2 phase 

decreased with increase in Ni composition, except for composition with 18.75 atomic percent Ni 

where the magnetic moment increased. As a result of these predictions, guided experimental 

work can be undertaken on promising Mn50Pt50-xNix alloys for potential use in future spintronic 

devices.  

1. Introduction 
The Mn-based alloys have recently attracted much attention in the information technology industry due 

to their interesting magnetic and structural properties [1]. Intermetallic alloys containing Mn, such as 

MnPt, have antiferromagnetic exchange interactions [2]. At low temperatures, this alloy undergoes a 

diffusionless transformation from the cubic phase B2 (CsCl) to the tetragonal phase L10 (CuAu-I). It 

has been reported that MnPt L10 phase has a very high Néel temperature (TN) of 970 K [2]. Furthermore, 

this alloy phase has excellent chemical and thermal stability and a large magnetocrystalline anisotropy 

(MAE), making it more suitable for spintronic applications [3, 4]. To further enhance these attractive 

properties for use in data storage devices, it is vital to conduct investigations that will provide insights 

on the fundamentals governing these magnetic properties. The research studies carried out so far on 

MnPt focused mainly on B2 paramagnetic (PM) phase which martensitically transforms to L10 

antiferromagnetic (AFM) phase at low temperature [2]. Only very few studies have been conducted on 

ferromagnetic (FM) MnPt alloy [5, 6], despite its high magnetic moment compared to FePt, rendering 

it suitable candidate material for use in electronic devices. This lack of motivation to pursue FM MnPt 

alloy could be attributed to the difficulty to experimentally stabilize this alloy at room temperature. 

This remains so despite the fact that the above mentioned material processing challenge can be 

overcame through alloying. Subsequently, in attempt to revive interest in this material, theoretical 

investigation on the effects of Cr and Fe elements on MnPt alloy were studied by the same authors using 
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first-principles calculations [5]. It was revealed that Pt50Mn43.75Cr6.25 shows improved magnetism when 

c/a is 1.10, whereas Fe is found to reduce the magnetic moment below Pt50Mn50. Furthermore, in a 

similar study, the effect of Co on the magnetic properties of Mn50Pt50 was also studied [6]. According 

to the findings, the addition of Co favours the formation of L10 compared with B2, as a result of a 

negative heat of formation. The study revealed that the addition of Co on both B2 and L10 Mn50Pt50 

results in improved magnetic strength and mechanical stability on Pt-site. Based on the findings above, 

it is clear that magnetic strength can be improved on Pt-site as compared to Mn-site. Consequently, in 

order to have a complete view on the alloying effect of AFM and FM transition metals, the current study 

investigates the effect of Ni on magnetic properties of MnPt alloys on Pt-site using DFT-based first-

principles calculations. 

2. Methodology 

A density functional theory framework, implemented in the Vienna ab initio simulation Package 

(VASP) [7, 8], was used for all calculations in this study. The atomic potentials used in these calculations 

were described by the projector-augmented wave (PAW) pseudopotentials [9]. The exchange correlation 

function was handled by the generalized gradient approximation (GGA) [10] with spin polarization 

enabled proposed by Perdew, Burke and Ernzerhof (PBE) [11]. The size of the plane-waves basis set 

and the number of k-points were used to assess if the total energy was converging. To increase the 

valence electronic wave functions, a plane-wave basis set with a 500 eV energy cutoff is utilized in each 

case. A mesh-grid of 14x14x14 for the B2 phase and 15x15x12 for the L10 phase is used in the 

construction of the k-point sample of the Brillouin zone according to the Monkhorst-Pack scheme [12]. 

On the MnPt system, a 2x2x2 supercell with a cubic crystal made up of 16 atoms and a tetragonal crystal 

made up of 32 atoms was built. A substitutional search engine within the Medea software platform was 

used to create the ternary Mn50Pt50-xNix alloys, and Pt was swapped out for Ni. The search engine offered 

the most stable compositions, such as 6.25, 12.50, 18.75, and 25 at. % at the necessary symmetry. The 

setting of "accurate" was applied throughout the calculation procedure to reduce errors and avoid wrap-

arounds. The structure was fully relaxed with regard to volume, shape, and internal atomic locations 

prior to the determination of the elastic constants until the Hellman-Feynman forces were less than 0.01 

eV/Å for the unit cell.  The difference in total energy within 1×10-6 meV/atom was established as the 

tolerance for geometry optimization. The maximum strain value was set to 0.005 % while calculating 

elastic parameters like elastic constants.    

3. Results and discussion 

3.1. Thermodynamic and magnetic properties  

The Wyckoff atomic locations of the B2 MnPt are Mn: 1a (0, 0, 0) and Pt: 1b (1/2, 1/2, 1/2), whereas 

those of the L10 MnPt are Mn: 1a (0, 0, 0) and Pt: 1d (0, 1/2, 1/2), which belong to space group P4/mmm. 

To obtain the ground state structures, spin-polarized calculations are carried out to obtain the total energy 

of MnPt intermetallic compounds using GGA approximation. Figure 1 (a) and (b) show the calculated 

heats of formation and the magnetic moments of the Mn50Pt50-xNix alloys along the Bain path. Through 

the projected heats of formation (∆Hf), the stability of Mn50Pt50-xNix is explored and can be approximated 

by:  

∆𝐻𝑓 = 𝐸𝐶 − ∑ 𝑥𝑖𝑖 𝐸𝑖                                                                (1) 

 

where 𝐸𝐶 is the determined total energy of the system and 𝐸𝑖 is the determined total energy of elements 

in the system. Generally, the more negative heats of formation is, the better stability is [13]. The 

calculated heats of formation of the compounds are presented in Figure 1 (a). From Figure 1 (a), it can 

be noted that the heats of formation of both B2 and L10 Mn50Pt50 alloy are negative, which indicates the 

possibility for these compounds to form when c/a is less than 1.10. At 6.25 at.% Ni, L10 phase (c/a=1.10) 

is thermodynamically more favourable as compared to B2 phase as shown by the more negative heats 
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of formation, suggesting a higher stability at 0 K. Even though their stability is reduced, the L10 phase 

is still thermodynamically favourable compared to B2 phase at 12.50 and 18.75 at. % Ni compositions. 

Similar behaviour was observed at 25 at. % Ni. The L10 phase is thermodynamically unstable when c/a 

is above 1.10 as indicated by positive heat of formation, thus unlikely to form. 

 
Figure 1. (a) Heats of formation, ΔHf and (b) magnetic moments versus c/a ratio for Mn50Pt50-xNix alloys 

(x= 6.25, 12.50, 18.75 and 25). 
 

To find out how strong the structures' magnetic fields are, the magnetic moments were calculated. 

Figure 1(b) shows that the magnetic moments of the B2 and L10 Mn50Pt50 structures remain constant. 

When c/a=1.20, the most stable structure is discovered, suggesting that L10 is more thermodynamically 

stable than B2 while still keeping the same magnetic moments (See Figure 1(b)). It is noted that the B2 

Mn50Pt50-xNix structures shows higher magnetic moments at 18.75 at. % Ni as compared to Mn50Pt50. 

This behavior implies that the B2 phase at 18.75 at. % Ni can benefit from the addition of Ni to increase 

its magnetic strength. Figure 1 (b) shows that the magnetic moments of the L10 phase increase above 

18.75 at. % Ni when c/a is 1.10. This suggests that the ferromagnetic behaviour is improved at these 

compositions.  Furthermore, it is observed that B2 phase has slightly higher magnetic moments at 18.75 

at. % Ni compared to L10 phase. However, when c/a is above 1.10 the magnetic moment drops gradually 

and show paramagnetic behaviour for the desired composition range (0≤x≤25). According to the 

findings, Ni can raise the magnetic moment of Mn50Pt50 by 18.75 at. % in both the B2 and L10 phases.   

 

(a) 

(b) 
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3.2. Structural properties 

The calculated equilibrium lattice parameters for Mn50Pt50-xNix alloys (0 ≤ x ≤ 25) are shown in Figure 

2 (a, b). Full geometry optimization was carried out on the structures that are still likely to form when 

Ni added, on the basis of calculated heats of formation presented in section 3.1. The estimated lattice 

parameters were compared to the theoretical values to validate a binary model (Mn50Pt50). Binary B2-

paramagnetic (PM) Mn50Pt50 is anticipated to have an equilibrium lattice parameter of 3.00 Å (3.01 Å) 

[14], which is well in agreement with theoretical data (in parentheses) to within 2%. The ferromagnetic 

(FM)-B2 and L10 phase's lattice parameters (c/a ratio=1.10-1.30) have no known theoretical or 

experimental values. It can be seen that the equilibrium lattice parameters of the B2 Mn50Pt50-xNix reduce 

as Ni content is increased as shown in Figure 2 (a). Since Pt’s atomic radius (1.83 Å) is greater than Ni’s 

(1.49 Å), this is to be expected. With a c/a ratio of 1.10, the lattice parameter a increases minimally 

while the lattice parameter c decreases for the L10 phases with Ni addition, for the desired composition 

range (0≤x≤25).  According to Bain path transformation [15], the lattice contracts in direction a and 

expands in direction c with Ni introduction.   

 

  

Figure 2. Lattice parameters (a) B2 and (b) L10 (c/a=1.10) against at. % Ni for Mn50Pt50-xNix alloys (x= 

6.25, 12.50, 18.75 and 25). 
 

3.3. Elastic properties and mechanical stability 

The elastic properties offer useful knowledge about the mechanical behaviour of crystals, the forces at 

work in solids, and they also offer crucial information for creating interatomic potentials. They also give 

significant details regarding bonding properties close to equilibrium. Therefore, in order to comprehend 

the mechanical behaviour of Mn50Pt50-xNix compounds at equilibrium, it is crucial to analyse the elastic 

constants. Each lattice has its own elastic constants, for example, cubic crystals have three (c11, c12, c44) 

and tetragonal crystals have six (c11, c12, c13, c33, c44, c66) independently. Additionally, the constraints on 

the elastic constants are as follows [16] because of the related requirements of mechanical stability in a 

cubic crystal: 

             𝑐44 > 0; 𝑐11 > 𝑐12 and 𝑐11 + 2𝑐12 > 0,                                              (2) 

 

The following formula can be used to compute the shear modulus (𝐶′′): 
 

                         𝐶′= 
1

2
(𝑐11 − 𝑐12)                                                                       (3) 

 

As for tetragonal crystal stability condition is as follows: 
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𝑐44 >0, 𝑐66 >0, 𝑐11 >|𝑐12| and 𝑐11+𝑐12 −
2𝐶13

2

𝐶33
>0,                                       (4) 

The calculated elastic constants of the B2 and L10 Mn50Pt50-xNix alloys (0 ≤𝑥≤50) are shown in Figure 3 

(a, b). The stability condition for the elastic constants must be satisfied in order for the structure to be 

stable. The crystal is mechanically stable if 𝐶′ is positive ((1/2(c11-c12)>0); otherwise, it is unstable. The 

binary B2 Mn50Pt50 alloy is shown to have positive 𝐶′, which contributes to its mechanical stability. As 

Ni is added, the elastic constant c11 becomes less than c12, causing 𝐶′ to be negative and indicating 

instability below 12 at. % Ni. All elastic constants for B2 phase met the stability criterion only at 18.75 

at. % Ni indicating mechanical stability. Furthermore, the elastic constants of L10 Mn50Pt50-xNix when 

the c/a = 1.10 are shown in Figure 3 (b). As the composition of Ni is added, the elastic constants (c11, 

c12, c13, c33, c44, c66) are all positive, satisfying the mechanical stability condition. It is noted that the 𝐶′ 

is positive for the necessary composition range and also satisfies the requirements for tetragonal 

stability, indicating that the structures are mechanically stable.   

 

Figure 3. Elastic constants (GPa) of (a) B2 and (b) L10 (c/a=1.10) for the Mn50Pt50-xNix (0≤ 𝑥 ≤25) 

ternary alloys. 

4. Conclusion 

First-principles calculations based on DFT are used to examine various Mn50Pt50-xNix (0 ≤ x ≤ 25) 

composition features for potential spintronic applications. Our findings regarding the lattice parameters 

for PM B2 Mn50Pt50 were discovered to be in excellent agreement with the known theoretical values to 

within 2%. At Mn50Pt50, we found the L10 phase to be the most thermodynamically stable structure than 

B2 maintaining the same magnetic moments when c/a=1.20. The results suggested that thermodynamic 

stability can be achieved for both B2 and L10 Mn50Pt50-xNix alloys (x=0, 6.25, 12.5, 18.75, 25) when c/a 

is less than 1.10 due to negative heat of formation. Furthermore, it was found that the magnetism is 

improved for B2 Mn50Pt50-xNix (x = 18.75) and L10 Mn50Pt50-xNix (x = 18.75 and 25) when c/a=1.10. In 
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addition, B2 Mn50Pt50-xNix at 18.75 at. % Ni satisfies the stability criteria for cubic crystals. It was 

revealed that increasing Ni could effectively improve the magnetism of the compound when c/a is less 

than 1.10.  
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Abstract. Carbon nanotubes (CNTs) are amongst the strongest materials known with very
high tensile strength and Young’s modulus. Unfortunately the ideal parameters primarily refer
to single nanotubes. In amorphous materials and non-twisted bundles the macroscopic strength
is limited by the relatively weak van der Waals interaction between the tubes.

In recent years researchers have tried to modify CNT-based materials in various ways,
including irradiation to create defect-decorated CNTs. In this paper we present Density
Functional Theory and Molecular Dynamics simulations of defect-decorated CNTs. We show
that even small fractions of extra defects in the material can lower the collapse pressures
significantly. The extra defects also facilitate deformations into oval and race-track shapes
at lower pressures. The interplay between defect-decorations and pressures further allows for
local morphological changes, including CNT-interlinking, which do not lessen the strength of
CNTs further, but might improve other material properties.

1. Introduction
Carbon nanotubes (CNTs) have received a great deal of interest given their outstanding
combination of properties and prospective applications [1]. In particular the combination of high
strength and flexibility as well as excellent thermal and electrical conductivity come to mind.
Individual single wall carbon nanotubes have shown a Young’s modulus of about 1000 GPa and
tensile strength above 100 GPa [2, 3].

Exposure to high pressures can change the properties of nanotubes considerably, both
reversibly and irreversibly. For example high pressure in CNTs can be used to promote interlinks
at the high curvature points resulting from the deformation. It has been observed that sp3

interlinks induced at low pressure are often reversible when the structure is recovered to ambient
conditions [4]. In contrast going to high pressure has been shown to cause irreversible structural
damage [4, 5, 6, 7, 8, 9]. While experimental results vary [4], several authors report persistent
deformation [7] and broadening of Raman peaks [5, 6], which were associated with structural
change, see Loa [4] for a more complete discussion.

In this paper we investigate changes in the electronic structure of (5,5) CNT bundles under
isotropic pressure and the possible interlinking associated with these changes.
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2. Methodology
The unit cell used in this work consisted of two parallel CNTs in a close pack configuration,
which is the smallest possible configuration to observe adequate deformation under pressure.
(5,5) single wall CNTs with diameter of about 7 �A were chosen as they are small enough to
contain few atoms around the circumference, but are within, or close to, the lower range of
diameters found in real samples [10, 11, 12]. With a length of about 20 �A each unit cell had a
total of 320 carbon atoms except for cases where vacancy type defects were created. Periodic
boundary conditions were used in all directions. Simulation structures were created and modified
using the Atomic Simulation Environment (ASE) software [13].

Molecular dynamics simulations (MD) were performed using the open source Large-scale
Atomic/Molecular Massively Parallel simulator (LAMMPS) software [14]. The ReaxFFC-2013

force field was used, as it is known to describe sp2 as well as sp3 bonds accurately [15]. MD
simulations were performed using a very conservative time step of 0.2 fs. The Nosé-Hoover
thermostat and barostat [16, 17, 18], as implemented in LAMMPS, were used for temperature
and pressure control. A constant temperature of 100 K was set unless stated otherwise and
isotropic pressure was applied. Applying equal pressure in all directions allows the nanotubes
to radially collapse as well as to buckle axially. The pressure was increased in intervals of 5 GPa
at a rate of 20 ps/GPa until total collapse was observed. At the end of each interval the system
was allowed to equilibrate for 10 ps before proceeding.

The DFT calculations were performed using the GPAW software [19, 20], using the default
double-ζ polarised (DZP) numerical atomic orbital (NAO) basis. The PBE xc-functional [21, 22]
was used with Γ-point only to describe the Brillouin zone. Visualizations of atomic structures
were created using ASE [13], Ovito [23] and VESTA [24].

3. Results
3.1. Collapse Pressure
In order to obtain a baseline for the different pressure regimes for the system at hand a pressure
series was recorded in steps of 1 GPa. As pressure increases a system undergoes consecutive
geometrical transitions, which are marked by an abrupt change in volume. As CNTs are low
density structures which collapse under pressure, these changes are quite prominent, as shown in
Figure 1. The insets a) to c) highlight the corresponding structural changes at selected points.
In addition to the pristine cell, a system with 2 single vacancy defects is shown as well. The
defects were placed randomly, and simulations were repeated for several random placements. In
the presented case both defects appear on the central CNT, on opposite sides and about 2.5 �A
separated along the axis.

The pristine nanotube bundle behaves differently from defect-decorated nanotubes under
pressure despite the relatively low defect content of 0.6 % of the defect-decorated nanotubes.
As can be expected, the volume of the pristine and defect systems are almost identical before
pressurization. Small differences arise as the constant pressure ensemble leads to fluctuations of
the cell volume during the MD simulation. The nanotubes change from circular to elliptical shape
in the first phase transition, labeled a) in Figure 1, which occurs around 10 GPa for the defect-
decorated system and 15 GPa for the pristine system. The pristine system thereafter shows
again a linear compression characterized by a reduction in CNT–CNT distance and increase
in CNT eccentricity, see b) in Figure 1, before a rapid total collapse at about 25 GPa, c) in
Figure 1. The defect-decorated CNT system shows a qualitatively different behaviour in the
second phase, b). In addition to the effects discussed, it also shows signs of gradual collapse,
with the final collapse, c), at 21 GPa being much less pronounced as a result. The total collapse
occurs at different pressures but identical volume in both cases. After the collapse the systems
behave similarly. In both cases the CNTs collapse to sheet-like structures, which are barely
compressible independent of defect-content. As the pressure in the simulations was also applied
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a)

b)

c)

a)

b)

c)

Figure 1. Relationship between volume and pressure applied for (5,5) pristine (light orange)
and single vacancy defect (darker blue) CNT bundles. Insets show the structural changes at
selected points.

axially, warping along that direction occurs as well. Residual reduction is volume stems primarily
from reduction of the separation of the CNT sheets. C–C bond length barely decrease from about
1.44 �A at ambient conditions to 1.39− 1.40 �A at 20 GPa to no less than 1.38 �A at 30 GPa.

3.2. Band Structures
To gain more insight into the changes in the electronic structure under pressure we selected
geometries of the pristine CNT sample from the MD runs at 0 GPa and 25 GPa for band
structure calculations, as shown in Figure 2. These structures were first relaxed in DFT, at
constant volume, into their equilibria.

At both pressures the central kz = 0 cut, Γ → X → S → Y → Γ, is showing a gaped
behaviour while the corresponding cut through the zone boundary kz = ±π, Z → U → R →
T → Z, has bands crossing the Fermi level, which makes these nanotubes metallic.

The bands in the kz = 0 plane show changes related to the deformation of the CNTs, but are
qualitatively similar. In the kz = ±π plane however, the bands are pushed away from the Fermi
level under pressure. The total number of bands crossing the Fermi level in this band path is
reduced from 6 to 2 as a consequence. While this is not nearly enough to open a band gap in this
case, such band repulsion could in principle be used to force a metal to semiconductor transition
in selected CNTs under pressure as was predicted by Lammert et al. [25]. Such transitions have
been observed experimentally using doped nanotubes and without pressure [26].

For completeness and comparison we also show a similar figure for the band structure of a
system of defect-decorated CNTs. In this case a bundle with 4 vacancies was chosen. As can be
seen in Figure 3 even at ambient pressure the introduction of defects leads to significant changes
in the band structure. In general the bands are flatter, pointing at a overall more localized
electronic structure. This is not unexpected as the defects disrupt the periodicity of the system.
In this case the kz = 0 plane now also shows a metallic characteristic. Under 15 GPa of pressure
the band structure flattened further.
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Figure 2. DFT band structure of pristine (5,5) CNT bundles at 0 GPa (blue) and 20 GPa
(orange) pressure. The top views of the corresponding geometries are shown for illustration.

3.3. Interaction between Nanotubes
A closer look at the atomic structure shown in Figure 3 reveals points of close proximity between
neighboring CNTs under high pressure, especially near the high curvature points, as indicated
by the bonds drawn between the nanotubes. These could indicate bonding between these
nanotubes, which is of particular interest for the modification of CNT materials to improve
their overall strength and thermal conductivity [12]. If the system is recovered to ambient
pressure, the CNT–CNT bonds seem to persist as shown in Figure 4. As before, we relaxed
the recovered structure in DFT to lower the risk of unphysical results, which can appear in MD
simulations as those use semi-empirical force fields of difficult to ascertain reliability. Another
example of potential CNT–CNT interlinking is shown in Figure 5. Here a pristine bundle was
simulated at 500 K in MD and pressurized up to 30 GPa. The bundle was recovered to ambient
pressure after it suffered irreversible changes. A number of CNT–CNT interlinks are retained,

Figure 3. DFT band structure of defect decorated (5,5) CNT bundles at 0 GPa (blue) and
15 GPa (orange) pressure. The top views of the corresponding geometries are shown for
illustration.
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Figure 4. Structure of defect-decorated
CNT from Figure 3 recovered to ambient
pressure in MD and then relaxed in DFT at
constant volume.

Figure 5. Electron density iso-surface plot of
pristine CNT bundle obtained after pressure
is removed from 30 GPa at 500 K.

but the mechanical properties of this sample might be compromised by the damage.

4. Conclusions
In this paper we presented a collapse pressure study of a closed packed (5,5) CNT bundle,
which follows the known circle, ellipse, race-track, collapse sequence. We also show that the
introduction of even small vacancy defects reduces the collapse pressure significantly, as they
act as structural weak points. In accordance with these findings, the introduction of vacancies
leads a partial localisation of many bands around the Fermi level. A combination of pressure
and defect-decoration might also lead to a substantial amount of nanotube interlinking.

To further understand the exact physical processes in these nanotubes system the
reconstruction of vacancy defects in different temperature and pressure regimes need to be
investigated.
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Abstract. Carbon nanotubes (CNTs) are excellent for heat transfer in nanofluids due to their 

outstanding material properties, thermal conductivity of (9932,43 W/mK) and specific heat 

capacity of (1329,83 W/m2K). However, the fundamental chemical structure of the material 

tends to aggregate, limiting their applications. In this study, surface modifications were made to 

overcome the agglomeration and increase the dispersibility of CNTs, leading to enhanced 

interactions of the functionalized and silver decorated CNTs with polymer matrix materials. X-

ray diffraction (XRD), high-resolution transmission electron microscopy (HR-TEM), Raman 

spectroscopy and Fourier-transform infrared spectroscopy (FTIR) were used to characterize the 

synthesized silver nanoparticle (Ag-NP), decorated functionalized multi-walled carbon 

nanotubes (f-MWCNTs) and hybrid nanocomposite (Ag/f-MWCNTs). Raman spectroscopy 

analysis showed an increase in the defects to Graphitic ratio of Ag/f-MWCNTs nanocomposites 

when compared to that of f-MWCNTs and pristine multi-walled carbon nanotubes (p-

MWCNTs). It also showed the maintenance of the graphitic structure of the material after 

functionalization as confirmed by XRD analysis, revealing MWCNT-specific Bragg diffraction 

peaks, graphite crystalline phases, and Ag NPs in f-MWCNT. The improvement in dispersibility 

and thermal conductivity was achieved by Ag/f-MWCNTs nanocomposite in the synthesis of 

nanofluids for heat transfer. 

1.  Introduction  

Carbon nanotubes, also known as buck tubes were discovered by Iijima in 1991[1]. These are cylindrical 

in shape and made from a single layer of carbon atoms producing single-walled carbon nanotubes 

(SWCNTs) with a diameter of less than 1 nanometer-sized(nm) and multi-walled carbon nanotubes 

(MWCNTs) with up to 100 nm made up of multi concentrically interconnected nanotubes. They are of 

particular interest because they can be utilized as advancement for heat transfer [2]. 

MWCNTs are among the most exciting materials due to their remarkable mechanical, electrical, 

chemical and optical properties such as high elastic modulus, high charge carrier mobility absorption 

and photoluminescence [3]. The material is therefore promising for numerous applications such as heat 

exchangers, boilers, and solar collectors [4]. However, several aspects such as solubility, dispersibility, 

processability and agglomeration due to their long-tangled structure still limit their applications. Kuila 

el at. [5] conducted surface modification enhanced by chemical functionalization increasing surface 

dispersibility and chemical compatibility. Chemical functionalization generates functional groups on 

MWCNT sidewalls. The most often used reagents for oxidation treatment are HNO3, H2O2, H2SO4, and 

KMnO4, or a combination of them [6, 7]. As a result, the surface of MWCNTs will acquire several 

functional groups, such as carboxylic acid (-COOH) and amine (-NH2), while the raw MWCNTs are 

simultaneously debundled and shortened [8]. Additionally, functionalized MWCNTs have more surface 

area and defects, which enables the coupling of other materials with them [9]. 
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Decoration of f-MWCNTs with attractive noble metal NPs such as palladium (Pd), gold (Au), 

platinum (Pt) and silver (Ag) are gaining interest due to their potential use in advanced nanocomposites 

[10, 11]. 

Enhancing heat transmission and improving performance are two primary requirements in industrial 

equipment. Heat exchangers, boilers and solar collectors are among the applications that might result 

in energy savings, speed up processing, increase the thermal system rating, and extend equipment life 

[12]. The additions of NPs into based fluids form nanofluids, which can improve the heat transfer 

performance of the base fluids considerably affecting the thermal conductivity and viscosity of the base 

fluid. NPs can interact with liquids at the molecular level and transfer heat more effectively than base 

fluids because of their small size (often less than 100 nm) in a liquid mixture [13]. Carbon-based 

nanofluids have been observed to exhibit improved thermophysical properties such as heat transfer 

coefficients, thermal conductivity, viscosity and thermal diffusivity compared to those of base fluids 

[14].  

In this study, surface modifications were made to overcome the agglomeration and increase the use 

of Ag/f-MWCNTs in heat transfer due to their remarkably high thermal conductivity of more than 3000 

W/mK at room temperature [15]. Both deionized and ethylene glycol were utilized as base fluids in this 

investigation to explore the impact of base fluids. The results show a great improvement in the 

dispersibility and thermal conductivity of Ag/f-MWCNTs. 

2.  Experimental procedure  

2.1. Synthesis of f-MCNTs and Ag/f-MWCNTs  414 

All the utilized chemicals were of analytical grade and employed directly out of the package. Sulfuric 

acid (H2SO4), Nitric acid (HNO3), Ethylene glycol (CH2OH)2, Polyvinylpyrrolidone (PVP) and 

MWCNTs were obtained from Sigma Aldrich. Glassware used in the tests were carefully cleaned, 

rinsed with deionized water (di-H2O), and dried. Synthesis involves dispersing NPs in a 3:1 mixture of 

ethylene glycol and di-H2O.  

2.1.1.  f-MWCNTs by acid cutting method.  

Firstly, 10 mL of a 3:1 solution of concentrated H2SO4 and HNO3 was used to treat 0.01 g of raw 

MWCNTs. The mixture was subjected to stirring for 8 hours at room temperature and then sonicated 

for 3 hours in an ultrasonic bath. Carboxyl acid groups were added to MWCNTs. When the pH of the 

mixture reached 7, the resulting solution was filtered, rinsed, and diluted with di-H2O. The produced f-

MWCNTs were vacuum-dried for 6 hours at 40 °C. 

 

2.1.2. Wet impregnation.  

Wet impregnation and ultrasonication were used to decorate f-MWCNTs with Ag NPs. 100 mL of 

ethanol and 1.0 g of f-MWCNTs were mixed, treated for 30 minutes, and gradually added 0.05 M 

AgNO3 to the ethanol. When the desired ratio of Ag and di-H20 was achieved, ethanol evaporated by 

drying the precursor mixture at 40 °C for 6 hours. 

 

2.1.3.  f-MWCNTs and Ag/f-MWCNTs nanofluids synthesis by a two-step method. 

The synthesis of f-MWCNTs and Ag/f-MWCNTs was achieved by a two-step method where NPs were 

dissolved in base fluid with surfactants added to enhance stability, modify viscosity, and increase 

thermal conductivity. 

2.2. Characterization. 

The structural properties of the prepared MWCNTs, f-MWCNTs and Ag/f-MWCNTs NPs were 

investigated using XRD measurements. The Raman spectra of the NPs were analyzed with a laser of 

532 nm at a laser power of 1,45 mW. The element composition and morphology of the NPs were 

investigated by energy-dispersive X-ray spectroscopy (EDS) and field emission-scanning electron 

microscopy (FE-SEM) systems, which were coupled using the Zeiss Ultrafast 540 instrument. 

MWCNTs, Ag-NPs, and Ag/f-MWCNTs nanocomposites shape and size distribution were investigated 

by high-resolution transmission electron microscopy (TEM, JEOL-JEM 1010) at a magnification of 1.0 

100 Optimization of silver decorated functionalized multi-walled carbon . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

M. Fourie-transform Infrared spectrometer was employed to study the optical properties of the 

MWCNTs. 

 

3.  Results and discussion 

   

3.1.  Structural properties   

XRD patterns shown in Figure 1, validated the chemical and structural integrity of the produced f-

MWCNTs and Ag/f- MWCNTs. MWCNT samples showed a specific Bragg diffraction peak at 30° and 

50° assigned to the (002) and (200) of the graphite crystalline phase. The peak exhibited an upshift as 

compared to the typical graphite peak at 2Ɵ = 26.5°, explained by a reduction in the spacing between 

the sp2, C = C layers [16]. The presence of Ag in f-MWCNT showed the face-centered cubic (fcc) phase 

represented by the other four observed peaks at 2Ɵ = 32,8°, 37,6°, 53,4°, 58,2°, and 62,9°, respectively. 

Ag is indexed as (002), (111), (200), (220), and (311), respectively. 

 

                                   
Figure 1. XRD for p-MWCNTs, f-MWCNTs, and Ag/f-MWCNTs NPs 

  

3.2.  Surface morphology properties  

Figure 2(a) shows an HR-TEM image of p-MWCNTs indicating large particle length and smooth 

surface with visible walls of the material. HR-TEM image of f-MWCNTs nanocomposites shown in 

Figure 2(b) have the roughness on the surface of the material and reduced size of the particle. Ag/f-

MWCNTs studied in Figure 2(c) show an HR-TEM image of Ag/f-MWCNTs, the walls of the material 

are no longer visible due to the presence of Ag NPs grafted on the surface.  

Figure 2(d) shows SEM and EDS images of MWCNT structure defects, carbon, and oxygen content. 

Figure 2(e) shows EDS for f-MWCNTs with sulfur, carbon, and oxygen due to particle compactness. 

Furthermore, Figure 2(f) EDS spectra confirms Ag NPs on the material surface with shortened particle 

lengths. SEM images show the breaking of large particles into nanotubes, shortening MWCNTs, and 

Ag NPs, while EDS shows chemical composition before and after oxidation. 

 

3.3.  Optical properties      

The Raman spectra of p-MWCNTs, f-MWCNTs, and Ag/f-MWCNTs are displayed in Figure 3(a) 

showing two bands: the graphitic band (G-band) and the structural defects band (D-band). All samples 

were observed to have the D and G bands assigned to the peak at 1340 cm-1 and 1597 cm-1 respectively. 

Ag/f-MWCNTs have a higher D-band intensity peak, indicating high defects in their structure. This 

increases the surface area of Ag/f-MWCNTs, enabling them to form couples with other materials. 
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Figure 2. HR-TEM images (a) p-MWCNTs, (b) f-MWCNTs and (c) Ag/f-MWCNTs. SEM images of 

(d) p-MWCNTs, (e) f-MWCNTs, and f) Ag/f-MWCNTs. 

 

The FTIR spectra shown in Figure 3(b) provide information about the functionalization of MWCNTs 

and their interaction with metal cations. Herein, p-MWCNT lacks functional groups, reducing complex 

formation, and MWCNT functionalization allows complex formation with different metal cations. This 

is reflected in the spectrum, where no distinctive peaks related to functional groups are observed. The 

peak observed at 1110 cm-1 corresponds to the carbon nanotube's stretching vibration of C-C bonds. In 

addition, both f-MWCNTs and Ag/f-MWCNT exhibited characteristic absorption peaks at 1640 cm-1 

and 1220 cm-1 assigned to the C=O stretching vibration. Furthermore, the presence of free hydroxyl 

groups was indicated by the absorption peak at 3435 cm-1 in the spectrum of Ag/f-MWCNTs. The 

existence of a small peak at 612 cm-1 can be assigned to the deformations in the metal-oxygen bonds 

within Ag-O in the Ag/f-MWCNTs spectra[17]. The FTIR spectrum confirmed the successful 

functionalization of MWCNTs and demonstrates the presence of functional groups that enable complex 

formation with different metal cations. 

 

    
Figure 3. (a) Raman and (b) FTIR spectra of f-MWCNTs, p-MWCNTs and Ag/f-MWCNTs.   
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3.4.  Thermophysical properties  

The specific heat capacity of the listed materials in Table 1 was calculated using the gradient from the 

graph shown in Figure 4(a). The specific heat capacity (C) can be determined using the equation [18]: 

 

                                                           Csample=
1

𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 
 ×

1

𝑚𝑎𝑠𝑠 
                                                            (1) 

 

Based on the calculations, it is observed that the specific heat capacity of carbon-based nanofluids is 

lower compared to that of base fluids. This implies that a smaller amount of energy is required to transfer 

heat in carbon-based nanofluids. In particular, the specific heat capacity of Ag/f-MWCNTs nanofluid 

was found to be 1329.89 W/m2K. This indicates that the energy required to transfer heat in this nanofluid 

is lower compared to the other fluids. As a result, using Ag/f-MWCNTs as a nanofluid can be beneficial 

for heat transfer applications due to their lower specific heat capacity. This characteristic can be 

advantageous for various heat transfer processes and applications.  

The thermal conductivity measurements presented in Table 1 provide information about the heat 

transfer properties of different nanofluids, including p-MWCNTs, f-MWCNTs and Ag/f-MWCNTs 

nanofluids. The thermal conductivity of a nanofluid describes its ability to transfer heat, the higher the 

thermal conductivity value, the more effectively the material can transfer heat. The thermal conductivity 

of the nanofluid is inversely proportional to the gradient of the temperature-time response shown in 

Figure 4(b). Based on the measurements, Ag/f-MWCNT nanofluids exhibit the highest thermal 

conductivity of 9932.43 W/mK. This indicates that these nanofluids are superior in terms of heat transfer 

efficiency compared to the other fluids (f-MWCNT fluid and p-MWCNT fluid) in the study. 

 

 
Figure 4. (a) Graph of ∆T as the material has been heated in relation to time interval and (b) Plot of 

temperature in relation to the natural log of time 

    

Table 1. Heat measurements 

                     

 

 

 

 

 

              

 

4.  Conclusion and future work 

Ag/f-MWCNTs nanofluids were successfully synthesized via acid cutting, wet impregnation, and a two-

step method without degradation of the MWCNTs. The method involved the use of strong acids for 

oxidation and surfactants, which are suitable for large-scale production. The surface chemistry 

examined by Raman and FTIR spectroscopy analyses confirmed the formation of Ag/f-MWCNTs NPs. 

Material Specific heat 

capacity (W/m2K) 

Thermal 

conductivity(W/mK). 

EG: Di-H2O 3803,94 1428,57 

p-MWCNTs 3432,61 3486,75 

f-MWVNTs 1938,36 6423,76 

Ag/f-MWCNTs 1329,83 9932,43 
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The FTIR spectrum confirmed the attachment of oxygenated functional groups by appearing essential 

bands, such as C=O (from the carboxyl group), O-H, C-O, and C=C. The XRD, HR-TEM, SEM, and 

EDS confirmed the crystalline character of the Ag/f-MWCNTs and the presence of Ag NPs. The 

thermal conductivity measurements for Ag/f-MWCNTs nanofluids showed an enhancement in heat 

transfer with a low specific heat capacity of 1329,89 W/m2K and a thermal conductivity of 9932,43 

W/mK both contributed by enhanced stability and uniform dispersion of NPs. 
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Abstract. This study presents first principles studies on the structural, thermodynamics, and 

electronic properties of Pbca-CaMn2O4 and Pbcm-CaMn2O4 polymorphs for potential 

application as cathode materials in Ca-ion rechargeable batteries. All calculations were 

performed using the CASTEP code as embedded in Material Studio. We employed the density 

functional theory (DFT) and the generalized gradient approximation (GGA) of Perdew-Burke-

Ernzerhof (PBE) for the exchange correlation functional. Since we were dealing with transition 

metal oxides, we employed the Hubbard U-correction to take care of the highly correlated 

electrons in the d-orbital of the Mn atoms. The calculated lattice parameters were more than 90 

% in agreement with available experimental results, thus validating the approach employed. The 

heats of formation were negative, suggesting that the structures can be synthesized 

experimentally. During the analysis of the density of states, the considered CaMn2O4 polymorphs 

were characterized by a shallow pseudo-gap and hence can be classified as semiconductors.  

 

1.  Introduction 

For years, we have relied heavily on fossil fuel for energy supply and gasoline-powered models for 

transportation [1, 2], which are two of the leading causes of global warming [3, 4]. Hence, alternative 

energy sources are inevitable to avert global warming and environmental challenges. Renewable energy 

sources such as Photovoltaic solar systems and wind energy are some of the currently most promising 

energy supplies [5, 6]. However, energy storage devices are essential for the current renewables to be 

sustainable and reliable [7]. Energy storage devices characterized by inherent high energy density, 

appropriate operating voltage, environmental benignity, abundance, and cost-effectiveness will increase 

the implementation of renewables as an alternative to the current resources [6, 8, 9]. Rechargeable 

lithium-ion batteries (LIBs) have been used as energy storage devices for years due to their high energy 

density and other desirable properties [7, 10].  However, its single charge (Li+) brings about minimal 

energy density, raising concerns about the application of these batteries in large-scale industries [6]. 

Moreover, the projected high demand and extensive use of LIBs may lead to the exhaustion of resources 

and, consequently, increased costs and jeopardize sustainability [9]. Multivalent (MV) battery 

chemistries such as Mg2+, Zn2+, and Ca2+ ions present a more significant potential for future applications 

in battery storage [11]. Multivalent battery chemistries are of great interest since the multivalent ion 

insertion/extraction is associated with double/triple electron transfer per ion in the intercalation reaction, 

leading to higher specific energy density and volumetric power than monovalent ions [12].  Calcium ion 

battery (CIB) chemistry is particularly promising due to the high abundance of calcium on the earth’s 
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crest, relatively lower Ca2+ charge-to-radius ratio, and high capacity (1340 mAh.g-1) of calcium anodes 

[13]. Finding a suitable cathode to intercalate a multivalent ion at high voltage and high capacity has 

been a significant challenge for the development of CIBs [8, 12, 14]. Materials used in batteries are 

complex and require deep investigation to understand their complexity. The charge and discharge 

processes include electrical and chemical processes; hence, it is essential to extensively investigate the 

properties of the suitable cathode [15]. 

Various polymorphs of CaMn2O4 (Marokite, spinel, and CaFe2O4-type) have shown promise to 

initiate the quest for cathode materials for Ca ion batteries [13]. They are characterized by the edge-

sharing chains of MnO6 octahedra forming double-rutile chains connected by edge-sharing and corner-

sharing oxygens, which cause tunnels in the framework, providing 8-coordinated sites for large calcium 

atoms to occupy and diffuse as seen in Figure 1 [13, 16]. The current study presents the preliminary first 

principles studies on the structural, thermodynamic, and electronic properties of Pbca-CaMn2O4 and 

Pbcm-CaMn2O4 polymorphs at ambient conditions to mimic stability (Pbca and Pbcm refers to the space 

group of each polymorph). We have particularly calculated the lattice parameters, heats of formation, 

and density of states.  

 

 
Figure 1. Schematic representation of atomic coordination in the orthorhombic (a) Pbca-

CaMn2O4 and (b) Pbcm-CaMn2O4 systems. 

2.  Methodology 

The study performed the spin-polarized density functional theory (DFT) calculations using the 

CAmbridge Serial Total Energy Package (CASTEP) code embedded in the Materials Studio software 

platform [17]. Generalized gradient approximation (GGA) of Perdew−Burke−Ernzerhof (PBE) were 

chosen for the exchange-correlation functional [18]. The on-the-fly generated (OTFG) ultrasoft 

pseudopotentials were adopted for all calculations. The spin polarization was set at collinear, and for the 

relativistic treatment, the Koelling-Harmon scheme was employed [19]. A single point numerical energy 

convergence test calculations on both Pbca-CaMn2O4 and Pbcm-CaMn2O4 polymorphs were performed 

to determine the plane wave cut-off energies for the electronic wave functions and appropriate 

Monkhorst-Pack [20] gamma-centered k-point mesh suitable for Brillouin zone sampling. The plane 

wave cut-off energy of 500eV for both structures and k-mesh points of 5 × 4 × 4 and 9 × 3 × 3 for 

Pbca-CaMn2O4 and Pbcm-CaMn2O4 respectively were found sufficient to converge the total energy to 

within 0.1 meV. Since CaMn2O4 has Mn atoms, the Hubbard (𝑈 − 𝐽 = 4 𝑒𝑉) parameter was used to 

deal with the strongly correlated d orbitals of Mn ions [21, 22]. A study by Arroyo-de Dompablo, et al 

reported that a 𝑈 value of 4 eV gives a good prediction of the electronic structure of the CaMn2O4 

polymorphs [13]. 

3.  Results and Discussions 

3.1.  Structural and Thermodynamics Properties 

106 Structural, Thermodynamic and Electronic Properties of Calcium . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

Table 1 presents the equilibrium structural lattice parameters and heats of formation for Pbca-CaMn2O4 

and Pbcm-CaMn2O4 polymorphs at ambient conditions. The calculated lattice parameters overestimate 

the experimental data (see Table 1 for the values) [16, 23] for Pbca-CaMn2O4 and underestimate for 

Pbcm-CaMn2O4. More importantly, our DFT+U calculated lattice parameters are more than 90% in 

agreement with the experimental data, which indicates the validity of the approach employed during this 

study. Furthermore, the two polymorphs exhibit relatively large cell volumes. Specifically, the Pbca-

CaMn2O4 polymorph displays a larger volume of 653.83 Å3, whereas the Pbca-CaMn2O4 polymorph 

has a smaller volume of 300.91 Å3. This suggests that the Pbca-CaMn2O4 polymorph is likely to deliver 

higher volumetric excellent Ca reversible rate capacities during operation [24]. 

The heats of formation (∆𝐻𝑓) which are essential in determining the thermodynamic stability of a 

material were calculated using equation 1 [25, 26]:  

∆𝐻𝑓 = [𝐸𝑡𝑜𝑡𝑎𝑙 − 𝐸𝐶𝑎 − 2𝐸𝑀𝑛 − 4𝐸𝑂],                                               (1) 

 

where 𝐸𝑡𝑜𝑡𝑎𝑙 is the total energy of the geometrically fully relaxed CaMn2O4,  

while 𝐸𝐶𝑎, 𝐸𝑀𝑛 and 𝐸𝑂 are the total elemental energies of Ca, Mn, and O in their respective ground 

states. The heats of formation for Pbca-CaMn2O4 and Pbcm-CaMn2O4 structures are negative, indicating 

thermodynamic stability and that these polymorphs can be synthesized experimentally. Similar 

observations were reported by Arroyo-de Dompablo et al [13]. Moreover, the Pbca- CaMn2O4 is more 

stable than the Pbcm-CaMn2O4 since it has lower heats of formation (-6.796 eV). 

Table 1. Calculated equilibrium lattice parameters and enthalpy of formation for Pbca-

CaMn2O4 and Pbcm-CaMn2O4. Experimental data is also given where available. 

Lattice Parameter Pbca-CaMn2O4 Exp. [16] Pbcm-CaMn2O4 Exp. [23] 

a (Å) 

b (Å) 

c (Å) 

V (Å3) 

6.534 

10.222 

9.789 

653.83 

6.25 

9.90 

9.63 

596.07 

3.143 

9.947 

9.600 

300.091 

3.15 

9.95 

9.67 

302.92 

∆𝐻𝑓 (eV) -6.796 - -3.395 - 

 

3.2.  Electronic Properties 

To determine the electronic properties of the Pbca-CaMn2O4 and Pbcm-CaMn2O4 polymorphs, we have 

calculated the spin-up total densities of states (DOS) as presented in Figure 2.  

 
Figure 2. Total density of states for Pbca-CaMn2O4 and Pbcm-CaMn2O4. The Fermi energy is used as 

zero on the energy scale. 
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The DOS plots show similar trends, i.e. peaks at almost similar energy ranges for both polymorphs and 

are characterized by two distinguishable patterns: the valence band (VB) and the conduction band (CB). 

We note that the Fermi level is located on the edge of the upper valance band in both polymorphs, 

suggesting that most valence states do not overlap with the conduction band. Moreover, both systems 

show a shallow pseudo-gap around the Fermi level, indicating stability and semiconductor behaviour 

characteristics [25, 27], which agrees with the study done by Arroyo-de Dompablo et al [13]. 

Furthermore, Pbca-CaMn2O4 has lower states around the Fermi level as compared to Pbcm-CaMn2O4, 

suggesting that the Pbca-CaMn2O4 polymorph is more stable [28]. This is consistent with the calculated 

heats of formation. 

4.  Conclusion 

The structural, thermodynamic, and electronic properties of Pbca-CaMn2O4 and Pbcm-CaMn2O4 

polymorphs at ambient conditions were successfully determined by DFT-based first-principles 

calculations to mimic their stability. The calculated equilibrium lattice parameters agreed with 

experimental results, with a percentage difference of less than 10 % for both structures. Moreover, Pbca-

CaMn2O4 was predicted to have more volumetric power and better Ca diffusion than Pbcm-CaMn2O4 

due to the large cell volume.  Both polymorphs were predicted to be thermodynamically stable due to 

the negative heats of formation, with the Pbca-CaMn2O4 being the most stable. The total density of states 

showed both polymorphs are characterized by the presence of the pseudo-gap around the Fermi, 

indicating stability. Moreover, both polymorphs are predicted to have semiconductor behaviour 

characteristics. Furthermore, Pbca-CaMn2O4 has lower states around the Fermi level than Pbcm-

CaMn2O4, suggesting that the Pbca-CaMn2O4 polymorph is the more stable. The predicted large cell 

volumes, thermodynamic stability and semiconductor behaviour show that these polymorphs, in 

particular the Pbca-CaMn2O4 polymorph are potential candidates for application as cathode material in 

Ca-ion batteries. However, further studies on structural tuning to enhance electronic conductivity are 

needed to fully explore their application in this field. 
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Abstract. The increase in the number of manufacturing industries in recent decades has both 

positive and negative impacts on human health. Release of flammable and hazardous gases by 

manufacturing companies, industries, and fire into the atmosphere requires monitoring. Extensive 

research over the past decades has been conducted on the detection and monitoring of these gases 

using metal oxide semiconductor materials. This paper seeks to present the gas sensing 

performance of ruthenium-doped alpha iron oxide results towards the flammable and hazardous 

gases. The alpha iron oxide doped with a different weight percentage of ruthenium was 

synthesized by the co-precipitation method. Various characterization techniques such as X-ray 

diffractometry, thermogravimetric analysis, x-ray photoelectron spectroscopy, Brunauer- 

Emmett-Teller surface area analysis, scanning electron microscopy, high-resolution 

transmission electron microscopy, and X-ray photoelectron spectroscopy we used to investigate 

the properties of the materials. Sensors were fabricated by using the drop-casting method, and 

the sensors were tested for gas sensing performance at the operating temperature of 225 ⁰C, 

toward Liquefied petroleum gas, Ethanol, Propanol, Ammonium, and hydrogen sulfide 

respectively. The pure sample was found to be sensitive to the target gases with a response of 

26.01 toward ammonia, while the response decreased upon the addition of ruthenium. The 

samples exhibited a shift toward the Liquefied petroleum gas with a response of 24.40 as the 

ruthenium content increased. Due to the reproduction of the oxygen vacancy sites the addition 

of Ru in the samples results in unstable RuO2 as compared to Fe2O3 

1.  Introduction 

A study conducted by the World Health Organization (WHO) found that air pollution alone caused 4.2 

million deaths in 2016, while household air pollution caused 3.6 million. According to 2019 statistics, 

air pollution is among the biggest environmental health risks [1, 2]. It is equally important to maintain 

indoor air quality since people spend most of their time in indoors, as well as outdoor air pollution must 

be controlled [1, 3]. MOS-based gas sensors have been considered a promising candidate for gas 

detection in recent years. It is still necessary to improve the sensing properties of MOS-based gas sensors 

to satisfy the higher requirements for a wide range of applications, including medical diagnosis based on 

breath, gas detection in harsh conditions, and others. It is essential for MOS-based gas sensors to exhibit 

excellent selectivity, low power consumption, fast response/recovery, low humidity dependence, and a 

110 Effect of Ruthenium dopant on the sensitivity of alpha iron oxide (α- . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

low limit of detection concentration simultaneously in these fields. More and more researchers have 

been devoted to improving the sensing performance of MOS-based gas sensors in recent years [4]. 

Detecting and monitoring toxic, hazardous gases is crucial to protecting the environment and human 

health. Liquefied petroleum gas (LPG) is regarded as one of the most hazardous gases among other 

gases [5]. The presence of various toxic gases in the air that are harmful to human health has led to an 

increased interest in gas sensors in both research and industry [6]. The effects of toxic, hazardous, and 

flammable gases can include asthma, skin burning, dizziness, cancer, lung issues, and even weight loss 

[7].  

2.  Experimental procedure 

 

     2.1. Synthesis 

To prepare samples of α-Fe2O3 and Ru-Fe2O3 with varying percentages, co-precipitation has been 

identified as the most preferred route. In this process, iron chloride hexahydrate (FeCl3 .6H2O) was used 

as the precursor while ammonia solution (NH2OH) was used as the precipitant. The deoxygenated 

distilled water of 100 ml was mixed with Iron (III) chloride hexahydrate (FeCl3.6H2O) in a beaker. To 
obtain 0.01 M, the solution was stirred for 30 minutes at 80 ⁰C with a magnetic stirrer. A similar 

technique was applied to get (0.1 M) for the other solutions of Ru- α-Fe2O3 to investigate the impact 

of concentration on the size of the material. As a precipitating agent, ammonia hydroxide (NH4OH) 
was added gradually and drop by drop until pH 11 was attained. The solution was heated for 3 hours 

while being stirred magnetically continuously. A centrifugation machine (6000 rpm) was used to 
collect the precipitated product. The product underwent multiple ethanol and distilled water washings. 

The product was then dried in an oven for three hours at 80 °C. FeOOH was transformed into α-Fe2O3. 

By calcining the material for 4 hours at 700 °C in the open air. 

2.2. Characterization of Hematite and Ru dope hematite 
X-ray diffraction (XRD) was used to determine the crystal structure of those powders using German 

Bruker D8 equipment with Cu/K as a radiation source and a wavelength of (λ = 1.5418 Å). Scanning 

electron microscopy (SEM, ZEISS Sigma VP-03-07) was used to capture an image of the powder's 

surface morphology and particle size. HR-TEM of the samples was done using JEOL 1400 instrument. 

The thermal behavior was evaluated by Thermo gravimetric (TGA) and differential thermal analysis 

(DTA) in the air by using TGA Q500 TA systems or instruments. The surface area and pore size were 

determined by a nitrogen adsorption /desorption isotherms analyzer. Nitrogen adsorption/desorption 

isotherms of the adsorbent samples were carried out on a 77 k Micrometrics TRISTAR Ⅱ 3020 

volumetric adsorption analyzers. 

 

2.3. Sensor fabrication and measurement 

The powder samples of α-Fe2O3 and Ru-Fe2O3 were sonicated for two hours in the ultrasonicate bath, 

and then dropped onto an alumina substrate that had a gold electrode screen-printed on top using the 

drop-casting technique. The gas sensing measurement was conducted by using a KS026K16 

(KENOSISTES model of the 2016 year). Sensors were placed inside the gas testing chamber equipped 

with electrical and gas feeds for sensing measurement. Operating temperatures for all the measurement 

was set to 225 ⁰C. The flow of the dry air (79% N2 and 21% O2) inside the chamber controlled the 

concentration of the target gases. The target gases included liquefied petroleum gas, ammonia, ethanol, 

propanol, and hydrogen sulfide. The chamber was first filled with dry air for 30 minutes to allow the 

sensor to reach equilibrium, and then 10 minutes of each concentration of a target gas were added. The 

chamber was then filled with dry air once more for ten minutes to allow the sensor to recover. For all 

gas-sensing measures, this was done. 
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3. Result and Discussion 

 

3.1. X-ray diffraction and Surface morphology 
The XRD patterns of samples of α-Fe2O3 and Ru-Fe2O3 are depicted in Fig. 1(a). On the XRD pattern, 

only nine peaks are visible, but only five of them have high intensity, and two of them, the ones at (113) 

and (204), have lesser intensity. It indicates the existence of hematite with a rhombohedral structure 

with lattice parameters of a = 0.5036 nm and c = 1.3749 nm. The peak at the plane (104) in ruthenium-

doped samples (Ru-α-Fe2O3) started decreasing in intensity when ruthenium was added, whereas the 

peak at the plane (110) increased in intensity. The secondary phase (RuO2) was generated when the Ru 

concentration increased and was identified at 2θ = 28. 267. SEM image of sample 0.05Ru in Fig. 1 (b) 

shows well-distributed particles. While the HR -TEM shows the crystallinity of the material. The bright 

rings in the SAED patterns (Fig.2 (a)) confirm the crystallinity of alpha iron oxide (Ru-α-Fe2O3) 

samples. This is consistent with the data analysis of XRD (see Fig.1 (a)).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. (a) The XRD patterns of pristine α-Fe2O3 and Ru-Fe2O3 samples (b) SEM images for sample 

0.05Ru  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. (a) HR-TEM image for sample 0.05Ru and (b) N2 adsorption-desorption isotherm: The inset 

corresponds to the pore size distribution. 
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Nitrogen adsorption-desorption experiments were done to determine if sample surfaces are macro- or 

meso-porous. Fig.2 (b) shows nitrogen adsorption-desorption isotherm curves of the pristine α-Fe2O3. 

It was found the pose size of the pristine was 50 nm as shown on the pore size distribution curve.  

The surface and chemical composition of the materials were studied by using X-ray photoelectron 

spectroscopy. The samples, α-Fe2O3 and Ru-Fe2O3 underwent survey scans and XPS measurements. 

The survey demonstrates the element present in the materials shown in Fig.3 (a) in particular. But most 

importantly it confirmed the presence of Fe, O, and Ru in the materials. As shown in Fig.3 (b-d), the 

survey scan reveals that the sample of α-Fe2O3 contains three elements: O1s, Fe2p, and Ru3d. The 

binding energy of each element was then confirmed by further XPS analysis. Only three peaks can be 

identified in the Fe2p scan in Fig.3 (b), and they correspond to the binding energies of 710.1 eV, 711.5 

eV, and 725.1 eV, respectively. When the binding energy is lower, at 710.1 eV, the high peaks appear. 

The scan for O1s and Ru3d shown in Fig.3(c-d) shows only two peaks, but for the O1s high peaks occur 

at the lower binding energy of 530.0 eV. For the Ru3d the high peak occurs when the binding energy 

is high, at 285.1 eV. 

3.1. Gas Sensing Properties 

Semiconducting metal oxides have gas-sensing properties when exposed to hazardous and flammable 

gases at an operating temperature of (225 ⁰C). Fig.4 shows the 3D selectivity plot of the different 

flammable gases. Ammonia (1000 ppm) was substantially detected by the pristine α-Fe2O3-based 

sensor, with a response of 26.01 at 225 °C operating temperature. However, the addition of ruthenium 

decreases the gas sensor’s response and the selectivity shifted towards the LPG. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 3. X-ray photoelectron spectroscopy results for pure alpha iron oxide (α-Fe2O3). 
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Figure 4. Selectivity 3D plot of n-type α-Fe2O3 and Ru-Fe2O3 toward various flammable gases, 
ethanol, propanol, ammonia, hydrogen sulfide, and liquefied petroleum gas at 225° C operating 
temperature. 

 

Bar graphs in Fig. 5 (a) show the result of each sample and it also gives more information about the 

selectivity. The pure sample was found to be more selective of the ammonia gas since it showed a high 

response compared to the other samples. In addition to the ruthenium to host material, they selectively 

shifted towards Liquefier petroleum gas. Gas response decreases upon the addition of the ruthenium this 

is shown in Fig. 5 (b). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. (a) Bar graphs show the gas sensing result of all samples. (b) Shows the response of the 

samples toward various gases at the operating temperature is 225° C. 

 

4. The sensing mechanism of alpha iron oxide doped with ruthenium. 
In general, gas sensing only occurs at the semiconducting material's surface where oxygen is chemically 

adsorbed during the reaction. However, the free electron from the conduction band is often taken by the 

chemisorbed oxygen on the surface of α-Fe2O3 to ionize it. This process increases the resistance of air 

(b) (a) 
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by forming depletion layers [9]. Depending on the operating temperature, the ambient oxygen catches 

the free electrons on the sensor material to produce O2-, O-, or O-2 [10]:  

 

 

 

 

 

 

 

 

 

Whenever n-type semiconductors like hematite and graphite are exposed to a target gas, the previously 

created electron-depletion layers when the sensor is in the air become thin, and electrons return to the 

conduction band. In the beginning, the oxygen molecules from the air pass through the surface of the 

hematite and are adsorbed to the surface. Following this, the oxygen-free electrons form oxygen ions 

on the hematite surface with trapped electrons, as indicated in the following chemical reactions [10-

13]. 

 

5. Conclusion 

Finally, it was found that ruthenium is not suitable to be used as the dopant material, since the addition 

of the ruthenium to the alpha iron oxide decreases the gas response. Pure alpha iron oxide was found to 

be more selective towards ammonia. The selectivity shifted to liquefied petroleum gas while the 

ruthenium concentration increased, this is due to the switch in Fe2O3 to RuO2 
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Abstract. Recent advances in perovskite solar cells (PSCs) have yielded power conversion 

efficiencies (PCEs) exceeding 25% within a decade from inception. Despite the rapid growth in 

PCE, one of the major drawbacks hindering large scale commercialization is the toxicity of lead 

(Pb) component in their composition. Partially or wholly substituting Pb with environmentally 

friendly metals offers a potential solution. However, composition exploration for mixed 

perovskites still largely necessitates labour-intensive trial and error experiments. A machine 

learning (ML) approach to predict the bandgap and PCE based on the composition of 

methylammonium tin/lead iodide (MASnxPb1-xI3) using solar cell capacitance simulator 

(SCAPS) datasets is reported. The adopted ML models show good prediction capabilities with 

high R2 scores of >0.98 and >0.99 for bandgap and solar cell performance parameter predictions 

respectively. Our results suggest that ML can innovatively accelerate discovery of efficient and 

less toxic PSCs by narrowing down possible perovskite combinations to a few permutations.   

1.  Introduction 

Perovskite solar cells (PSCs) have recently emerged as the most progressive technology in the realm of   

photovoltaic research owing to their composition diversity and bandgap tunability [1-3].   

 

Perovskite is any material with a crystal structure represented by ABX3, where A is an organic or   

inorganic cation e.g., methylammonium (MA) or formamidinium (FA), B denotes a metal cation, 

typically lead (Pb) or tin (Sn) and X is an anion e.g., iodine (I) or bromine (Br) [2,3]. Miyasaka et al. [1] 

synthesized the first PSC of MAPbI3 in 2009 resulting in power conversion efficiency (PCE) of 3.8%. 

Research in this domain continued to make thundering progress yielding Pb-based PSCs device PCE 

approaching 26% in 2022, making them great contenders for the most commercialized silicon solar cells 

[1]. Despite the high PCE, one of the factors impeding PSCs market adaptability is the toxicity of Pb in 

the B-site of perovskite crystal structure. Moreover, this typical perovskite material exhibits a larger 
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bandgap value of 1.55 – 1.6 eV, which does not fall within the optimal range in the Shockely-Queisser 

(S-Q) limit for single junction solar cells [1, 10]. The preferable bandgap for single junction solar cell 

is between 1.1 – 1.4 eV [2, 3], therefore even higher PCE can be achieved if the bandgap can be reduced 

to lower values as in MASnI3 PSCs with a bandgap value of about 1.3 eV. Nevertheless, MASnI3 is 

susceptible to degradation due to the ready oxidation of Sn2+ to Sn4+ under ambient conditions [1-3].  

     Current PSCs research trends are moving towards mixed perovskites to realise their maximum 

potential [1-5]. The unparalleled advancement of Pb-based PSC efficiency is attributed to the device 

architecture and layer properties including transport layers, bandgap and absorber layer composition. In 

the present work, we envisage that partially substituting Pb in the absorber layer with non-toxic Sn may 

be a pathway towards reducing Pb toxicity while maintaining PCE. The commonly adopted PSC 

fabrication procedure largely involves trial and error methods such as continuous synthesis and property 

optimization. However, due to the vast chemical landscape of perovskite materials, realization of 

optimum properties through continuous experiments can be tedious and time consuming. In this 

perspective, we illustrate an approach that combines numerical simulation with machine learning (ML) 

supported by experimental results from literature [7] to accelerate discovery of efficient and less toxic 

PSCs. We probe the relative impact of partially substituting Pb with Sn cation on the bandgap and 

performance parameters of MASnxPb1-xI3 (where, 0≤ x ≤1) PSC. This approach can provide a robust 

pathway and a much-needed bridge between artificial intelligence and data driven materials research.  

2.  Materials and methods 

 

2.1.  SCAPS 1-D simulation 

Solar cell capacitance simulator (SCAPS) 1-D software, developed by Burgelman et al. [8] was utilized 

to simulate the performance parameter datasets. SCAPS is a versatile software designed based on basic 

semiconductor equations (i.e., Poisson, hole and electron continuity equations) for modelling solar 

devices under steady conditions. In this work, MASnxPb1-xI3 solar cell performance parameters were 

generated through a combination of 9 bandgap values and 14 thickness values as input parameters.  

     The designed PSC device architecture in the present work consists of a transparent conducting oxide 

(TCO) electrode, electron transport layer (ETL), perovskite absorber layer, hole transport layer (HTL) 

and metal contact electrode arranged the sequence as: (FTO/TiO2/MASnxPb1-xI3/Spiro-OMeTAD/Au).  

Table 1. Layer input parameters for ETL, absorber layer and HTL 

Layer properties TiO2 (ETL) MASnxPb1-xI3 (Absorber) Spiro (HTL) 

Thickness (nm) 25 200-1500 (Δ: 100) 20 

Bandgap (eV) 3.2 1.18-1.6 2.9 

Electron affinity (eV) 4.0 4.0 2.2 

Dielectric permittivity (εr) 10.0 10.0 3.0 

Conduction band density of states (Nc) (cm-3) 1 × 1021 1.2×1018 2 × 1018 

Valence band density of states (Nv) (cm-3 ) 2 × 1020 2.8×1018 2 × 1018 

Donor concentration (ND) (cm-3) 1 × 1018 1.21×109 0 

Acceptor concentration (NA) (cm-3) 0 1.21×109 1.3 × 1015 

Electron mobility μn (cm2/V.s) 1 × 10-4 2.0 1 × 10-4 

Hole mobility μh (cm2/V.s) 1 × 10-4 2.0 1 ×1 0-4 

Total defect density (cm-3) 1 × 1015 2.5×1013 1 × 1015 
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While overall PSC performance mostly depends on the transport and absorber layer properties [6], HTL 

and ETL properties were fixed along with some of the absorber layer properties. Material properties for 

each layer in our SCAPS simulation are listed in Table 1 [4, 6]. The work function for electrodes in our 

simulation were 5.0 and 5.47 eV for FTO and Au respectively [4]. The experimental bandgaps with their 

corresponding compositions for MASnxPb1-xI3 were extracted from a single peer reviewed publication 

[7] measured under the same laboratory conditions, which can arguably improve the reliability and 

accuracy of the prediction models. Solar cell performance parameters of open circuit voltage (Voc), fill 

factor (FF), current density (Jsc) and PCE were obtained through variation of 9 bandgaps and 14 

thickness values of the absorber layer. SCAPS simulation settings were configured to A.M. 1.5G (1000 

W.m-2) spectrum and temperature of 300 K. All possible combinations of the varied input parameters 

were simulated to generate 126 PSCs with unique performance parameters for each simulated device.  

 

2.2.  Machine learning 

Scikit-learn ML tools [9] were utilized for bandgap and solar cell performance parameter prediction 

models. Polynomial regression (PR) and Decision tree regressor (DT) models were used during the 

investigation. First, polynomial regression model predicted the bandgap from MASnxPb1-xI3 composition 

as shown in Figure 1(a). Secondly, using SCAPS simulated data, polynomial regression and decision 

tree models predicted the performance parameters using input parameters of thickness and experimental 

bandgap as shown in Figure 1(b). The models were validated using cross validation scores variation 

with different polynomial degrees and maximum depths for polynomial regression and decision tree, 

respectively.   The dataset was split into 80-20% to train and test the models. Model evaluation employed 

traditional statistical error metrics of Root Mean Square Error (RMSE) and R-squared (R2) scores, where 

R2 score of 1.0 and RMSE of 0.0 denote a perfect prediction with no error. Reliability of the models was 

further evaluated by predicting performance parameters using the mutually exclusive predicted 

bandgaps and thickness as shown in Figure 1(c) of the ML workflow.  

 

 

 

 

 

 

 

 

3.  Results and discussion 

Figure 2(a-d) presents R2 and RMSE scores for different polynomial degrees and maximum depths. R2 

scores increase with polynomial degrees, and peak at degree 4 with a score of 0.9983. Similarly, in 

Figure 2(b), the RMSE scores decrease with increase in polynomial degrees reaching the lowest score 

of 0.1578 at degree 4. The scores indicate optimal model performance at degree 4, with degrees beyond 

4 causing overfitting as observable in Figure 2(a), where R2 test scores are lower than train scores. Figure 

2(c) shows an initial increase in R2 score for train and test data with increasing maximum depths which 

signifies continuous improvement in performance of the model. The decrease in RMSE scores in Figure 

2(d) as maximum depth increase indicates reduction in prediction error towards higher maximum depths. 

However, the optimal maximum depth of the decision tree model is unclear, prompting cross-validation 

to gain insight of cross-validation score variation with maximum depths. Similarly, cross-validation was 

conducted for polynomial regression to confirm the initially observed optimal degree. 

Composition (x) 

Predicted bandgap 

Experimental bandgap and thickness 

PR & DT: Performance parameter 

prediction (Voc, Jsc, and FF, PCE) 

Predicted Voc, Jsc, FF, and PCE 

 

Predicted bandgap and thickness 

 

Predicted Voc, Jsc, FF, and PCE 

PR & DT: Performance parameter 

prediction (Voc, Jsc, FF, and PCE) 
PR: Bandgap prediction 

(a) (b) (c) 

Figure 1. Illustration of the utilized machine learning workflow 
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Cross-validation scores for different polynomial degrees and maximum depths are presented in Figure 

3 (a-b). Notably, cross-validation scores peak around degree 4 and depth 10 for polynomial regression 

and decision tree models respectively. Beyond degree 4 and depth 10, the scores start declining 

suggesting that these values present optimal performance of our models. In predicting the performance 

parameters using the predicted bandgap, polynomial regression achieved RMSE and R2 scores of 0.3003 

and 0.9960 while decision tree achieved 0.5397 and 0.9884 respectively. 

 

 

 

 

 

 

 

 

 

 

Figure 3. (a) Polynomial regression and (b) decision tree cross-validation scores as a function of 

polynomial degree and maximum depth 

 

Correlation between the SCAPS simulated and predicted performance parameters is presented in Figure 

4. For all four solar cell performance parameters, decision tree predicted values slightly deviate from 

the reference line, whereas polynomial regression predicted values relatively align well with the 

reference line. This supports RMSE and R2 scores as illustrated in Figure 2, where both models show 

good R2 for train and test scores. The slight deviation in decision tree predicted values can be associated 

with the relatively high RMSE (above 50%) in predicting performance parameters based on the unseen 

(predicted) bandgap. The results demonstrate that polynomial regression is a best performing model for 

our dataset. For bandgap prediction, polynomial regression was utilized by interpolating a polynomial 

Figure 2. R2 and RMSE scores for train and test data as a function of polynomial degree and 

maximum depth 
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fit line as illustrated in Figure 5(a). The model demonstrated good predictive capabilities achieving low 

RMSE of 0.0138 and R2 score of 0.9895 indicating a good fit between the predicted and experimental 

bandgaps as shown in Figure 5(b). The model built in this manner allows prediction of bandgaps  

corresponding to compositions not present in our original dataset providing guidance on synthesizing 

optimized perovskite materials. Figure 5(a) illustrates dependence of the bandgap on composition. With 

increase in x, the bandgap decreases almost linearly at lower compositions and non-linearly at 

intermediate compositions showing parabolic dependence on the composition between end compounds. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
When x=0.5, the bandgap displays lowest value (1.18 eV), lower than the lowest MASnI3 end 

compound. This non-linearity is referred to as bandgap bowing effect and is consistent in ASnxPb1-xI3 

for all possible A-site cation studied so far [2, 3].  

 

 

 

 

 

 

 

 

 

Figure 5. (a) Composition-dependent bandgap variation (b) Comparison of predicted and experimental 

bandgap 

 
 
The implication is that this effect can also be attained through utilization of other A-site cations including 

formamidinium and cesium or multiple A-sites. Rajagopal et al. [3] reported that MAPbI3 and MASnI3 

crystallize in the tetragonal and (pseudo)cubic phases respectively at room temperature and with 

increase in x, a gradual tetragonal to (pseudo)cubic phase transition as x approaches 0.5 is observed. 

This transition not only offers an advantage of reduced bandgap but also slower oxidation kinetics of 

MASnI3, leading to improved stability of MASnxPb1-xI3 compared to pure MASnI3 [1, 5, 10]. Therefore, 

depending on the composition ratio and temperature, MASnI3 crystal structure may transform from 
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Figure 4. Comparison of simulated and predicted solar cell performance parameters 
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(pseudo)cubic to tetragonal or a combination of both influencing its stability and optoelectronic 

properties. For example, perovskite compounds with 50% Sn or less are reportedly more stable than 

with pure Sn compounds [5]. While mixed compounds enhance degradation lifetime compared to pure 

MASnI3, overall stability remains inadequate for long term exposure to ambient conditions. Current 

research efforts to address this issue include additive engineering and encapsulation layers such as 

protective polymer coating [1]. Figure 6 shows correlation between SCAPS simulated and ML predicted 

optimum solar cell performance parameters. SCAPS simulated performance parameters: Voc= 0.91 V, 

FF = 62.78 %, Jsc = 28.47 mA/cm2 and PCE = 16.22% are in good correlation with ML predicted 

performance parameters as also evident in the RMSE and R2 scores of the models in Figure 2. 

 

 

 

  

 

 

 

 

 

 

 

Figure 6. Comparison between SCAPS simulated, polynomial regression and decision tree predicted 

optimum solar cell performance parameters. 

 

These parameters correspond to the bandgap of 1.45 eV and Sn composition of 0.125. Notably, PCE 

decreases with increase in Sn composition, suggesting a trade-off between toxicity reduction with PCE 

and stability. The simulated device PCE obtained is less than the S-Q maximum efficiency limit 

estimated at 30% by Lim et al. [10]. Therefore, optimization of the simulated device such as varying the 

HTL, ETL and contact electrode properties can be pursued to further improve PCE of the device towards 

the optimal theoretical S-Q limit. 

 

4.  Conclusion 

The ML workflow is expected to guide experimentalists on minimizing trial and error experiments 

through rapid composition dependent bandgap and performance parameter prediction before fabrication. 

Our results suggest that polynomial regression exhibit remarkable accuracy as it achieves high R2 score 

with minimal error rates for both seen and unseen bandgaps. The versatility of our workflow is that it 

can be applied independently to PSCs with analogous structures, expanding its usability beyond SCAPS 

simulation framework. The PSC structure herein achieves PCE of 16.22% for the bandgap of 1.45 eV 

and Sn composition of 0.125 and it offers multi-advantages such as bandgap reduction to single junction 

solar cell range. Moreover, toxicity can be reduced through a reasonable trade off with PCE and stability. 

Although mixed Sn/Pb PSCs improves stability of the oxidation prone MASnI3, it is not yet adequate 

for prolonged exposure to ambient conditions. Ongoing research have shown that the lifetime and PCE 

of MASnxPb1-x I3 can further improve through additive engineering and/or protective coating layer.  
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Abstract. Ternary metal dichalcogenide compounds have piqued the interest of the industrial 

and scientific communities because of their numerous applications in catalysis, electronics, 

aerospace, and electrode materials. Among them, the NaVSe2 dichalcogenide compound 

promises excellent intercalation and high conductivity. However, details on the structural and 

electronic properties of NaVSe2 remain limited, especially at the atomistic scale. The present 

study used a density functional theory (DFT) approach using different generalized gradient 

approximation functionals such as Perdew-Burke-Ernzerhof (GGA-PBE), Perdew-Burke-

Ernzerhof revised for solids (PBEsol), and local density approximation (LDA) to investigate the 

structural, thermal, and electronic stability of NaVSe2. The results showed that the heats of 

formation (∆Hf) less than 0 for NaVSe2, which implies that the phase is thermodynamically 

stable. Furthermore, the GGA-PBE functional was found to be the most suitable function to 

predict the NaVSe2 properties compared to the GGA-PBEsol and LDA functional. Furthermore, 

the recent findings reveal that NaVSe2 meets all mechanical stability requirements across the 

board. It was also discovered that LDA overestimates elastic constants while GGA-PBE 

underestimates them. 

1.  Introduction 

Transitional metal dichalcogenides (TMDs) with the usual sandwich structure are among the most 

promising materials with unique electrical, magnetic and mechanical properties and have been the 

subject of extensive research in recent decades [1]. Due to its multiple uses in catalysis, electronics, 

aerospace, and electrode materials, this family of compounds has garnered a great lot of interest from 

the technological and scientific sectors. This is because of its intriguing properties, such as its low 

toxicity, high chemical and mechanical stability. The localised behaviour of the transition metal d bands 

and the mixing of the transition metal state between the atoms of the transition metal and the 

surroundings of their chalcogen ligands play a significant role in determining the electronic 

characteristics of TMDs [2]. TMDCs have a variety of electrical characteristics, from metallic to semi-

conductor. Researchers have been studying the extensive variety of electrical, optical, mechanical, 

chemical, and thermal properties of TMDCs for decades [3, 4]. Due to recent developments in sample 

preparation, there is currently a renaissance of scientific and engineering interest in TMDCs in their 

atomically forms [5, 6]. 
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Various atomic species of M (metal) and X (chalcogen) have already been used to synthesise and 

characterise compounds of the TMD family with chemical composition, MX2. These comprise metallic, 

and superconductor electronic phases, making them potential candidates for a variety of devices and 

processes, including catalysts [7], Li-ion batteries (LIB) [8], and lubricants [9]. Popov et al. [10], used 

density functional theory (DFT) and DFT+U approaches to investigate the atomic geometry, electronic 

structure, and magnetic properties of VS2 and VSe2.  

Recently, there has been a lot of interest in vanadium dichalcogenides (VX2) such as VSe2, VTe2 and 

VS2 because of their exceptional optical, electrical, and chemical properties [11]. Salavati et al. [12] 

investigated the use of highly stretchable and conductive 2D 1T VS2 and VSe2 as anode materials for 

Li-, Na-, and Ca-ion storage using DFT and are reported to have a promising performance. 

Dichalcogenides of group IV and V can form a non-distorted phase, which is sometimes the 

thermodynamically stable structure in compounds such as TiS2, TiSe2, or VSe2. The study of the activity 

of the basal planes of metallic polymorphs should greatly benefit from the thermodynamic stability [13]. 

Due to high surface area, stability, and great electrical conductivity, TMDs are a valuable material for 

electrochemical energy storage devices, such as supercapacitors and batteries. TMDs can be employed 

as cathode materials in batteries due to their high specific capacity and ability to store and release a 

significant number of Li-ions [14]. However, the electronic properties of NaVSe2 are yet to be 

determined. Therefore, it is worthwhile to predict their electronic properties using different functionals 

to determine more accurate properties of NaVSe2. 

In this work, DFT was employed to investigate the structural stability of ternary NaVSe2 crystal using 

different functionals such as generalized gradient approximation (GGA) by Perdew-Burke-Ernzerhof 

(PBE), PBEsol and local density approximation (LDA). DFT has proven to be an effective theoretical 

technique for electronic structure calculations of material properties and simulation material process 

including details on chemical bonding, hybridization, and atomic interaction [15]. 

2.  Computational Method 

The work used density functional theory to characterise and investigate the structural, electronic, and 

mechanical properties of the NaVSe2 structure using the plane wave technique implemented in the 

Cambridge Serial Total Energy Package (CASTEP) [16] code of BOIVIA Materials Studio software. 

Different functionals, namely, LDA [17] and PBE [18] and PBEsol [19] were employed to approximate 

the electron exchange and correlation. All calculations used a cutoff energy of 710 eV for the set of 

plane wave basis and a Monkhorst-Pack k-point of 6x6x1 [20]. During geometry optimisation, the 

Broyden-Fetcher-Goldforb-Shanno minimisation scheme algorithm was used. The convergence 

tolerance and the absolute maximum force were set at 1x10-5 eV/atom and 0.03 eV/atom, respectively. 

The heats of formation (ΔHf) of the NaVSe2 structure were calculated as follows: 𝐸𝑡𝑜𝑡. and 𝐸𝑖 refer to 

the system's and individual's total energies, respectively, where i denotes for the atomic configuration 

and n for the number of atoms. 

                                                      𝐸𝐻𝐹 = 𝐸𝑡𝑜𝑡. − ∑ 𝑛𝑖𝐸𝑖𝑖                                                              (1) 

3.  Results and Discussion  

3.1.  Structural parameters and heats of formation 

Figure 1 presents the optimised atomic structure of the NaVSe2 crystal structure considered as an ordered 

atomic configuration with the space group R-3m. The structure is based on a trigonal phase with Na 

atoms bounded to six Se that form NaSe6 octahedra that share equivalent VSe6 octahedra. Using various 

functionals, that is, PBE, PBEsol, and LDA, structural optimisation was achieved by minimising force 

and stress tension. The computed lattice parameters a=b≠c, were a= 3.55 Å and c =21.36 Å for PBE 

functional. When comparing the computed lattice parameters for the various functionals, it was 

discovered that the lattice parameters of the PBE functional were larger than those of PBEsol and LDA 

as presented in Table 1. Comparing different GGA functionals, PBEsol underestimates all lattice 

parameters while PBE overestimates the lattice parameter a [21]. 
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Figure 1. The optimised atomic structure of 

NaVSe2 compound with aspace group R-3m. 

 

Furthermore, the computed ΔHf for NaVSe2 in relation to the different functionals is shown in Table 1. 

According to the results, the calculated value of ΔHf for the functional PBE (-1.173 eV) functional is 

largely negative (suggesting more stability) compared to the functionals, PBEsol (-1.085 eV) and LDA 

(-1.071 eV) as presented in Table 1. It was discovered that for all the functionals, the ΔHf value is 

negative, suggesting the exothermic production phase. The negative number of ΔHf implies that these 

materials are expected to have a solid solution [22]. In this current study, the ΔHf difference is -0.088 

eV for PBE and PBEsol and -0.102 eV for the functional PBE and LDA. This implies that the functional 

PBE is energetically favourable for the formation of NaVSe2.  

Table 1. Equilibrium lattice parameters (Å) and heats of formation (ΔHf) of NaVSe2 structures at 

different functionals: PBE, PBEsol and LDA. 

Structure Parameter(s) PBE PBEsol LDA 

 a 3,55 3,48 3,44 

NaVSe2 

 

c 21,36 21,37 23,23 

a/c 0,166 0,163 0,148 

ΔHf -1,173 -1,085 -1,071 

3.2.  Electronic density difference 

The electron density difference (EDD) was calculated to define the distribution of electronic charge in 

NaVSe2 structure and to identify the type of interatomic bonding between a specific pair of atoms. The 

distribution of charges and electrons inside the crystal structure was assessed using the EDD. Figure 2 

shows a 2D plot of the atoms in the electron density distribution of the system. The magnitude of 

electrons and charges are indicated by different coloured regions. The red area denotes positively 

charged electrons, whereas the blue region denotes negatively charged electrons. It is evident that the V 

atoms are mostly surround by the blue region, whereas the Se atoms dominate the red zone. The V atom 

has a significant impact on the -d states, while the Na and Se atoms do not contribute to the d states. 

Further observations revealed that both atoms (V and Se) show blue and red region charged this is due 

to atomic interaction and bonding. 

 

 

 

Figure 2. EDD for the NaVSe2 

crystal structure with the blue 

and red regions indicating 

positive and negative charge, 

respectively. 

 

V Se Na 
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3.3.  Elastic properties  

Understanding the elastic constants is essential to comprehend the anisotropic character of the bonding, 

the structural stability, and the bonding characteristics between the adjacent atomic planes. The elastic 

characteristics of the crystal are critical to understanding the microscopic and macroscopic behaviour of 

the crystal and creating new materials [23]. Six deformation modes can be used to estimate C11, C12, C13, 

C33, C44, and C66 for the tetragonal phase and the criteria of the tetragonal system are C11 > 0, C33 > 0, 

C44 > 0, C66 > 0, C11-C12 > 0, C11+C33-2C13 > 0, 2C11+C33+2C12+4C13 > 0 [24]. Calculations were 

performed using strain energy theory to investigate how the atomic configuration and different 

functionals affect the mechanical characteristics of the NaVSe2 phase.  

Table 2. Elastics constants Cij and moduli for NaVSe2 structures predicted by three different 

functionals, PBE, PBEsol, and LDA. 

Cij (Gpa)  Functionals  

 PBE PBEsol. LDA 

C11 106 110 115 

C12 23 26 17 

C13 41 53 49 

C33 101 108 99 

C44 35 35 41 

C66 41 39 49 

B 58 66 62 

G 36 34 40 

B/G 1.6 1.94 1.55 

Youngs modulus 90 89 100 

Poison’s ratio 0.24 0.27 0.23 

Anisotropy 0.84 0.88 1.4 

The strain energy theory and the elastic constant of the matrix should both be positive and symmetric, 

according to the mechanical stability criteria. Furthermore, the current findings show that NaVSe2 

satisfies all the mechanical stability requirements in all functionals. The elastic constants C11 and C33 are 

closely related to uniaxial, while C12, C13, C44, and C66 are largely associated with non-axial sound 

propagation [25]. Therefore, for all functionals, C11 and C33 have the highest values among the constants 

evaluated, which implies that NaVSe2 cannot be easily compressed under uniaxial stress. In addition, 

the Voigt and Reuss methods could be used to compute the mechanical characteristics of polycrystalline 

elastic materials, such as the shear modulus (G), bulk modulus (B), Young's modulus (Y), and Poisson's 

ratio (𝜈). According to the hypothesis of Pugh, brittleness (> 1.75) and ductility (<1.75) are predicted by 

its bulk-to-shear modulus ratio. PBE and LDA predicted that the NaVSe2 structure is brittle, while 

PBEsol predicted possible ductility. The Possion ratio, on the other hand, relates to how brittle and 

ductile a material is, with a compound being called brittle if the value is less than 0.26 and ductile 

otherwise. It is important to note that the PBE and LDA functionals in the current results also indicated 

that NaVSe2 is brittle in nature, while PBEsol exhibits ductility properties with a lower value of 0.27. 

Generally, LDA tends to be overestimate elastic constant while PBE form to underestimate them, 

although some elastic constants calculated by LDA usually are better. The creation of PBEsol was 

developed to correct PBE underbonding in solids and could account for this precision, also the overall 

trends for PBE are more accurate than LDA [26]. 

4.  Conclusion 

In summary, DFT was employed successfully to investigate the structural, thermodynamic, and 

mechanical stability of crystal NaVSe2 utilising three distinct functionals, PBE, PBEsol, and LDA. The 

findings revealed that NaVSe2 compound is thermodynamically stable with ΔHf<0. It was observed that 

the PBE functional predicts the stable heats of formation compared to those of PBEsol and LDA. 
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Furthermore, the computed lattice parameters for the LDA functional are shorter (3.44 Å) than PBEsol, 

(3.48 Å) and PBE (3.55 Å). It was also noted that LDA tends to overestimate elastic constants while 

PBE form to underestimate them. The fact that PBEsol was developed especially to correct PBE 

underbonding in solids may account for this accuracy. Additionally, both Na and Se have robust atomic 

contacts and bonding in both their negatively and positively charged regions. The mechanical 

characteristics and comparative structural study of the NaVSe2 compound maybe applied as potential 

anode and cathode TMDs materials.  
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Abstract Electrodeposition of CdSe thin films was done using a two-electrode configuration for 

different deposition periods of 5, 10, 15, 20, and 30 min. The structural, and optical properties, 

surface morphology, surface roughness, and elemental composition of the as-deposited CdSe 

thin film samples were investigated by using X-ray powder diffraction, ultraviolet- visible (UV-

VIS) spectroscopy, scanning electron microscopy, scanning probe microscopy and energy-

dispersive X-ray spectroscopy, respectively. The CdSe thin films were cubic in nature. The 

optical properties analysis revealed that the absorbance of the CdSe thin films increased with 

deposition time. The energy band gap varied from 1.69 eV to 1.85 eV for the as-deposited 

samples. The glass substrates were covered uniformly, and the shape of the grains, grain size, 

and morphology changed with deposition time. The average surface roughness was recorded as 

35.7, 45.45, and 53.6 nm for deposition times of 5, 20, and 30 minutes, respectively. Both Cd 

and Se were present in the CdSe thin films, and their percentage composition varied with 

deposition time. In thin film solar cell devices, material layer thickness plays a significant role 

and is controlled by the deposition time. The CdSe film deposited at a short time of 5 min has 

potential application as a window (buffer) layer. For a longer time, 30 min, the CdSe film can be 

used as a solar cell absorber layer. 

 

1. Introduction 

Energy is one of the primary research areas around the globe. Utilizing energy sources that are not 

renewable such as coal, gas, and oil, accelerates global warming [1]. Sustainable, renewable, and 

environmentally friendly energy sources are the way forward. Solar energy is the best source in all 

aspects, such as being free from transportation and labour force. Solar energy conversion materials play 

a significant role in converting this large amount of energy to electricity. Based on these solar energy 

materials, energy usage is controlled by quantum efficiency, production cost and stability, and lifetime 

[2]. Traditional crystalline Si-based solar cells are the leading ones in the present market. However, the 

major issue is the high cost of production of Si and its indirect band transition, as well as its low 

absorption coefficient. For these reasons, Si wafer needs material thicknesses of up to 300 μm to absorb 

more light, and this adds to the cost of production [3]. Thin film CdTe-based solar cells are alternative 

low-cost solar cells with moderate efficiency. A thin thickness of nearly 2 µm is required to absorb 99% 

of visible light. There is literature mentioning CdTe-based solar cell current status [4]. First, solar 

achieved a new benchmark for CdTe thin film conversion efficiency in 2016 of 22.1% [5]. One of the 

main issues of CdTe-based solar cells is a suitable window layer for p-n junction formation. Cadmium 

selenide (CdSe) is a group III-V compound semiconductor material with a high absorption coefficient, 

direct energy band gap, and a high photoconductive nature. It can be used for different solid-state 

devices, such as sensors [6], supercapacitors [7], and photovoltaic solar cells [8]. CdSe thin films were 
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used as buffer or absorber layers based on the preparation method and synthesis conditions. CdSe thin 

films were synthesized with the aid of a cheap two-electrode electrodeposition method to further reduce 

the cost of production. The advantages of this method were discussed in previous reports. These include 

scalability, extended bath life, little waste generation, and self-purification of electrolytes. Deposition 

parameters and processing steps, such as electrolyte pH, deposition temperature, deposition period, 

doping, and post-deposition treatment, play significant roles [9]. CdSe thin film preparation using two 

and three-electrode electrodeposition methods and with cadmium precursors such as cadmium sulphate 

[10], cadmium chloride [11], and cadmium acetate have been reported. There is no report on the 

preparation of CdSe thin films from cadmium nitrate as a Cd precursor by using the two-electrode 

electrodeposition configuration in the potentiostatic mode. Specifically, the effect of deposition time 

plays a great role in controlling the thickness of the film for device applications. CdSe thin films, with 

thickness of up to 1 µm, can be used as absorber material with very thin thicknesses of less than 100 

nm, it can be used as window material.  

In this study, the structure and optical properties, surface  and elemental composition of CdSe thin films 

grown by the two-electrode electrodeposition method from cadmium nitrate as a Cd source at different 

preparation times are reported. 

 

2. Materials and Method 

Cadmium selenide (CdSe) thin film coatings were electrochemically synthesised on conductive fluorine 

doped tin oxide (FTO) glass substrates using a potentiostat in the two-electrode mode. The sheet 

resistivity of the FTO glass substrate was 8ῼ/square. The electrolytic solution contained 0.03 M SeO2 

and 0.3 M Cd (NO3)2.4H2O as precursors of selenium and cadmium, respectively. The solution was 

prepared in 400 ml deionized water, and deposition voltage, temperature, and pH were fixed at 1950 

mV, 75 oC, and 2.3, respectively. A magnetic stirrer was used to gently agitate the mixture throughout 

the deposition. The deposition was done without further purification of the electrolyte solution. Five 

FTO glass substrates were washed using an ultrasonic bath for 30 min and then washed in ethanol, 

acetone, and methanol, respectively. Finally, the substrates were washed with deionized water and then 

dried in air. A computerized Gill AC potentiostat (ACM instrument, United Kingdom) was used as a 

source of electrical power for the two-electrode setup. Since the cathodic deposition technique was 

employed, a high-purity graphite rod that functioned as the working electrode (cathode) was bonded to 

the FTO glass substrate using an insulating polytetrafluoroethylene (PTFE) thread seal tape. Another 

high-purity graphite rod was used as the counter electrode (anode). The films were prepared at different 

deposition times of 5, 10, 15, 20, and 30 min. The structural and optical properties, surface morphology, 

surface roughness, and elemental composition of the as-prepared samples were analysed and reported.  

 

3. Results and discussion 

 

3.1 Structural properties 

A Bruker D8 Advance X-ray powder diffractometer was used for X-ray powder diffraction (XRPD) 

measurements in order to examine the structural characteristics of the CdSe thin films. To determine the 

degree of crystallinity and the CdSe layers crystal structure the incidence angle was adjusted from 20 to 

70o. Figure 1 (a) shows the XRPD patterns of the as-deposited CdSe thin films. The results confirmed 

that the CdSe thin films were formed in the cubic structure, and the (111) peak intensity of the phase 

increased with deposition time. The CdSe diffraction peaks can be detected at the angles with 2θ values 

of 25.50, 42.51, and 49.81o corresponding to the lattice planes (111), (220), and (311), respectively. The 

outcome is consistent with the JCPDS card 190191. In addition, the intense peaks corresponding to the 

FTO glass substrates were detected in the XRPD patterns. The crystallite size was estimated by utilized 

the Scherrer equation. 

𝐷 =
0.94𝜆

𝛽cos𝜃
                             (1) 
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where θ is the Bragg diffraction angle and β is the peak's full width at half maximum (FWHM) in radians. 

The 111 peak was used to estimate the crystallite sizes. Figure 1(b) shows the graph of the FWHM of 

the (111) plane and the crystallite size in relation to the period of deposition. It is evident that when the 

Coating duration enhanced from 5 to 30 min, the crystallite size of the CdSe thin films decreased. The 

crystallite size obtained for the 5 min deposition time was the maximum. 

 

                            
Figure 1. (a) CdSe thin films' XRPD plot for the different deposition times. (b) Graph of FWHM of the 

(111) peak and the crystallite size with the period of deposition. 

 

3.2 Optical properties 

To determine the films band gap, optical absorption investigations of the CdSe layers were made using 

a ultraviolet- visible (UV-VIS) spectroscopy (Win lab-scan lambda 950). Figure 2 (a) shows the 

absorbance spectra of the CdSe thin films with respect to wavelength.  

 

                        
Figure 2. (a) Absorbance, A as a function of wavelength, and (b) A2 as a function of photon energy, for 

the CdSe films deposited for different durations.   

 

The results confirmed that the absorbance of the film increased as the deposition time increased in the 

visible part of solar spectra. This situation is not same beyond 750 nm.  This is due to the increase in the 

thickness of the film. Figure 2(b) demonstrates how the square of absorbance changes with photon 

energy (eV). Extrapolating the tangent of the graph's straight-line segment to the photon energy axis 

allowed for estimating the energy band gap. The results indicate that the band gap changed as the 

duration of deposition increased. The energy band gaps were recorded as 2.11, 1.79, 1.77, 1.73 and 1.71 

eV with deposition times of 5, 10, 15, 20, and 30 min, respectively. 
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3.3 Morphological property 

To examine the surface morphology, grain size, and homogeneous of the film covering the substrate, 

scanning electron microscope (SEM) images were collected using a Jeol JSM7800F FE-SEM (field 

emission scanning electron microscope). Figure 3 shows the SEM images of the CdSe thin films grown 

for different deposition times. The results demonstrated that a thin coating of CdSe had been applied to 

the FTO glass substrate. 

 

                

             
 

The result confirmed that the morphology of the film varied with deposition time. At deposition time of 

5 min, agglomerated grains with spherical shape were observed. When the deposition time is 15 min 

more agglomerated and pin holes are observed. When the time is 30 min independent grain are visible 

which is suitable for absorber layer.   The thickness of the film increased with the length of the deposition 

time. The experimental thickness of the CdSe thin films was estimated from the SEM-cross-section 

images and the theoretical thickness was calculated by using Faraday's law of electrolysis as given in 

equation 2 [2].  

𝑇 =
𝐽𝑀𝑡

𝐹𝑛𝜌
                                                                              (2) 

where T is the film thickness, t is the deposition period, M is the molar mass of CdSe (191.37 g.mol−1), 

J is the average current density (A.cm-2) during deposition, F is the Faraday constant 96,485 C.mol−1, ρ 

is the density of CdSe (5.82 g.cm-3), and n is the number of electrons that are transferred during the 

deposition of one CdSe molecule (n = 6). The experimental thicknesses of the films were recorded as 

0.31, 0.94, and 1.9 µm for deposition times of 5, 15, and 20 min, respectively. For the theoretical 

thickness calculation, the thickness was recorded as 0.43, 1.27, and 2.5 µm for deposition times of 5, 

15, and 30 min, respectively. It should be noted that the theoretical thicknesses derived from Faraday's 

law of electrolysis exhibit larger values than the observed thicknesses from SEM. Faraday's law of 

Figure 3. SEM images of the CdSe thin films 

deposited for (a) 5, (b) 15, and (c) 30 min. 
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electrolysis, considers that all the electronic charges contributed to the formation of CdSe layers. In 

electrodeposition however, all electrons may not contribute to the thin film formation due to the 

simultaneous electrolysis of water taking place during the deposition.  

 

3.4. Surface roughness  

The surface roughness properties of the electrodeposited CdSe thin films were examined using scanning 

probe microscopy (SPM). The surface properties of materials have a significant role in device 

fabrication. The roughness of the surface indicates its degree of smoothness. Figure 4 shows the SPM 

images of the CdSe thin films that were deposited for different growth times. The results confirmed that 

the average surface roughness (𝑅𝑎)of the CdSe thin films changed with the deposition period. The 𝑅𝑎 

values recorded for the as-deposited films were 35.7, 45.45 and 53.6 nm for deposition time of 5, 20, 

and 30 min, respectively. It is clear from the topography images that deposition period has an impact on 

the surface roughness.  

                                             

             
 

3.5 Compositional properties 

CdSe thin films produced for various deposition times were examined for their elemental composition 

using Energy Dispersive X-Ray Spectroscopy (EDS). Figure 5 shows the CdSe thin films' EDS spectra 

for different growth times. The results show that Cd and Se were present in the CdSe films coated on 

the FTO glass substrates. The compositions of the Cd and Se varied with the deposition period. The Si, 

Sn and O elements are related to glass/FTO substrate while C is from the carbon tape used in sample 

preparation for SEM measurements. 

 

Figure 4. SPM images for the films with 

deposition time of (a) 5, (b) 15, and (c) 30 

min. 
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Figure 5. EDS plot of the representative CdSe thin films grown for (a) 5 and (b) 30 min. 

 

4. Conclusion 

The electrodeposition approach was used to effectively grow CdSe thin films on glass/FTO substrates 

utilizing cadmium nitrate and selenium dioxide as the Cd and Se sources, respectively. The thin films 

were electrodeposited for 5, 10, 15, 20, and 30 min. The CdSe thin films were in the cubic phase, and 

their crystallite sizes varied with the deposition period. The biggest size was noted at the lowest 

deposition time of 5 min. The absorbance and band gap of these materials varied due to their thickness 

being increased with increasing deposition time. The films' average surface roughness changed as their 

growth time increased. The compositions of the Cd and Se in the CdSe thin films also varied with 

deposition time. The overall analysis confirmed that in the electrodeposition method, CdSe thin film 

deposition time affected the material properties. Films deposited at high deposition time have the 

potential application as a possible absorber layer, while the one deposited at a shorter time of 5 min can 

be used as a window or buffer layer for thin-film solar cells. 
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Abstract.  Sodium-ion batteries have gained a lot of attention because they are much safer and 

less expensive. Recently, potential candidates for SIB were reported to include transition metal 

chalcogenides. In this study, the first-principle approach was used to investigate ternary NaVS2 

using different exchange correlation functions, GGA-PBE, GGA-PBEsol and LDA. The result 

revealed that the NaVS2 phases are thermodynamically stable with ∆Hf <0. The calculated lattice 

parameters using GGA-PBEsol functional were found to be in good agreement with previously 

reported results. Furthermore, the material's electronic properties, namely the band structure and 

density of states calculations were performed and revealed that the material has a zero-band gap, 

displaying a metallic behavior. The Mulliken population analysis were investigated to 

understand the atomic behaviour of NaVS2 phases which reveals that the present net charges (e) 

of Na, and S atoms indicate a charge transfer between the two atoms. 

1.  Introduction 

In the past two decades, a significant progress has been made in cathode materials for sodium-ion 

batteries that operates at an ambient temperature. Poly-anionic materials, sodium layered oxides, 

framework oxides, NASICONs, sulfate-fluorides, and fluorides are a few examples of these materials 

[1, 2, 3, 4, 5]. The cathode material, being a crucial constituent of sodium-ion batteries (SIB), exerts a 

direct influence on the overall battery performance and imposes an upper limit on the energy density of 

the cell. In order for the cathode materials to be deemed suitable for widespread use, they must meet the 

following set of specifications. Firstly, the cathode material must possess a significant redox potential 

to sustain the electrodynamic force of the SIBs and generate a substantial output voltage [6, 7]. 

Additionally, the cathode material must exhibit a commendable energy storage capacity to efficiently 

store and release energy [7]. Gaining a comprehensive comprehension of the operational mechanisms 

of the cathode is of utmost significance in achieving the goal of obtaining a suitable cathode material. 

Transition metal chalcogenides (TMCs) such as MoS2 and WS2 were recently reported to be promising 

candidates for SIB. Previous studies have provided insight into the electrochemical properties of various 

binary disulfides, including VS2, TaS2, ZrS2, and NbS2 [6]. Among these materials, VS2 shows notable 

characteristics owing to its inherent characteristics, namely, higher surface area, higher energy density, 

and extensive cycling performance, which are attributed to its conductivity resulting from its metallic 

behaviour. These properties suggest that the material VS2 has good electrochemical characteristics 

which makes it a promising candidate for SIB since it offers more Na+ storage sites and accelerate charge 

transfer [6]. Furthermore, it has been reported that VS2 as the electrode of metal ion batteries (e.g., Li+, 

Na+, K+, Zn2+, Mg2+, and Al3+) enhances the electrochemical performance in terms of theory and 

experiment. The unique structure and properties of VS2 make it an ideal host for the insertion/extraction 

of alkali metal ions such as Na, Li, and K [8, 9].  
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Understanding the workings of the cathode is very crucial to obtaining the correct cathode material. 

NaVS2 is a compound that has garnered interest in the context of SIBs due to its unique properties such 

as serving as an electrode material in SIBs, typically functioning as the cathode. The compound 

undergoes electrochemical reactions during the charging and discharging processes, with sodium ions 

(Na+) intercalation and deintercalation within the structure. In electrochemical reactions, NaVS2's 

metallic conductivity helps promoting effective charge transfer. This feature enhances the battery's 

overall performance and cycling stability.  

    Density functional theory (DFT+U) was used to investigate structural, electronic, and magnetic 

properties of 2D VS2 and VSe2 monolayer. The stability of the phase of VS2 and VSe2 freestanding 

monolayers has been demonstrated by a comparison of ground-state energy, which is produced by strong 

electron correlations within vanadium d-shells [10]. There are limited studies on investigating TMCs as 

potential materials for SIB applications. Ge et al. [11] investigated the ternary TMD Ti2PX2 (X = S, Se, 

Te) structure using a DFT technique, and the Ti2PTe2 structure was reported as a promising candidate 

for SIBs applications. Furthermore, the study reported that the lattice constants and thickness decrease 

in atomic order of Te, Se and S. The properties of mostly 2D TMC compounds have been thoroughly 

examined by researchers; nevertheless, there is still a dearth of knowledge regarding ternary TMCs, 

particularly with regard to atomic modelling. In this work, DFT was used to investigate structural, 

electronic, and thermodynamic properties of bulk NaVS2 compound for potential application in 

SIB.Several DFT functionals, including the local density approximation (LDA), Perdew-Burke-

Ernzerhof (PBE), and PBESol, were used to compute heats of formation, lattice constants, band 

structures, and density of states (DOS). 

2.  Computational Method 

 All calculations were performed using Materials Studio software employing the CASTEP code [13]. 

Geometry optimizations were performed utilizing various exchange correlations, including the 

generalized gradient approximation (GGA) in Perdew-Burke-Ernzerhof [14]and PBEsol and the local 

density approximation. To determine the structural, electronic, and thermodynamic stability, 

calculations were performed using the plane-wave pseudopotential method [15]. From the convergence 

tests, the kinetic cut-off energy for all the different functionals is determined to be 600 eV [9]and with 

the k-points sampling 19 x 19 x 3. Structural optimisation was carried out using the Broyden-Fetcher-

Goldforb-Shanno (BFGS) minimizations scheme algorithm. The lattice parameters were calculated and 

compared with previous reported values. Heats of formation energy (ΔHf) per unit for NaVS2 structure 

was calculated to determine the thermodynamical stability of the structures and is calculated using the 

analytical equation 1. The 𝐸𝑡𝑜𝑡. and 𝐸𝑖 present the total energies of the system and individuals, 

respectively, and i denotes the atomic configuration and n is the number of atoms. 

 

                                                                        𝐸𝐻𝐹 = 𝐸𝑡𝑜𝑡. −∑ 𝑛𝑖𝐸𝑖𝑖                                                     (1) 

 

3.  Results and Discussion 

3.1.   Structural properties and heats of formation          

Figure 1 presents the optimized atomic structure of NaVS2, exhibiting a crystal structure known as 

Caswell Silverite that crystallizes into the trigonal R̅3m space group. In this structure sodium cations 

(Na1+) are coordinated with six sulfur anions (S2-) in a manner that results in the formation of NaS6 

octahedra. These octahedra share their corners with six equivalent vanadium sulfide (VS6) octahedra, 

their edges with six equivalent NaS6 octahedra, and their edges with six equivalent VS6 octahedra. The 

compound S2- is chemically connected to three Na1+ and three V3+ atoms in a manner that results in the 

formation of a combination of Na3V3S octahedra, where the bonding occurs through both edge-sharing 

and corner-sharing interactions. 
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The octahedra that shares corners are not in a slanted configuration. The optimized lattice parameters of 

the NaVS2 compounds were computed using the different functionals for comparison and are listed in 

Table 1. Upon analysis of the lattice parameters obtained by different functionals, it was observed that 

the PBE functional exhibited larger lattice parameters as compared to PBEsol and LDA. From our 

calculations it was clear that the PBEsol exchange correlation lattice parameters correlate with the 

reported experimental results. The heats of formation (ΔHf) were calculated using equation 1 to 

determine the thermodynamic stability of the structure as predicted by the different exchange correlation 

functionals. The computed values of ΔHf were found to be negative, indicating that the NaVS2 is 

thermodynamically stable. In other words, this makes NaVS2 thermodynamically advantageous due to 

its energy release during the formation process. It can be concluded that the NaVS2 material has a solid 

solution and that it is experimentally feasible. Notably, the PBE exchange correlation functional 

exhibited greater stability with lower ΔHf = -1.37 eV/atom. A larger negative value denotes more stable 

and favourable thermodynamic state. It was discovered that the order of the current thermodynamic 

stability of NaVS2 follow ∆𝐻𝑓
𝑃𝐵𝐸 > ∆𝐻𝑓

𝑃𝐵𝐸𝑠𝑜𝑙 > ∆𝐻𝑓
𝐿𝐷𝐴 

 
Figure 1. The optimized crystal structure of NaVS2 compound. 

Table 1. Computed lattice parameters (Å), heats of formation, (ΔHf eV/atom) of NaVS2 crystal 

structure obtained using different functionals. 

Structure Parameters(s) Experimental [12]  PBE PBESol LDA 

 

 

NaVS2 

a 3.346 3.414 3.346 3.308 

c 21.02 20.405 20.268 20.027 

a/c 0.159 0.167 0.165 0.165 

Volume - 206.007 196.512 189.856 

ΔHf - -1.37 -1.31 -1.27 

 

3.2 Electronic properties 

3.2.1 Band structures 

The electronic structure of a material is one of the significant aspects in solid state to explain a variety 

of material features including opto-electronic properties, electronic thermal conductivity, and electrical 

conductivity. The electronic properties of the ternary NaVS2 compounds are described by calculating 

the electronic band structures as well as the partial densities of states for the PBE, PBE-sol and LDA 

exchange correlation functionals. The electronic band structures are depicted in Figure 2. The Fermi 

level, also known as EF, is denoted by the broken red line in the horizontal. The calculations in Figure 2 

reveals that there is no band gap of NaVS2 at the Fermi level since there is an overlapping of the valence 

band and conduction band. These finding were observed using all three functional, GGA-PBE, GGA-

PBEsol and LDA. The material NaVS2 exhibits a metallic behaviour as indicated above. NaVS2 being 

metallic in nature is an advantage for battery applications since metallic materials typically offer better 

electrical conductivity and may lead to improved performance in certain battery electrode applications. 
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The valence and conduction bands of NaVS2 would overlap meaning that the material would conduct 

electricity efficiently and exhibit high electron density at the Fermi level. 

 
 

3.2.2 Density of states 

Figure 3 depicts the total and orbital projected partial density of states (PDOS) plots for the NaVS2 

compound. The DOS for NaVS2 demonstrates a continuous distribution of electronic states throughout 

the energy range, characterized by a non-zero DOS at the Fermi level. The Fermi level is a fundamental 

concept in solid-state physics that characterizes the energy level at which the electronic states of a 

material are occupied when the temperature approaches absolute zero. The existence of electronic states 

available for conduction in NaVS2 is shown by the non-zero density of states at the Fermi level. The 

presence of several accessible states facilitates the efficient mobility of electrons, hence contributing to 

the notable electrical conductivity exhibited by the material. Consequently, there is a notable increase 

in the abundance of electronic states available for conduction, resulting in a heightened level of electrical 

conductivity compared to VS2 [6]. The valence and conduction bands exhibit an overlapping region, 

wherein the existence of states near the Fermi level facilitates the efficient mobility of electrons, leading 

to a notable enhancement in electrical conductivity. The findings indicate that V-3d exhibits 

contributions on both sides near the Fermi level. The overlapping and the hybridization of electronic 

peaks were observed at approximately of -7 to -2 eV which correspond to S-4p and V-3d. This represents 

mainly the atomic interaction and bonding of the atom in the system. In addition, it was found that the -

d orbital state contributed significantly to the Fermi level compared to -s and -p orbitals contributed less. 

This suggests that V-3d states are primarily responsible for the system's metallic behaviour. There is 

also a contribution from Na-2p orbital in the conduction band far from the band edge around 4-5. 

 

Figure 2. The band structure of 

NaVS2 in different functionals using 

(a) PBE, (b) PBEsol and (c) LDA 

functionals. 
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3.2.3 Mulliken Population 

Further exploration of the electronic properties of NaVS2 from Na, V, and S atoms can be obtained from 

the Mulliken population analysis. The partial atomic charges of Na, V, and S atoms are shown in Table 

2 and the analysis reveals that the total charge of V atoms is greater than that of Na and S atoms, with 

the difference contributed from the 3d states of V atoms. Table 2 reveals that S atoms have negative 

charges (behave as anions) whereas Na and V atoms have positive charges (behave as cations). The 

results shows that the material NAVS2 has a partial charge of about +0.50 to +0.60e for Na, −0.45 to 

−0.79e for S, and −0.29 to −0.42e for V, using these three functionals PBE, PBEsol and LDA, 

respectively. these charges are all less than +1 for V and S. The present net charges (e) of Na, and S 

atoms indicate a charge transfer between the two atoms. The effective valence is also represented in 

detail in Table 2 and is defined as the difference between the formal ionic charge and the Mulliken 

charge on the cation species. It is utilized to quantify ionicity or covalency of a compound. A covalency 

bond corresponding to an effective value greater than zero, while effective values of zero is an ionic 

bond. In the NaVS2 compound, V atom has a higher effective valence compared to Na and S atoms. 

Table 2. The computed orbital charge, Milliken charge and effective charge of NaVS2 using three 

different exchange correlation functionals. 

Functionals   s p d Total Charge Effective 

PBE Na 2.13 6.28 - 8.40 +0.60 0.36 

S 1.81 4.53 - 6.34 -0.34 1.66 

V 2.41 6.71 3.80 12.91 +0.09 4.91 

PBEsol Na 2.15 6.30 - 8.50 +0.50 0.50 

S 1.80 4.48 - 6.28 -0.28 1.72 

V 2.40 6.74 3.86 13.00 0.00 5.00 

LDA Na 2.15 6.30 - 8.45 +0.55 0.45 

S 1.80 4.48 - 6.28 -0.28 1.72 

V 2.38 6.71 3.90 13.00 0.00 5.00 

 

Figure 3. Total and partial density of 

states (PDOS) using (a) PBE, (b) 

PBEsol and (c) LDA functionals. 
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4.  Conclusion 

The structural, electronic, and thermodynamic properties of NaVS2 was performed successfully using 

DFT. These properties were investigated using three different exchange correlation functionals, GGA-

PBE, GGA-PBEsol, and LDA. The lattice parameters calculated were found to be in good agreement 

with previously reported results using GGA-PBEsol functional. All the functionals that were considered 

and analyzed have shown to have negative values of ΔHf, which indicate the presence of an exothermic 

solid solution, suggesting that NaVS2 structure is thermodynamically stable. Moreover, it was observed 

that GGA-PBE functional predicts the lowest heat of formation compared to PBEsol, and LDA. The 

electronic band structure and density of states demonstrated that NaVS2 has a metallic behaviour making 

this material suitable for SIB. 
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Abstract. Cadmium zirconium sulfide (CdZrS) thin films were synthesized by the two-electrode 

electrodeposition method at different growth cathodic deposition voltages 1540-1565 mV with 

intervals of 5 mV on the conductive fluorine-doped tin oxide (FTO) glass substrates. The 

structural, surface morphology, elemental composition, surface roughness, and optical properties 

of the resulting films were investigated using X-ray diffraction (XRD), scanning electron 

microscopy (SEM), energy-dispersive X-ray spectroscopy (EDS), scanning probe microscopy 

(SPM), and ultraviolet-visible (UV–vis) spectrophotometry respectively. The XRD results 

revealed that CdZrS thin films exhibited cubic structure. Furthermore, the results indicate that 

the intensity of the peak at 2θ = 32.84º fluctuated with an increase in deposition voltage. The 

SEM images show that the film completely covered the glass substrate and that the grain size 

changed as the cathodic deposition voltage increased. EDS confirmed the presence of all 

elements forming the desired compound CdZrS and its analysis shows that the composition of 

Cd, S, and Zr varies with deposition voltage. SPM results show that average surface roughness 

was found in the range of 13.7-28.2 nm as deposition voltage increased. UV-Vis results indicate 

a decrease in absorbance and an increase in optical bandgap in the range of 2.55-2.92 eV as 

deposition voltage increases. 

1.  Introduction  

Two-dimensional nanomaterials known as thin films have demonstrated potential for energy conversion 

[1]. The growth methods and deposition conditions, such as growth rate, electrode spacing, substrate 

temperature, thickness, as well as pre-and post-deposition activation treatments like doping, annealing 

temperature, annealing atmosphere, halide treatment, etc., all have an impact on the physical properties 

of thin films. Compound semiconductors with direct energy transition, such as CdTe, PbS, Cu2S, CdS, 

ZnTe, and ZnS, are well suited for the design of both single-junction and multi-junction devices. 

Cadmium sulfide (CdS) is an II-VI semiconductor with outstanding thermal characteristics, chemical 

stability, potential optical absorption, and a direct bandgap of 2.42 eV at 300 K. In modern thin film, 

solar cells with CdTe and CIGS absorbent layers, CdS thin films are the ideal choice for window layers. 

CdS is routinely synthesized using a variety of techniques such as chemical bath deposition (CBD) [2], 

successful ionic layer adsorption and reaction (SILAR) [3], pulsed laser deposition (PLD) [4], and 

electrodeposition [5]. With regard to device applications, each method has its own advantages and 

disadvantages. Among the above-mentioned methods, the most effective method for synthesizing CdS 

and ZnS has been found to be low-cost electrodeposition procedures [6]. CdS electrodeposited on 
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several substrates, including glass, silicon, and fluorine-doped tin oxide (FTO), has been widely 

researched. The substrate chosen is determined by the individual application and desired features of the 

CdS films. The electrodeposition technique employs an electrochemical cell with a two-electrode system 

to deposit a CdS layer onto a substrate by providing an electric potential. The two-electrode system is 

simple, inexpensive, and adaptable, whereas the three-electrode system enables exact potential control 

and is appropriate for investigations requiring accurate potential readings or control. Continued research 

and development in this field are expected to improve the performance of CdS-based devices and 

broaden their potential applications. According to the demands of the related technology, the properties 

of CdS films can be changed, and the performance parameters of the device can be updated. According 

to numerous studies, these methods include cationic and anionic dopants that enhance the optoelectronic 

characteristics of CdS films. There are a number of potential effects and improvements to the material 

when zirconium (Zr) is added to CdS. The incorporation of Zr is expected to enhance the stability of the 

material, and electrical properties by adding impurity energy levels within the bandgap, which affects 

the conductivity of a material and carrier concentration. 

It is important to note that the precise effects and improvements brought about by Zr addition 

to CdS might vary depending on a number of variables, including the technique of integration, and Zr 

concentration. The CdZrS thin films must typically be improved through additional study and testing in 

order to serve a particular application. A decrease in average surface roughness, and an increase in the 

bandgap of ZnO thin films was observed with the addition of Zr concentration [7]. A similar trend is 

observed when Zr is incorporated into the CdS matrix which increases the bandgap of CdZrS thin films. 

The average surface roughness decreased at lower voltages but increased at a higher voltage. 

 

1. Material and Method  

 

2.1 Deposition of CdZrS  

Thin films of CdZrS were electrodeposited on fluorine-doped tin oxide (FTO) glass substrates. These 

substrates were cut into 2.5 cm × 2.5 cm. The cleaning of substrates was followed based on previous 

reported work [8]. All these starting materials were of analytical reagent-grade chemicals purchased 

from Sigma-Aldrich. In 400 ml of deionized water, an electrolytic solution containing 0.3 M of cadmium 

acetate dihydrate (Cd (CH3 COO)2).2H2O as a source of cadmium (Cd), 0.03 M of sodium thiosulphate 

(Na2S2O3) as a source of sulfur (S), and 0.025 M of zirconium (iv) acetate hydroxide (Zr3 (C6H18O6 )2) 

as a source of zirconium (Zr) was prepared. The chemicals were stirred for 5 hrs to dissolve all of the 

substances. In order to electrodeposit CdZrS thin films, FTO glass substrates were fastened to a 

high−purity carbon holder using an insulating polytetrafluoroethylene (PTFE), which also serves as a 

working electrode. The FTO (now a working electrode) was rinsed with deionized water, dried in the 

air, and placed in the proper electrolyte for the electrodeposition of the necessary CdZrS thin films.  

2.  Result and Discussion  

 

3.1 Structural properties 
Figure 1(a) shows XRD patterns of CdZrS thin films deposited in the 1540-1565 mV voltage range. 

Depending on the deposition conditions, CdZrS exists in a cubic (C) crystal structure. Diffraction peaks 

with diffraction planes at angles of 2θ values, 27.56º (111) C, 32.82º (200) C, and 44.84º (620) C are 

indexed on the spectra. In figure 1(a) and (b), according to the accepted JCPDS card no. 02-0454 and 

21-0829 the detected peaks support the existence of the cubic phase of CdZrS. At the cathodic deposition 

voltage of 1545 mV, the most intense peak is observed at 2θ = 32.84º. Larger and better-aligned 

crystallites contribute more to the diffraction process, resulting in higher peak intensity in figure 1(b). 

A stronger peak can be produced if the material has a high degree of crystallinity and contains 

big, well-defined crystallites. Zr4+ has an ionic radius of (0.74 Å) which is less than that of Cd2+ 

(0.97Å), which when added into the CdS lattice can cause strain and lattice distortions. The crystal  
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Figure 1. XRD patterns for CdZrS thin films deposited at various cathodic deposition voltages. 
 

structure and peak intensity of CdZrS thin films can be impacted by Zr inclusion. More Zr may be 

absorbed into the film as the deposition voltage increases, leading to a lower peak intensity. 
By enlarging the diffraction peaks or weakening the overall crystalline quality of a material, these strain 

effects can cause a drop in peak intensity. The CdZrS diffraction peaks can become less intense due to 

the presence of new phases or the segregation of Zr-rich regions. 

The crystallite size, D, of the CdZrS thin films, was estimated at a diffraction plane of (620) 

C, using Scherrer’s equation [9]. The crystallite size of CdZrS thin films was estimated at various 

deposition voltages as shown in table 1. The rate of metal ion reduction at the cathode surface increases 

with increasing deposition voltages. A greater flux of metal ions is deposited into the substrate as a result 

of the enhanced reduction rate. The crystals can grow bigger thanks to the quicker development rate, 

which leads to bigger crystallites as observed in table 1. 

 

Table 1. The crystallite size for CdZrS thin films deposited at various cathodic deposition voltages. 

2θ (Degrees) Thin film Deposition voltage 

(mV) 

Crystallite size, D 

(nm) 

44.51 CdZrS 1540 8.59 

44.72 CdZrS 1545 14.53 

44.86 CdZrS 1550 12.18 

44.80 CdZrS 1555 16.41 

44.78 CdZrS 1560 16.42 

44.84 CdZrS 1565 11.11 

 

3.2 Morphological property 

Figure 2 (a-c) shows the SEM images for CdZrS thin films deposited at various cathodic deposition 

voltages. The nucleation process is accelerated at lower voltages (1540 mV), which causes a greater 

quantity of tiny grains to develop. The balanced growth in all directions gives these grains a tendency 

to have a more circular form. At 1550 mV decrease in transparency and an increase in light reflection 

occur as a result of the increased light scattering of the film. The film appears white due to this light 

reflection from figure 2(b). Additionally, in figure 2(c), the deposition process has a tendency to be more 

homogeneous across the substrate surface at higher voltages (1565 mV). As a result, there is greater 

uniformity in the dispersion of atoms and less growth of gleaming large grains. Shiny gigantic grains 

often appear when there is a localized build-up of deposition, which can happen at lower voltages or in 

regions with irregular current distribution. 

(b) (a) 
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3.3 Elemental composition 

 

Compositional analysis of CdZrS thin films was performed using EDS to determine the elemental 

composition of thin films, as shown in figure 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

(b) (a) 

(c) 

Figure 3. EDS spectra at (a) 1540 

mV, (b) 1550 mV, and (c) 1565 mV 

for CdZrS thin films deposited at 

various growth cathodic deposition 

voltages. 

Figure 2. SEM images at (a) 1540 mV, (b) 

1550 mV, and (c) 1565 mV for CdZrS thin 

films deposited at various growth cathodic 

deposition voltages. 

 

 
 

(b) 

(c) 

(a) 
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The results confirm the presence of Cd, Zr, and S atoms in the films. The glass substrate contains 

components such as Si, O, and Sn. Figure 3 also shows how the atomic composition of Cd, Zr, and S 

changed when the deposition voltage varied from 1540 to 1565 mV. When the deposition voltage is at 

1540 mV as shown in figure 3(a), Cd and S have higher atomic composition which makes the Cd and S 

film rich. The increasing electric field at higher voltages from 1540 to 1565 mV can cause accelerated 

migration of Cd and S ions away from the cathode surface. As a result, the atomic percentage of Cd 

decreases, pointing to the replacement of Cd ions by Zr ions as deposition voltage increases. When 

CdZrS thin films are electrodeposited, complicated interactions between the electrodeposition 

conditions, the composition of the deposition bath, and the electrochemical processes involved result in 

fluctuations in the atomic percentage of Zr as the deposition voltage rises. However, at higher voltages, 

a further phenomenon known as surface sputtering can occur. Surface sputtering happens when high-

energy electrons attack the cathode material, causing the ejection of surface atoms. This ejection of 

atoms may include previously deposited Zr atoms on the surface. 

 

3.4 Scanning probe microscopy (SPM) 

Three-dimensional SPM images of CdZrS thin films are shown in figure 4(a-c) deposited in the range 

of 1540-1565 mV. The grains were evenly spaced over the surface and also demonstrated a high degree 

of film compactness. The average roughness (Ra) value in the current study is 23.3 nm when the CdZrS 

thin film was deposited using the ED technique at a deposition voltage of 1540 mV, as shown in figure 

4(a). However, the Ra value decreased to 13.7 nm at 1550 mV in figure 4(b). Furthermore, the growth 

voltage of 1565 mV in figure 4(c), shows that the Ra value suddenly increased again to 18.2 nm. The 

reason might be an increase in grain size. A lower average roughness is often preferred for window 

materials since it denotes a smoother surface. Better optical transparency, less light scattering, and 

enhanced window material performance can all be attributed to a smoother surface. An average surface 

roughness of 13.7 nm as compared to 23.3 nm might be preferable, however, if the window material is 

used for situations where good optical clarity and less light scattering are essential. The optical qualities 

of smoother surfaces are often superior.  
 

   

 

 

 

 

 

 

 

  

 

 

 

 
 

 

 

 

 

3.5 Optical properties 

Figure 5 shows spectra of absorbance as a function of wavelength, and absorbance square as a function 

of photon energy for CdZrS thin films deposited at various cathodic deposition voltages. The absorbance 

value drops as the deposition voltage increases, as shown in the spectra from figure 5(a). This is because 

Figure 4. SPM images at (a) 1540 mV, (b) 1550 mV, 

and (c) 1565 mV for CdZrS thin films deposited at 

various cathodic deposition voltages. 

 

(a) 
(b) 

(c) 

3.00×3.00 [um] Z 0.00 – 176.03[nm] 3.00×3.00 [um] Z 0.00 – 154.41[nm] 

 

3.00×3.00 [um] Z 0.00 – 245.11[nm] 
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a higher deposition voltage causes more Zr to be incorporated into the CdS matrix. The incorporation 

of Zr into the CdS matrix, however, increases when the deposition voltage increases to 1545 mV–1565 

mV. This is seen as the absorbance value drops with an increase in deposition voltages. The larger 

crystallite sizes also contribute to this decrease in the absorbance as deposition voltage increases from 

1545-1565 mV. Lower absorbance occurs from the lower surface area since there are fewer sites 

accessible for light absorption. Less scattering suggests that bigger crystallites scatter light less 

frequently than smaller ones. Calculating the band gap involves extrapolating the graph's straight-line 

region to the photon energy axis ((Abs)2 = 0) in figure 5(b). The incorporation of more Zr into the matrix, 

which influences the intensity of the characteristic peaks and the absorbance of films, results in an 

increase in the energy band gap of the CdZrS thin films as deposition voltage increases. The energy 

band gap of CdZrS increased from 2.55, 2.70, 2.75, 2.78, 2.88, and 2.92 eV respectively, while the 

deposition potential increased. The energy band gap of the substance grows in direct proportion to the 

amount of Zr integrated into the CdS matrix as the deposition voltage increases. 

 

  

 

 

 

 

 

 
 

 

  

 

 

Figure 5. UV-vis spectra for (a) absorbance as a function of wavelength, and (b) absorbance square as 

a function of photon energy for CdZrS thin films deposited at various cathodic deposition voltages. 

 

4. Conclusion 

CdZrS thin films have been successfully deposited on FTO glass substrates. Increasing cathodic 

deposition voltage resulted in an increase in crystallite sizes. The morphology changed with variation 

of deposition voltages. EDS spectra confirmed all the expected elements. The average roughness of the 

material has the lowest value at 1550 mV. For the window material, a smooth surface is desired for thin 

films in solar cells. It is important for absorbance to decrease in a window material and 1555 mV has a 

lower absorbance compared to other voltages. An increase in bandgap as cathodic deposition voltage 

increases is an important factor in achieving high-quality window materials that have higher 

transparency and minimum light absorption. Overall, these results imply that CdZrS thin films can be 

employed as windows for optoelectronic applications when produced at higher cathodic deposition 

voltages. 
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Abstract. Doping of CsPbX3 (where X = I and Br) perovskite with transition metals modifies 

and stabilizes the material. Mn has become important in these transition metal doping halides 

perovskites because of its ability to control fundamental properties and enhance structural 

stability and luminescence of materials. In this study, the first principle-based DFT was 

employed to investigate the manganese (Mn) incorporation effect on the structural, 

optoelectronic, and mechanical properties of CsPbX3 (where X = I and Br), materials for solar 

cell application. For both CsPbBr3 and CsPbI3, the results indicate that the substitution Pb atom 

with the Mn atom reduces the bond length and lattice constants due to Mn having a smaller ionic 

radius compared to the Pb atom. Both these undoped CsPbX3 (X=I and Br) have a direct band 

of 1.488 eV and 1.688 eV, whereas Mn-doped CsPbI3 and CsPbBr3 materials have indirect 

bandgap values of 1.274 and 1.350 eV, respectively. The optical properties of these calculated 

compounds indicate that these materials can be used in solar cell and optoelectronics 

applications. The mechanical properties were also calculated, and the results show that the 

materials are mechanically stable and ductile.  

1.  Introduction 

The halide perovskites have garnered significant interest due to their extensive utilization in various 

kinds of photovoltaic and optoelectronic devices, such as photodetectors, solar cells, and spintronic 

devices [1-2]. These perovskites have outstanding optoelectronic and photovoltaic properties including 

direct bandgap, enhanced electron mobility, significant light absorption, and long diffusion length [3, 

4]. B-site doping may improve the absorption and distance of B-X bonding, thereby increasing the 

environmental endurance and phase stability. However, partial substitution with other ions can be 

difficult due to the larger formation energy of the B-site. Manganese (Mn2+), cobalt (Co2+), zinc (Zn2+), 

germanium (Ge2+), strontium (Sr2+), and nickel (Ni2+) cations, known for their relatively smaller ionic 

radii, have been introduced into the substitutional or interstitial sites within cesium lead halide 

perovskite structures [5]. These cations serve different purposes, including improving optoelectronic 

properties, phase stability, passivating defects, suppressing ion migration, manipulating the 

crystallization process, and optimizing energy band alignment. Transition metal doping is regarded as a 

technique that is used to introduce transition metal ions into the CsPbX3 (X=Cl, Br, and I) perovskite 

material to modify the opto-electronic properties of the material, which may enhance the performance 

of solar cells. Each transition metal ion has different properties and effects on the material, and the 

choice of the transition metal ion will depend on the specific application. One of the key advantages of 
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transition metal doping is that it can introduce new energy levels into the material, which can broaden 

the absorption spectrum of the perovskite [6]. This can lead to an increase in the absorption of light, 

which may enhance the solar cell’s performance. Additionally, transition metal doping can introduce 

new recombination pathways, which can improve the efficiency, and decrease charge carriers' 

recombination of solar cells.  

Doping can improve the stability of the CsPbX3 (X=Cl, Br, and I) perovskite material by introducing 

new defects and impurities into the material, which can act as recombination centres and reduce the 

stability of the material. However, by carefully controlling the amount and type of transition metal ions 

that are introduced into the material, it is possible to decrease the formation of these defects and 

impurities and improve the stability of the material. In this study, first-principles density functional 

theory (DFT) was used to investigate the structural, electronic, optical, and mechanical properties of 

Mn-doped CsPbX3 (X=I and Br) perovskites.  

2.  Computational Method 

The density function theory calculations were performed using the Vienna Ab initio Simulation Package 

(VASP) with the generalized gradient approximation (GGA) functional [7-8]. The GGA+U method was 

used to calculate the properties in all analyzed doped systems to correct the strong Coulomb interactions 

of 3d electrons. Doping atom Mn had Hubbard Ueff value set as 3.5 eV.  The total energy convergence 

threshold of 10−8 eV was used. All the calculations used the cut-off energy of 500 eV with the Brillouin-

zone integrations of 6 × 6 × 6 for Monkhorst-Pack k-point mesh [9]. Moreover, the spin-polarized mode 

was considered in all calculations. The electronic configuration for transition metal Mn is [Ar] 3d5 4s2. 

The absolute maximum force and convergence tolerance were set at 0.03 eV/atom and 1x10-6 eV/atom, 

respectively.  

3.  Results and Discussion  

3.1.  Structural properties 

The investigated transition metal doped materials belong to the cubic crystal structure with Pm-3m 

(no.221) space group. The 3D Visualisation for Electronic and Structural Analysis (VESTA) [10] 

software was used to visualize the crystal structures. The pure compound unit cell is composed of five 

atoms, with the Cs atom occupying the body-centered 1b Wyckoff site (0.5, 0.5, 0.5) of the crystal. The 

B-site cations occupy the corners of the cubes at the 1a Wyckoff site (0, 0, 0), while I atoms occupy the 

face cantered positions at the 3d Wyckoff site (0.5, 0, 0). Figure 1 represents the undoped and Mn doped 

CsPbX3 (X = I or Br) supercell crystal structure. The impurity added in the pure supercell of CsPbX3 (X 

= I or Br) by substituting the Pb atom with Mn transition metal dopant with a concentration doping of 

12.5 %. The computed structural parameters and bandgap energy of pure and doped CsPbX3 (X = I or 

Br) perovskite compared with available experimental and experimental values are shown in Table 1. 

Table 1 shows that replacing Pb with Mn atom decreases the volume and lattice constants for both 

CsPbI3 and CsPbBr3. This is due to the ionic radius difference between the dopant and host, where Mn 

(0.83 Å) has a smaller ionic radius compared to the Pb (2.20 Å) atom. This change in lattice parameters 

is also explained by the electron configuration of the transition metal (Mn), which replaces the Pb atom 

in both halides’ materials. The introduction of 3d electrons in the valence band (VB) and conduction 

band (CB) close to the Fermi level alters the crystal symmetry. Their bond lengths and angles of pure 

and Mn doped CsPbX3 (X = I or Br) perovskite was also calculated and compared in Table 1. The bond 

length of these materials demonstrated that Pb-I and Pb-Br increase with the average distance of 3.312 

Å because of the lattice distortion and gives rise to Mn-I and Mn-Br bond lengths between 2.898 - 3.009 

Å, respectively as seen in Table 1. The bond angles do not change even after the incorporation of 

manganese atom. 
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Figure 1. The polyhedron crystal structure supercell (2 x 2 x 2) of (a) undoped and (b) Mn-doped 

(purple octahedron) CsPbX3, X=I and Br perovskites. 

Table 1. The calculated lattice parameters (Å), volume (Å3), angle (°), bond length (Å), and bandgap 
of pure and Mn doped CsPbI3 and CsPbBr3. 

 
Lattice constant (Å) 

 

Cal                                      Exp 

Volume 

(Å3) 

Angle 

(°) 

Bond 

Length 

 (Å) 

Band 

gap  

(eV) 

CsPbI3 a = 6.398 

 

a = 6.38 
[11] 

a 
=12.791 

a = 
6.29 
[12] 

215.40 α=β=γ=90.00 Pb-I = 
3.199 

1.488 
[11] 

 

Mn-
CsPbI3 

a = 6.341 

 

a = 
6.335 

[5] 

 
210.98 α=β=γ=90.00 Pb-I = 

3.332 

Mn-I = 
3.009 

Mn-I=3.0 
[3] 

1.274 

1.24 [5] 

CsPbBr3 a = 5.949 

 

a = 5.98 
[13] 

a = 
5.870 

 

210.50 α=β=γ=90.00 Pb-Br = 
3.126 

1.688 

1.796 
[13] 

Mn-
CsPbBr3 

a = 5.914 

 

 

 

 
206.78 α=β=γ=90.00 Pb-Br = 

2.969 

Mn-Br = 
2.629 

1.350 

3.2.  Electronic properties 

The electronic band structure and density of states (DOS) of a material gives a better understanding of 

the electronic behaviour of the material. The calculated band structure of pure and Mn doped CsPbI3 

and CsPbBr3 along the high symmetry including F, γ, B, G, and γ are shown in Figure 2 (a) - (d). The 

figure shows the band structure of the undoped CsPbI3 and CsPbBr3, the valence band maximum (VBM) 

and conduction band minimum (CBM) are located at the γ point of Brillouin zone implying that these 

materials have a direct bandgap of 1.488 and 1.688 eV, respectively. As a result, these materials have 

the potential to be applied in photovoltaic devices. Dopant introduction into the semiconductor host 

reduces the bandgap due to the formation of dopant levels at the conduction or valence band edge. The 

bandgap of Mn doped CsPbI3 and CsPbBr3 materials have an indirect bandgap value of 1.274 and 1.350 

eV depicted in Figure 2, respectively. The spin-polarized DOS and PDOS for pure and Mn-doped 

CsPbX3 (X = I and Br) were shown in Figure 3 (a) - (d). These density of states for pure CsPbX3 (X = I 

and Br) reveals that the upper portion of the VB is influenced by Pb 6s states and halides (I 5p and Br 

4p). The lower energy region, 8 eV are primarily influenced by Cs 5p states, with minor contributions  
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Figure 2. The calculated electronic band structures of undoped and Mn doped CsPbX3 (X = I and Br). 

 

from Pb 6s states. Additionally, notable hybridization occurs between Pb 6s and halides (I 5p and Br 

4p) states. The lower edge of the CB is predominantly comprised of Pb 6p states, weakly interacting 

with Br 4p states. Mn 3d orbitals contributes to both VB and CB for both doped compounds. 

 

3.3.  Optical properties 

The study of optical parameter including dielectric function, absorption, conductivity, reflectivity, 

refractive index, and extinction coefficient are important for optoelectronic and solar cell applications 

which are illustrated in Figure 4. The static frequency limit of dielectric function ɛ1(0) started at 5.97, 

5.84, 4.89, and 4.76 for undoped CsPbI3, Mn-doped CsPbI3, undoped CsPbBr3 and Mn-doped CsPbBr3 

perovskites, respectively. Beyond zero frequency limit, ε1(ω) of the compounds rises and eventually 

reaches a maximum value of 9.05 at 2.09 eV, 8.76 at 2.28 eV, 7.37 at 2.18 eV, and 6.67 at 2.76 eV for 

undoped CsPbI3, Mn-doped CsPbI3, undoped CsPbBr3, and Mn-CsPbBr3 perovskites, respectively. 

Figure 3 that the value of ε2 become zero at about 22.8 eV predicting that these materials will become 

transparent above 22.8 eV. Generally, ε2 becomes nonzero when the absorption occurs [14]. 
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Figure 3. The total and partial density of states for undoped (a) undoped CsPbI3, (b) Mn-doped CsPbI3 

(c) undoped CsPbBr3 and (d) Mn-doped CsPbBr3 perovskites. 
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The calculated refractive index, n(ω) of undoped and Mn-doped CsPbX3 (X = I or Br) is shown in Figure 

4 and determines the refracted and reflected light through materials. The static frequency limit n (0) is 

3.6, 2.40, 2.37, and 2.46 for undoped CsPbI3, Mn-doped CsPbI3, CsPbBr3, and Mn-CsPbI3 perovskites, 

respectively. The K(ω) plots are demonstrated in Figure 4, which illustrates the absorbed radiation and 

behaves in a similar way as ε2(ω). The threshold (critical) energy of K(ω) is 1.40, 1.42, 1.72, and 1.54 

eV for undoped CsPbI3, Mn-doped CsPbI3, CsPbBr3, and Mn-CsPbI3 perovskites respectively. The 

absorption coefficient, α(ω) determines a material's capacity to produce optimal solar energy conversion 

and to absorb light photons. The optical absorption for undoped and doped Mn-doped perovskites is 

illustrated in Figure 4. The critical energies for undoped CsPbI3, Mn-doped CsPbI3, CsPbBr3, and Mn-

CsPbI3 are 1.404, 1.315, 1.23 and 1.453 eV, respectively. Further, as energy increases, the value of α(ω) 

increases and reaching its maximum value around 5 eV, respectively. These compounds can absorb 

photons in the visible region, making them suitable for use in optoelectronic devices. 

The reflectivity, R(ω) quantifies a compound’s ability to reflect incident light from the surface and 

demonstrated in Figure 4 for undoped and Mn-CsPbX3 (X=I and Br) perovskites. The calculated static 

frequency limit of reflectivity R(0) were 0.165 for undoped CsPbI3, 0.171 for CsPb0.875Mn0.125I3, 0.175 

for undoped CsPbBr3, and 0.168 for CsPb0.875Mn0.125Br3 perovskite compounds. The optical 

conductivity, denoted as σ(ω) and depicted in Figure 4, illustrates the generated current density in 

response to an incident photon with a specific frequency. The critical threshold initiated at approximately 

at 1.19, 1.91, 1.88, and 1.86 eV for undoped CsPbI3, Mn-doped CsPbI3, CsPbBr3, and Mn-doped 

CsPbBr3 perovskites, respectively. The intense peaks of σ(ω) for undoped and Mn doped were observed 

around 6 eV. 

 

 
 

Figure 4. The calculated optical properties of (a) undoped and Mn doped CsPbI3 (b) undoped and Mn 

doped CsPbBr3 perovskites. 
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3.3.  Elastic properties  

The elastic properties of the crystal structures are important to understanding the macroscopic and 

microscopic behaviour of the materials based on these three elastic constants can be used to determine 

C11, C12, and C44, for the cubic structure and their criteria are C11 > 0, C44 > 0, C11-C12 > 0, C11+2C12> 0. 

The independent elastic constants calculated for both undoped and Mn doped CsPbX3 (X=I, and Br) are 

shown in Table 2 which satisfy the Born criteria for cubic structure and implying that these perovskites 

are mechanically stable. The elastic modulus for these perovskite materials were determined using bulk 

(B), shear (G) and Young (Y) modulus as illustrated in Table 2 and these moduli were calculated using 

Voigt-Reuss-Hill approximation. The computed B of the investigated undoped and Mn doped CsPbX3 

(X=I and Br), both these compounds exhibit a small value, indicating their flexibility and softness. The 

introduction of Mn doping led to a small enhancement in the bulk modulus for both compounds. These 

compounds can be easily fabricated into thin films, offering potential applications in optoelectronics and 

solar cells. The shear modulus characterizes a material's resistance to deformation, while Young's 

modulus gauges its rigidity, a higher Y value signifies greater stiffness. As shown in Table 2, both halides 

experienced a slight increase in stiffness upon Mn doping, rendering them more resilient against 

deformations induced by the presence of the metal dopant. Pugh and Poisson ratio determines the 

ductility (<1.75 and <0.26) and brittleness (> 1.75 and >0.26) of a material, respectively. Based on the 

results presented in Table 2, it can be inferred that undoped and Mn-doped CsPbX3 (X=I and Br) 

displayed characteristics of ductile behaviour. 

 

Table 2. The computed elastics constants, Cij and modulus for undoped and Mn CsPbX3 (X=I and Br) 

doped perovskites. 

 

Cij (Gpa)  Compounds   

 CsPbI3 Mn-doped CsPbBr3 Mn-doped 

C11 

 

43.02 

34.41[2] 

44.76 49.39 

43.53 

52.76 

C12 

 

5.92 

4.71 

8.34 7.63 

7.44 

9.33 

C44 

 

2.86 

3.35 

4.24 4.27 

4.24 

4.24 

B 18.27 19.80 21.55 

19.47 [15] 

23.72 

G 6.72 8.75 8.58 8.78 

B/G 2.72 2.72 2.51 2.70 

Youngs modulus 17.74 20.01 22.56 23.29 

Poison’s ratio 0.34 0.34 0.32 0.34 

4.  Conclusion 

The structural, opto-electronic and mechanical stability of pure and Mn doped CsPbX3 (X=I and Br) 

were successfully investigated using DFT. The findings revealed that the addition of Mn reduces the 

bandgap of both halides and enhances the photon absorption for optoelectronic and solar cell devices. 

Furthermore, these calculated perovskite materials are ductile and mechanical stable according to elastic 

properties. 
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Abstract. Buckingham interatomic potentials for interactions arising from doping LiMn2O4 

spinel with Co and Ni have been determined successfully. The potentials are derived in spinel 

systems with structure properties calculated with the Density Functional Theory (DFT) code, 

VASP. The quality of the derived potentials was assessed by comparing the fitted structure 

properties with the structure properties calculated from the derived potentials. All the structures 

were found to have percentage differences of < 7.8% between the fitted and calculated structure 

properties (lattice constants, cell volume, Cij elastic constants, and bulk modulus). The derived 

potentials were further validated through molecular dynamics simulations of LiCo2O4 and 

LiNi2O4 spinel structures at various temperatures. Moreover, the state of these spinel structures 

was captured through atomic-level snapshots, radial distribution functions (RDFs), and total 

energy vs. temperature graphs. The derived potentials were able to describe the LiCo2O4 and 

LiNi2O4 spinel structures at various temperatures. 

1.  Introduction 

Li-Mn-O spinel continues to evoke enormous interest as a future positive electrode material for high-

energy-density lithium-ion batteries. LiMn2O4 spinel crystallizes into a cubic structure with a space 

group of Fd-3m, where lithium atoms are situated in tetrahedral sites and manganese atoms occupy 

octahedral sites. Consequently, oxygen atoms at the 32e sites form a close-packed array, resulting in 

three-dimensional pathways for easy intercalation of Li+ ions [1]. The three-dimensional channels 

facilitate high-rate capabilities suitable for electric vehicles (EVs) or hybrid-electric vehicles (HEVs). 

Moreover, it is cost-effective, thermally stable, and environmentally benign [2, 3]. However, during 

prolonged charge/discharge cycles and at elevated temperatures (> 55 °C), the material deteriorates [4, 

5]. Numerous studies have ascribed the cause of this structural degradation to the irreversible structure 

and phase change due to the Jahn-Teller effect and the disproportionation reaction of Mn3+ (2Mn3+ → 

Mn4+ + Mn2+). Consequently, the formed Mn2+ is known to dissolve in the electrolyte, resulting in severe 

capacity fading [6, 7].  

It has been shown that cation doping can stabilize the LiMn2O4 spinel structure through the 

replacement of a fraction of Mn3+ ions by divalent or trivalent cations such as Co, Ni, Zr, Al, etc. [8, 9]. 

Wang Y and co-workers carried out an experimental study of Mg-doped LiMn2O4 spinel and found that 

2% Mg dopant returns ~81% discharge capacity after 500 cycles. Moreover, the structure remained 

intact in its cubic form after the introduction of Mg [10]. Ma Y et al. explored the mechanism of doping 

Li-Mn-O spinel with Ti [11]. Furthermore, it was demonstrated that the stability of the Li-Mn-O spinel 

structure can be improved by the introduction of small percentages of Ti. Moreover, a study by Cai Z 
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and co-workers suggested that a strong Al-O bond can result in improved structural integrity of an Al-

doped LiMn2O4 spinel compared to the undoped structure [12].  

The positive results set cation doping as a significant solution for improving the electrochemical 

performance of LiMn2O4 spinel. However, there is insufficient knowledge of the effect of cation doping 

on the microstructural properties of doped LiMn2O4 spinel. Especially the impact of doping LiMn2O4 

spinel with Co and Ni on its microstructure and on the mobility of Li+ in the structure at various 

temperatures. Such studies are either computationally expensive or impossible in the Density Functional 

Theory (DFT) framework due to its unfavourable scaling with system size, which practically only allows 

studies of systems that contain a few hundred atoms. 

Molecular dynamics techniques such as amorphization and recrystallization (A&R) can introduce 

structural features such as micro-twining, point defects, and grain boundaries, which solely depend on 

the underlying forcefield [13]. The features mentioned are significant to electrochemical performance 

and contribute to the understanding of the relationship between the microstructure and its properties, 

which are essential for the optimization of material performance. However, the accuracy of an MD 

simulation is determined by the forcefield function and its parameters, which approximate the quantum 

potential energy. The insufficiency of accurate interatomic potentials (forcefields) has become a barrier 

to large-scale MD simulations due to their ambiguous derivation process, often referred to as an art 

rather than a science. The derivation of the forcefield parameters to capture the interactions in the 

material in question involves optimization of the forcefield parameters to reduce the difference between 

experimental or DFT structural properties and the structural properties calculated from the forcefield. 

However, the final parameters of the forcefield function depend on the initial parameters. As such, to 

derive accurate and physical forcefield function parameters, a physical starting point is required (initial 

parameters that relate to the interatomic interaction in question). In this regard, we have employed a 

curve fitting (CV) technique and the General Lattice Utility Program (GULP) to derive precise 

interatomic potentials for interactions that result from doping Li-Mn-O spinel with nickel and cobalt 

[14]. CV is used to determine a reasonable starting point from a potential energy surface calculated 

within the DFT framework for the interatomic interaction in question. Consequently, these parameters 

will be refined in GULP [14]. 

2.  Methodology 

The study makes use of first-principles methods based on quantum mechanics, lattice dynamics methods 

based on classical mechanics, and curve fitting (CV) methods. The derived potentials are tested with the 

molecular dynamics (MD) code, DLPOLY [15]. 

2.1.  Derivation of forcefield 

The Buckingham interatomic potential function was chosen to describe the short-range interaction in 

accordance with the Born Model of ionic solids. The Born model of ionic solids provides a way of 

describing the energy of a lattice. The Buckingham potential function is given in Equation 1 below: 

 

                                                             𝑉(𝑟) =  𝐴𝑒−𝐵𝑟  −  
𝜆

𝑟6                                                                (1) 

 

where, r is the separation distance between the two interacting atoms, and A and B are the parameters 

of the repulsive potential stopping the two atoms from overlapping. Furthermore, λ is the potential 

parameter for the attractive interaction. The potential energy surfaces are fitted to a Buckingham 

potential function using the SciPy scientific module consisting of well-known mathematical functions 

[16]. The curve_fit function was chosen for finding optimal Buckingham potential parameters that best 

reproduce a potential energy surface of a given interaction. The potentials obtained through curve fitting 

are further refined with GULP [14]. GULP is widely used to fit empirical forcefields using energy 

surfaces and data from traditional experiments or first-principles calculations [14]. All the potentials 

were fitted at 300 K and 0 Pa. 
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2.2.  Molecular dynamics 

All molecular dynamics calculations in this work are performed using the DL_POLY code [17]. The Li-

Li, Li-O, O-O, Mn-Mn, Mn-O, and Mn-Li Buckingham potentials used in this study were derived and 

tested elsewhere [17, 18]. The Nose-Hoover thermostat was applied, and a time per step of 0.0005 ps 

for 100 000 steps was chosen [19]. The systems were allowed to equilibrate for 50 000 steps, and a 

cutoff radius of 10 Å was chosen. 

3.  Results and Discussions 

3.1.  Interatomic Potentials 

The Buckingham interatomic potentials for the interactions arising from doping LiMn2O4 spinel with 

Co and Ni have been derived successfully and are listed in Table 1. The results for the derivation of the 

Buckingham potentials of the Co-Co, Co-Li, Co-O, and Co-Mn interactions are illustrated in Table 2. 

GULP was utilized in determining the final Buckingham interatomic potentials illustrated in Table 2 

[14]. However, the initial potential parameters were derived from potential energy surfaces calculated 

with the first-principles code FHI-aims. The Buckingham interatomic potentials for Co-Co, Co-Li, and 

Co-O were fitted in LiCo2O4. The fitted structure properties referred to as experimental in the table are 

reproduced to a percentage difference of less than 5%. The fitted lattice parameter compares well to the 

lattice parameter of LiCo2O4 calculated from the derived potentials. Moreover, there is a good 

comparison between the calculated volume of 537.127 Å3 and the fitted volume of 536.063 Å3, as shown 

by a percentage difference of 0.2%. The Co-Mn interaction was derived from a Co-doped Li-Mn-O 

spinel structure. The fitted volume and lattice parameters are reproduced within a percentage difference 

of less than 2.02%. Furthermore, the bulk modulus and elastic constant are reproduced to a percentage 

difference of less than 3.5%. 

     Table 3 shows the results for the derivation of the Buckingham interatomic potentials for Ni-Ni, Ni-

Li, Ni-O, and Ni-Mn interactions in Ni-doped Li-Mn-O spinel and the Ni-Co interaction in Ni-doped 

Li-Co-O spinel. The fitted LiMn1.875Ni0.125O4 spinel structure is reproduced by the derived Buckingham 

interatomic potentials, as evidenced by a percentage difference of less than 0.5% between the 

experimental (fitted) and calculated lattice parameters and volume. Furthermore, the calculated and 

fitted elastic constants and bulk modulus compare well, with a percentage difference of less than 6.7%. 

The Buckingham interatomic potentials for the Co-Ni interaction in Ni-doped Li-Co-O spinel have also 

been derived successfully. The fitted lattice parameters and volume are reproduced within a percentage 

difference of less than 0.2%. Moreover, a good comparison between the fitted and calculated elastic 

constants and bulk modulus is also observed, with a percentage difference of less than 7.2%. 

 

Table 1. The derived Buckingham interatomic potentials emerging from doping LiMn2O4 spinel with 

Co and Ni. 

Interactions 𝐴 (𝑒𝑉) 𝜌(Å) 𝐶(𝑒𝑉Å−6) 

Co - Co 48021.956 0.162 63.937 

Co - O 68670.662 0.166 21.732 

Co - Li 17210.534 0.148 10.158 

Co - Mn 120663.933 0.256 1695.250 

Ni - O 84002.097 0.169 49.086 

Ni - Mn 610056.862 0.234 3378.044 

Co - Ni 31071.223 0.165 54.294 
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Table 2. Comparison of the VASP (Fitted) and GULP (calculated) structure properties of LiCo2O4 and 

LiMn1.875Co0.125O4, results for the derivation of the Buckingham interatomic potentials for Ni – Ni, Ni 

– Li, Ni – Mn and Ni – O interactions at temperature of 300 K and a pressure of 0.00 GPa [14]. 

 LiCo2O4 LiMn1.875Co0.125O4 

Properties Fitted Calculated Fitted Calculated 

ɑ (Å) 8.129 8.123 8.153 8.208 

Volume (Å3) 537.127 536.063 541.981 552.980 

C11 Elastic constant 222.585 229.713 209.040 211.364 

C12 Elastic constant 104.944 110.176 97.840 94.682 

C44 Elastic constant 82.350 85.279 85.120 84.215 

Bulk Modulus (GPa) 145.518 150.021 134.58 132.740 

 

Table 3. Comparison of the Fitted and calculated structure properties of LiMn1.875Ni0.125O4 and 

LiCo1.875Ni0.125O4, results for the derivation of the Buckingham interatomic potentials for Ni – Ni, Ni – 

Li, Ni – Mn and Ni – O interactions at temperature of 300 K and a pressure of 0.00 GPa [14]. 

 LiMn1.875Ni0.125O4 LiCo1.875Ni0.125O4 

Properties Fitted Calculated Fitted Calculated 

ɑ (Å) 8.155 8.167 8.126 8.121 

Volume (Å3) 542.380 544.682 536.496 535.576 

C11 Elastic constant 214.540 223.853 212.477 228.188 

C12 Elastic constant 96.460 103.118 111.564 111.520 

C44 Elastic constant 86.430 88.995 81.600 86.570 

Bulk Modulus (GPa) 135.820 141.255 144.212 150.409 

 

3.2.  Molecular dynamics 

The derived Buckingham interatomic potentials for Ni and Co doping into LiMn2O4 have been tested 

through molecular dynamics simulations. Figures 1 and 2 show structural snapshots of LiCo2O4 and 

LiNi2O4, respectively, at various temperatures. The increase in temperature results in an increase in the 

vibrations of atoms about their lattice positions. The crystalline to amorphous phase change is observed 

at ~1800 K for LiNi2O4 and at ~1900 K for LiCo2O4. This is in line with the fact that Co has a higher 

melting point than Ni [20]. The crystalline-to-amorphous phase change can also be observed on the total 

energy vs. temperature graphs in figures 3 (a) and (b) for LiCo2O4 and LiNi2O4, respectively. The 

increase in temperature for the LiCo2O4 structure at a temperature greater than 1900 K facilitates the 

crystallin-to-amorphous phase change until the change is complete. This is indicated by a sharp energy 

change and an infinitesimal temperature change from ~1900 K. Phase-change is observed in the atomic 

snapshots illustrated in figure 1, where the loss of long-range atomic range is rapidly increasing from 

the temperature of ~1900 K. Similarly, at ~1800 K, the increase in temperature does not increase the 

temperature of the system for the LiNi2O4 spinel structure. The total energy vs. temperature plot for 

LiNi2O4 is in alignment with the atomic snapshots in figure 2. Figures 4 and 5 capture the distribution 

of atoms in the Li-M-O (M=Ni, Co) spinel structures at various temperatures. The RDF peaks are 

broadening with increasing temperature, suggesting a disruption of long-range atomic arrangements in 

the spinel structures, as generally expected. The RDFs of LiCo2O4 and LiNi2O4 in figures 4 and 5, 

respectively, show the greatest probability of finding an atom with respect to a given reference atom at 

any position in the separation distance between 3.5 and 10 Å. Moreover, RDF peaks for the two 

structures (LiCo2O4 and LiNi2O4) are broadening with increasing temperatures. At a separation distance 

of 4 Å, LiCo2O4 at 1900 K has a higher probability of finding an atom with respect to a reference atom 

when compared to LiNi2O4 at 1900 K. 
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Figure 1. Atomic-level structure images of LiCo2O4 spinel gradually heated to a temperature of 2100 

K. 

 
 

Figure 2. Illustration of gradual heating of a LiNi2O4 spinel bulk supercell to a temperature of 2100 K. 
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Figure 3. Total energy against temperature of (a) LiCo2O4 and (b) LiNi2O4 spinel graphs that capture 

the transition from crystalline to amorphous.  
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Figure 4. RDF graph of the Co-O interaction in 

LiCo2O4. 
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Figure 5. RDF graph of the Ni-O interaction in 

LiNi2O4. 

 

4.  Conclusion 

The Buckingham interatomic potentials for Ni and Co interactions for doping LiMn2O4 spinel have 

been developed successfully, as evidenced by a good agreement between the fitted and calculated 

structural properties. The potentials can describe the Li-M-O (M=Co, Ni) spinel structures at various 

temperatures, which is significant for studies of electrochemical properties that are temperature-

dependent. Furthermore, the potentials will be essential for high-temperature techniques such as 

simulated amorphization and recrystallization. Accordingly, the potentials can be used to perform large-

scale molecular dynamics simulations that will yield insights on the effect of the introduction of a small 

amount of Ni and Co in the Li-Mn-O spinel structure. 
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Abstract. The electron transport layer plays a vital role in extracting and transporting photo-

generated electrons, modifying the interface, and minimizing the charge recombination in 

perovskite solar cells. This study reports on the influence of titanium (II) oxide as an electron 

transport layer in perovskite solar cells. The metal oxide used as electron transport material in 

planar perovskite solar cells has proved to be effective in improving devices’ performance, 

enhancing electron mobility, and energy alignment. XRD diffractograms confirmed an anatase 

phase crystal structure with an average crystallite size of ±24.44 nm from the 4 prepared thin 

films. Structural micro-strains were calculated directly from the modified Williamson-Hall 

equation to be ± 9.75×10-4. SEM morphology revealed a mixture of compact grains with full 

surface coverage. UV-Vis absorbance spectrum showed an onset absorption at 338 nm and a 

well-aligned bandgap of 3.9 eV for the examined titanium dioxide thin films. 

1.  Introduction 

 

Perovskite solar cells (PSCs) are gaining traction as a prospective technology in thin-film photovoltaics 

due to their impressive properties which include high light absorption capacity [1], lengthy carrier 

diffusion length [2], and solution processability [3]. At present, perovskite solar cells (PSCs) have 

achieved a maximum power conversion efficiency (PCE) of 25.5% [4], surpassing the efficiency record 

of crystalline silicon solar cells. Over the span of a decade, the advancement in PCE for PSCs has surged 

from 3.8% to 25.5% [5].  

     Furthermore, the traditional architecture of the planar perovskite solar cell has an active layer 

sandwiched between an electron transport layer (ETL) and a hole transport layer (HTL) [6].  Choi et al., 

conducted a study wherein they devised two fluorinated isomeric counterparts of the well-established 

hole transport compound spiro-OMeTAD. The goal was to modify the energy level alignment, 

hydrophobic nature, and hole extraction capability within perovskite solar cells (PSCs). Notably, they 

discovered that introducing a fluorine group at the meta-position on the benzene ring (referred to as 

spiro-mF) led to a reduction in the highest occupied molecular orbital (HOMO) position from -4.97 to -

5.19 eV. This adjustment facilitated a more favorable alignment of energy levels with the valence band 

maximum (VBM) of the FAPbI3 perovskite absorber, which rests at -5.40 eV. Consequently, this 

alignment minimized interfacial energy losses, resulting in an enhancement of the open-circuit voltage 

(VOC) of the device. Furthermore, the introduction of fluorine (F) atoms induced a more compact 

arrangement of molecules in the solid state due to non-covalent intra-molecular interactions. This, in 

turn, enhanced the electronic connection between spiro-mF and the surface of the perovskite thereby 
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facilitating improved hole transport and extraction capabilities. Consequently, both the short-circuit-

current (JSC) and fill factor (FF) experienced a minor augmentation. These combined effects led to an 

efficiency increase in perovskite solar cells (PSCs), elevating it from 23.44% to 24.84%.  

     In addition, a deeper understanding of materials and structures for the ETL is crucial in improving 

device performance and long-term stability [7]. The electron transport layer plays an important role in 

extracting and conveying photo-generated electrons from the perovskite layer to either the cathode or 

anode [8]. At the same time, the ETL also modifies the interface between the perovskite layer and the 

electrode [9], minimizing charge recombination dynamics [10].  

     In this study, compact titanium (II) oxide c-TiO2 was used as an ETL. The results of the experiment 

of spray-deposited c-TiO2 are discussed. We will summarize the XRD, SEM, and UV-Vis absorption 

spectral results obtained to date and discuss future opportunities to move the field forward.  

 

2.  Experimental 

Preparation of c-TiO2 thin films using the spray pyrolysis technique 

Thin film based on c-TiO2  were prepared from a mixture of 0.5 M titanium tetra-isopropoxide (TTIP) 

sourced from Sigma Aldrich with a purity of 97.0% and 50 mL solution of ethanol obtained from Sigma-

Aldrich Reagent. The solution was stirred at ambient temperature (25 ℃) until achieving a 

homogeneous, colorless mixture. To prepare for c-TiO2 deposition, the edge portions of the substrates 

was shielded with thermal tape to protect the electrodes of the samples. The substrates were positioned 

onto a preheated hotplate, gradually raised to the desired temperature of 250 ℃ to avoid thermal stress 

on the glass substrates. The thin films were fabricated using spray pyrolysis technique, depicted in 

Figure 1, by spraying the c-TiO2 solution mixture onto the heated substrates. This process employed a 

spray pressure of 3 kPa, utilized air as a carrier gas, employed a 20 cm nozzle to substrate diameter, 

featured 0.5 mm nozzle diameter, and involved rapid sweeping motions with intervals of 60 s and delays 

of 15 s delays between sweeps. The substrates well allowed to naturally cool to ambient temperature. 

Subsequently, the c-TiO2 thin films underwent annealing at 450 ℃ for one hour for further 

characterization. 

 

3.  Results and Discussion 

 

3.1 Structural analysis for titanium dioxide properties 

Figure 2. shows the XRD diffractograms of c-TiO2 deposited on glass/FTO substrate using the spray 

pyrolysis (SP) technique. The measurements were conducted using a Bruker D2-Phaser X-ray 

diffractometer employing Cu Kα radiation with a wavelength of 0.15405 nm. Observed peaks for the 

scale 2θ of TiO2 occurred at 26.53º, 33.76º, 37.76º, 51.53º, 54.57º, 61.58º, 65.55º, 77.33º, and 78.33º. 

These peaks are closely related to those of the polycrystalline anatase TiO2 of the standard pattern 

(JCPDS no.:  88-1175 and 84-1286).  Moreover, corresponding peaks relate to the crystallographic 

planes (101), (103), (004), (200), (105), (213), (116), (220), and (206), respectively. Furthermore, the 

orientation of the 2θ diffraction peaks at 26.53° and 37.75° corresponds to that of anatase phase material 

and is in good agreement with the JCPDS 21-1272 file number. 
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Figure 1. Schematic of spray pyrolysis 

 

The principal peak at 2θ = 26.53º corresponds to the (101) crystallographic plane of the anatase phase 

in c-TiO2 nanoparticles, denoting their exclusive contribution to the pure anatase phase, excluding rutile 

or brookite phases. The average crystallite size of c-TiO2 was determined utilizing the Debye-Scherrer 

formula as described in Equation [1]: 

𝐷 =
𝑘𝜆

𝛽 cos Θ
,                                                                                     (1) 

                                          

where D is the crystal Size (nm), β the full width at half maxima of the peak (FWHM) in radians, 𝑘 is 

the dimensionless shape factor close to unit 0.9, while 𝜃 is the Bragg’s angle and λ the wavelength. The 

average crystal size was calculated and found to be 24.44 nm. Stress data regarding the crystallite strains 

produced by the crystal defects were calculated using a modified Williamson-Hall Equation [2], and the 

calculated average micro-strain for the samples was consistent with 9.75×10-4. 

 

𝛽 cos Θ =
𝑘𝜆

𝐷
+ 4𝜀 sin Θ,                                                                       (2) 

 

3.2 Titanium dioxide morphological properties 

Synthesized thin films’ surface morphology was studies using from the using field-emission scanning 

electron microscopy (FE-SEM). Figure 3(a) demonstrates an agglomerated surface morphology on the 

top layer of the films. Conversely, Figure 3(c) reveals complete surface coverage at lower magnification. 

Notably, Figure 3(b) displays nanoparticles as well-defined grains, supporting the tetragonal crystal 

structure as evidenced by the X-ray diffraction (XRD) peak broadening illustrated in Figure 2 
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Figure 2. XRD pattern of c-TiO2 thin film on FTO/glass substrate. 

 

 

. However, the impact of crystalline materials on the broadening of XRD patterns in nano-sized TiO2 is 

found to be negligible. The crystal sizes within the films ranged between 25 and 29 nm, resembling 

those observed in mesoporous TiO2 thin films reported by Kim et al. These films exhibit a notably large, 

defect-free surface topography. The XRD diffractograms is in good agreement with the SEM 

micrographs, affirming a homogeneous structure without traces of precursor impurities. Consequently, 

the successful synthesis of high-quality c-TiO2 thin films is demonstrated.   

 

3.3 UV-Vis absorption properties of c-TiO2 thin films  

The absorption spectral properties of the c-TiO2 thin films were examined from the UV-Vis 

spectroscopy setup. In Figure 4(a), the absorption spectrum depicts the thin films exhibiting maximum 

absorption directly at the wavelength of 338 nm. Furthermore, the calculated bandgap, illustrated in 

Figure 4(b) and determined as 3.9 eV for the engineered electron transport layer (ETL) thin films, aligns 

well with the wide bandgap previously investigated by Pal, M., et al.,[11] . Additionally, Tauc's plot, 

derived from equation [3] below, served as a confirmation method for the bandgap value. 

 

(𝛼ℎ𝜈)𝑛 = 𝐾 (ℎ𝜐 − 𝐸𝑔)                                                                         (3) 

 

This equation describes the relationship between the material’s absorption coefficient (α), its optical 

bandgap (𝐸𝑔) and the frequency (ν) of the incident light. Where ℎ (6.62×10-34 m2 kg.s-1) know as plank’s 

constant, 𝑛 the nature of transmission (2 for direct bandgap and ½ for indirect bandgap materials). 
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Figure 3. Top-view morphology images of c-TiO2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. UV-Vis (a) absorbance spectrum and (b) the Tauc’s plot for anatase c -TiO2 thin films. 

4.  Conclusion 

 

This study assessed c-TiO2 as an electron transport layer, showed its effectiveness in enhancing device 

performance, electron mobility, and energy alignment when we used in a solar cell as transport layer. 

Insight of the electron mobility and energy alignment is articulated in the work of Chio et al., and 

colleagues. The XRD analysis confirmed an anatase phase crystal structure with an average crystallite 

size of ±24.44 nm. Micro-strain analysis revealed a value of ±9.75×10-4, while SEM images 

demonstrated full surface coverage by compact grains. The UV-Vis absorbance spectrum indicated an 

onset absorption at 338 nm and a bandgap of 3.9 eV for the c-TiO2 thin films. Future research could 
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explore alternative electron transport materials, optimize layer thickness, and investigate interlayer 

interactions for enhanced perovskite solar cell efficiency and stability. However, in our case we are 

looking at further studying the resistivity of the thin films in this study and better channel ion migration 

at the interface. 
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Abstract. Crystals containing Rare Earth atoms are interesting candidates for spintronic devices 

due to the fact that magnetism and the electric current are caused by different electron groups. 

The exactly solvable zero bandwidth limit of the sf-model is used to calculate the conduction 

electron spin polarization 𝑃 (𝑇, 𝑛), the chemical potential 𝜇 (𝑇, 𝑛), and the 4f-magnetization 

𝑚 (𝑇, 𝑛). The Curie temperature 𝑇𝐶  strongly depends on band occupation 𝑛; an approximate 

calculation of 𝑇𝐶  (𝑛) demonstrates that it can be enhanced well into the region of room 

temperature. As an application to 4f-antiferromagnetism the alloy series 𝐶𝑒 𝑁𝑖1−𝑥  𝐶𝑜𝑥  𝐺𝑒2 is 

investigated. It is shown that the susceptibility 𝑋 (𝑇) displays a peak at the Neel temperature 𝑇𝑁 

thereby indicating a phase transition into the paramagnetic phase. The existence of spin 

dependent electron transport properties confirm the suitability of ferromagnetic semiconductors 

with respect to spintronic applications. 

1. Introduction 

In spintronics or spin transport electronics the results of conventional magnetism and semiconductor 

physics are correlated. Storage and processing of data is brought together on a single chip utilizing both 

the electron’s charge and its spin. The aim is to make appliances smaller and smaller while at the same 

time optimizing efficiency and reducing costs. To achieve this spin dependent electron transport 

phenomena are desirable [1,2] and in this respect crystals with atoms from the group of Rare Earth 

elements become important. These atoms contain partially filled 4f-shells that are localized at the lattice 

site and are responsible for the magnetic moment of the atom, while the 6s-electrons become the quasi-

free conduction electrons that can move through the entire system. Magnetism and the electric current 

are thus caused by two different electron groups and it is precisely the interaction between these electron 

groups that is responsible for the many interesting phenomena in these materials, for example RKKY 

interaction, Kondo and spinglass behavior.  

Current research on spintronics is often applied to nanoscale devices to enhance memory, computing 

applications, and data processing capabilities [3,4]. In semiconducting devices transport properties and 

spin filtering capabilities are influenced and controlled by magnetic layers utilized as either spin 

polarizers or analyzers. The key parameters in this regard are doping density and spin waves. While the 

former influences the Curie temperature of the material the latter -via the electron-magnon interaction- 

is responsible for many interesting phenomena of magnetic semiconductors that via the sf-exchange 

interaction play a crucial part of the Hamiltonian to be discussed in Section 2 below. It is the aim of this 

article to further investigate the role and influence of these key parameters on the properties of 

conventional ferromagnetic semiconductors. Even though they turn out to be promising candidates for 

spintronic devices, their low Curie temperatures 𝑇𝐶 generally limit their practical applications [5]. The 

Curie temperature can be enhanced by increasing the band occupation 𝑛 of the material. This is going 

to be discussed in more detail in Section 3 of this article. 
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It is well documented in the literature that the sf-model describes magnetism in magnetic 

semiconductors reasonably well [6,7]. Such model calculations are less accurate than first principles 

methods based on DFT calculations and often only allow a qualitative comparison with the experiment. 

However, model calculations have the advantage that phenomena like magnetism can be explained from 

specific interaction terms in the Hamiltonian; similar conclusions cannot be drawn with the same 

conviction from DFT calculations. W Nolting et al [8,9] combine the many body problem of the sf-

model with a selfconsistent band structure calculation based on DFT to obtain highly realistic results for 

the Curie temperature 𝑇𝐶 of ferromagnetic 4f-systems. 

The many body problem defined by the sf-model is generally not exactly solvable. An interesting 

exactly solvable limiting case, namely the zero bandwidth limit [10] is presented in Section 3. Note that 

the zero bandwidth limit represents the strong coupling region of the sf-model where the parameter ratio 
𝑔
𝑊⁄   ≫ 1 and the quasiparticle subbands are separated by energy gaps. On the other hand, molecular 

field type of approximations are only reasonable for weakly coupled systems when 
𝑔
𝑊⁄ < 1 and the 

energy bands partially overlap. 

Even more promising candidates regarding spintronic devices are antiferromagnetic 4f-systems 

discussed in Section 4. Concluding remarks are added at the end of the article. 

 

                                                           

2. The sf-Model 

The sf-model describes the local interaction between the two different electron groups in magnetic 

semiconductors and is defined by the Hamiltonian: 

𝐻 = 𝐻𝑠 + 𝐻𝑓 + 𝐻𝑠𝑓, 

                                             𝐻𝑠 = ∑ 𝑇𝑖𝑗  𝑐𝑖𝜎
+

𝑖𝑗𝜎 𝑐𝑗𝜎 + 
1

2
 𝑈 ∑ 𝑛𝑖𝜎  𝑛𝑖−𝜎𝑖𝜎 .                                       (1) 

Here 𝑐𝑖𝜎
+  denotes the creation operator for a σ-electron at lattice site 𝑅𝑖, 𝑐𝑖𝜎 is the corresponding 

annihilation operator and 

𝑛𝑖𝜎 = 𝑐𝑖𝜎
+  𝑐𝑖𝜎 

is the operator of the occupation number. 𝑈 is the intraatomic Coulomb matrix element while the 𝑇𝑖𝑗 
represent the hopping integrals. They are related to the Bloch energies via Fourier transformation, 

namely: 

𝑇𝑖𝑗 = 
1

𝑁
  ∑𝜀 (𝑘)

𝑘

  𝑒𝑖𝑘 ∙ (𝑅𝑖− 𝑅𝑗) 

𝐻𝑠 describes the system of itinerant conduction electrons that are treated as s-electrons and has the well 

known form of the Hubbard model. The subsystem of localized magnetic moments is described in a 

realistic manner by the Heisenberg model: 

                                                                𝐻𝑓 = − ∑ 𝐽𝑖𝑗 𝑆𝑖  ·  𝑆𝑗𝑖𝑗                                                            (2) 

The spins at 𝑅𝑖 and 𝑅𝑗 interact via the exchange integrals 𝐽𝑖𝑗 that are conveniently restricted to nearest 

neighbors. The two subsystems are coupled by an sf-exchange, i.e. a local interaction between the 4f-

spin 𝑆𝑖 and the conduction electron spin 𝜎𝑖: 

                                  𝐻𝑠𝑓 = −𝑔 ∑ 𝜎𝑖  ·  𝑆𝑖 = − 
1

2
 𝑔 ∑ (𝑧𝜎  𝑆𝑖

𝑧 𝑛𝑖𝜎 + 𝑆𝑖
𝜎 𝑐𝑖−𝜎

+  𝑐𝑖𝜎)𝑖𝜎𝑖                         (3) 

𝑔 is the intraatomic sf-exchange constant. Note that the second term of Eq (3) describes spinflip 

processes where an electron at lattice site 𝑅𝑖 and spin 𝜎 is annihilated and a corresponding electron of 

opposite spin is created; the first term is a diagonal contribution containing the z-component of the spin 

operator.                                                                                                                              

   The Hamiltonian of equation (1) describes a non-trivial many body problem that is generally not 

exactly solvable. However, there are a couple of exactly solvable limiting cases available, namely the 

𝑇 = 0 𝐾 case of one electron in an otherwise empty conduction band [11] and the above mentioned zero 
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bandwidth limit. The former case explains the existence of the magnetic polaron [12] while the latter is 

discussed in the following section. 

   Exactly solvable limiting cases are important to test the accuracy of standard approximative 

procedures. In the case of an exactly solvable limit one can numerically determine the discrepancy 

between the exact and the approximate result and from that draw conclusions regarding the more general 

many body problem. 

 

3. The zero bandwidth limit 

In this interesting special case [10] the dispersion of the energy states 𝜀 (𝑘) is neglected. In a thought 

experiment the lattice constant is chosen to be so large that the conduction band degenerates to a single 

level 𝑇0 that due to the sf-exchange splits into four quasiparticle energies 𝐸𝑖 with: 

𝐸1 = 𝑇0 − 
1

2
𝑔 𝑆 

𝐸2 = 𝑇0 +
1

2
𝑔 (𝑆 + 1) 

𝐸3 = 𝑇0 + 𝑈 − 
1

2
𝑔 (𝑆 + 1) 

                                                         𝐸4 = 𝑇0 + 𝑈 + 
1

2
𝑔 𝑆                                                               (4) 

with temperature and particle number dependent spectral weights. To what extent these energy levels 

are occupied is determined by the chemical potential  𝜇 (𝑇, 𝑛) that only weakly depends on band 

occupation 𝑛. We obtain: 

𝜇 =  𝑇0 − 
1

2
 𝑔 𝑆 =  𝐸1 for 𝑛 < 1 

                                                     𝜇 =  𝑇0 + 𝑈 + 
1

2
 𝑔 𝑆 =  𝐸4  for 𝑛 > 1.                                            (5) 

The other two energy levels, i.e. 𝐸2, 𝐸3 are either completely empty or fully occupied. However, the 

chemical potential never lies in the vicinity of either of these energy levels. The spin dependent band 

occupation numbers 𝑛𝜎 also depend on both 𝑇 and 𝑛. 

𝑛↑ = 
𝑛

2
 +  〈𝑆𝑧〉  

𝑛

2 (𝑆+1−𝑛)
, 

                                                   𝑛↓ = 
𝑛

2
 −  〈𝑆𝑧〉  

𝑛

2 (𝑆+1−𝑛)
                                                                 (6) 

The 4f-magnetization 〈𝑆𝑧〉  is itself temperature and band occupation dependent but it cannot be fully 

self consistently calculated within the sf-model. Instead we use the corresponding result from the 

Heisenberg model and conclude that its saturation value: 

                                                            〈𝑆𝑧〉 (𝑇 = 0, 𝑛) =  
𝑆 (𝑆+1−𝑛)

𝑆+1
                                                 (7) 

decreases as a function of band occupation 𝑛. On the other hand, the Curie temperature 𝑇𝐶 is enhanced 

according to: 

                                                               𝑘𝐵 𝑇𝐶  ~ 𝑧 𝐽0 ~ 𝑧 𝑛
4
3⁄ ,                                                        (8) 

 

as the effective coupling between the localized magnetic moments is mediated by the conduction 

electrons of the material [13]. Here 𝑧 denotes the number of nearest neighbors in the crystal and 𝐽0 the 

corresponding exchange integral. The dependence of 𝑇𝐶 on band occupation n is plotted in Figure 1 

below. Compared to the empty conduction band the Curie temperature at finite band occupations can be 

increased by at least a factor of 5. In the case of EuO with 𝑇𝑐  (𝑛 = 0) = 66.8 𝐾 in this way Curie 

temperatures above room temperature can be achieved. This confirms the suitability of ferromagnetic 

semiconductors with regards to spintronic devices. In the experiment the 𝑇𝐶 enhancement is realized in 

electron doped EuO and similar increases of 𝑇𝑐 with 𝑛 have been reported in the literature [14, 15, 16]. 
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Figure 1. Curie temperature 
𝑇𝑐  (𝑛)

𝑇𝑐  (𝑛 = 0)
⁄  as a function of band occupation 𝑛. 

 

Another interesting quantity in the context of spintronics is the conduction electron spin polarization: 

                                                                  𝑃 (𝑇, 𝑛) =  
𝑛↑− 𝑛↓

𝑛↑+ 𝑛↓
                                                                (9) 

It is plotted in Figure 2 below for the case 𝑇 = 0. 

The system of conduction electrons is for practically all band occupations 𝑛 at least to some degree 

polarized which again proves the applicability of ferromagnetic semiconductors as candidates for 

spintronic devices. The only exception is the case 𝑛 = 2 which represents a fully occupied conduction 

band. For this case we obtain 𝑛↑ = 𝑛↓. 
 

 

 
Figure 2. Conduction electron spin polarization 𝑃(𝑇 = 0, 𝑛) as a function of band occupation 𝑛. 
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4. Applications to 4f-antiferromagnetism 

Even more promising candidates for spintronic devices are antiferromagnetic 4f-systems as here the 

magnetic moments of neighbouring atoms point in opposite directions. The indirect coupling between 

the magnetic moments is of RKKY type and is already quite well described by the Heisenberg model. 

In the molecular field approximation the magnetization of the two sublattices is calculated from: 

                             𝑀𝑖 (𝑇, 𝐵) =  𝑀0𝑖  𝐵𝑆 (𝛽 𝑆 𝑔𝐽  𝜇𝐵  ( 𝐵 + 𝜇0   ∑ 𝜆𝑖𝑗  𝑀𝑗  )𝑗 )                             (10) 

Here 𝜆𝑖𝑗 denote the exchange parameters of the antiferromagnetic material while 𝑀01 = 𝑀02 are the 

saturation magnetizations of the two sublattices. The function 𝐵𝑆 (𝑥) defines the Brillouin function and 

its argument 𝐵 is the external magnetic field. The magnetization at vanishing magnetic field is known 

as the spontaneous magnetization. It is selfconsistently calculated from the equation: 

                                 𝑀𝑖𝑠 (𝑇) =  𝑀𝑜𝑖   𝐵𝑆  (𝛽 𝑆 𝑔𝐽  𝜇𝐵  𝜇0  ( 𝜆11 − 𝜆12 )  𝑀𝑖𝑠 (𝑇))                             (11) 

for 𝑖 = 1,2. Note that the total spontaneous magnetization: 

𝑀𝑆 (𝑇) =  𝑀1𝑠 (𝑇) + 𝑀2𝑠 (𝑇) = 0 

at all temperatures 𝑇. On the other hand, if 𝐵 ≠ 0 the total magnetization: 

𝑀 (𝑇, 𝐵) =  𝑀1 (𝑇, 𝐵) + 𝑀2 (𝑇, 𝐵) ≠ 0 
and obeys at high temperatures the Curie-Weiss law with a negative paramagnetic Curie temperature 

𝛩 < 0. From the maximum value of the susceptibility the Neel temperature can be estimated. This is 

done for the alloy series 𝐶𝑒𝑁𝑖1−𝑥 𝐶𝑜𝑥 𝐺𝑒2 which describe heavy fermion systems with Kondo behaviour 

and hybridization between the localized 4f and itinerant conduction electrons suggesting a possible 

coexistence between magnetism and an intermediate valence state. This hybridization and the magnetic 

state of the alloy are controlled via the angular momentum by the parameter 𝑥. Using 𝑥 = 1  and the 

data of reference [17] the susceptibility 𝑋 (𝑇) is plotted as a function of temperature 𝑇 in Figure 3 below. 

 

 
 

Figure 3. Susceptibility 𝑋 (𝑇) as a function of the reduced temperature 𝑇 𝑇𝑁
⁄ . 

 

 

𝑋(𝑇) has the typical form of an antiferromagnetic material with:    

𝑋 (𝑇)  
𝑇 →0
→    0. 

Note the peak in the susceptibility at 𝑇 =  𝑇𝑁 thereby indicating a phase transition into the 

paramagnetic phase. The peak weakens with decreasing 𝑥 and then finally disappears for 𝑥 < 0.6. This 
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behaviour is due to increased Kondo interactions in the critical range of 𝑥-values and confirms the 

dependence of the magnetic state on the doping density. 

 

5. Conclusions 

In this article the sf-model is used to theoretically describe ferromagnetic semiconductors and confirm 

their applicability for spintronic devices. Crystals containing atoms from the group of Rare Earth 

elements are identified as promising candidates in this respect as their Curie temperature 𝑇𝐶 as a function 

of band occupation 𝑛 is found to be in the region of room temperature. Results from the exactly solvable 

zero bandwidth limit furthermore show that ferromagnetic semiconductors display spin dependent 

electron transport properties. 

Antiferromagnetic 4f-systems exhibit a peak in the susceptibility at 𝑇 =  𝑇𝑁. The dependence of the 

magnetic state on the doping density is confirmed. 
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Abstract. We utilise Quantum espresso simulations to compute formation energies, 

thermodynamic transition levels and effective U-parameters for the mono-vacancies VH, VC 

and VCH in hydrogenated   graphene. Our first-principles calculations show that the formation 

processes of all the three vacancy point defects are endothermic, hence they need activation 

energy to form. The point defects give rise to defect states that exhibit spin-polarisation and 

are possible candidates for novel nano-technology applications. The derived U-parameters 

are all positive showing the stability of the point defects in the positive and negative charged 

states. 
 

1.  Introduction 

The comprehension of the properties of point defects such as lattice vacancies is of fundamental 

importance because of their various applications in nano-technology. Defects have a bearing on the life-

time perfomance and efficiency of technological devices. A defect may make a material useful for 

various technological innovations or conversely may make a material to be unusable [1]. Considerable 

research on the properties of point defects in two-dimensional materials is crucial for gaining a 

comprehensive understanding of these defects, with the goal of utilising them in nano-scale 

technological devices.  

     In this contribution, we focus on hydrogen and carbon vacancies in hydrogenated graphene because 

they generally induce defect states within the bandgap of some two-dimensional materials and may be 

possible colour centers [2]. Graphene is a two-dimensional material that is composed of carbon atoms 

that are covalently bonded to each other in such a way as to form a structure that is hexagonal in nature 

[3]. If hydrogen atoms are chemisorbed to the carbon atoms, we form hydrogenated graphene- a two-

dimensional material that has generated intense interest because of the tunable bandgap which is formed 

at the gamma point [4]. Hydrogenated graphene is a saturated hydro-carbon that is sp3 − hybridized[5]. 

During the growth or formation processes of hydrogenated graphene [6], atomically confined point 

defects can form. A lattice structure can have an ion or an atom missing from a particular lattice site, 

giving rise to a lattice vacancy. Lattice vacancies can be formed as a result of less than perfect packing 

of atoms during the phenomenon of crystallization. The comprehension of the properties of point defects 

such as impurity atoms, Frenkel defects, Scholtky as well as lattice vacancies is of fundamental 

importance because of their various applications in nano-technology. Defects have a bearing on the life-

time perfomance and efficiency of technological devices. A defect may make a material useful for 

various technological innovations or conversely may make a material to be unusable. Moreover, the 
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presence of vacancies in a given structure can amplify electron transport. We also propose that the 

presence of vacancies in a material is of paramount importance as far as the controlling of diffusion is 

concerned.  

     In our current contribution, we examine the thermodynamic stability (formation energy), charge 

transition level and electronic properties of the mono-vacancies VH and VC and VCH in hydrogenated 

graphene for different charge states. Furthermore, we derive the U -parameters which have 

a bearing on the stability of these vacancies. To correctly identify the positions of transition 

levels and defect states, we used hybrid functionals.  

 

2.  Characterization methods 

The initial and fundamental stage in the characterization of point defects is the determination of the 

defect formation energy. Utilizing Quantum espresso [7] first principles computations guided by the 

Kohn-Sham density functional theory [8], we computed the formation energy of all the vacancy 

configurations housed in a 6 × 6 × 1 supercelll. The hydrogenated graphene supercell layer comprised a 

total of 143 carbon and hydrogen atoms for the VH and VC configurations while the VCH configuration 

had a total of 142 atoms. With the aid of convergence testing we used wave function and charge density 

threshold values of 3.30 × 101 Ry and 3.30 × 102 Ry respectively. In all our entire calculations we 

included spin component and a force convergence threshold value of 1.0 × 10 − 6 Å ⁄ eV. We allowed our 

calculations to run for a maximum of 200 electron steps. The initial calculations for all the defect 

configurations was geometric optimization which is crucial as it allows the relaxation of all the atomic 

species. For better computational accuracy and improved property characterization we used hybrid 

functionals [9] to run our entire calculations. 

     We deduced the formation energy using equation 1 [10], where ET[Vi
q] denotes the supercell total 

energy in which a vacancy, V, of atomic type i and that has a charge state q is entwined. ET[pure] 

represents the pristine supercell total energy of the crystalline structure at play. The integer n i stands for 

the atomic species of i type that have been removed from their lattice sites within the supercell during 

the vacancy creation phenomenon. The chemical potential of atomic species that have been removed 

from their lattice positions is represented by μi. The terms EF and Ec represents the Fermi energy and 

the correction energy respectively. 

      

Ef[Vi
q] = ET[Vi

q] − ET[pure] − ∑in iμi + qEF + Ec                                         (1)  

 

Fundamental characterization information is embedded in defect level diagrams. These diagrams are 

graphs of formation energy versus Fermi level positions. Transition levels are Fermi level positions 

whereby the formation energy of two consecutive charge states are equivalent. Thermodynamic 

transition levels can be deduced from the defect level diagrams. The difference in energy between 

successive thermodynamic transition levels yields the U-parameters [11]. 

 

3.  Results 

In the sub-sections that follow, we present our findings which give invaluable insights into the stability 

and electronic structure of the hydrogen vacancy, carbon vacancy and the carbon-hydrogen vacancy in 

hydrogenated graphene. 

 

3.1.  Hydrogen vacancy (VH) 

This point defect is created in hydrogenated graphene by removing a single hydrogen atom that is 

attached to a carbon atom giving rise to a dangling bond on the parent carbon atom as depicted by figure 

1(a). The removal of a hydrogen atom causes a slight distortion of the system’s atomic geometry. We 

derived formation energy of 2.64 eV for this hydrogen mono-vacancy as shown by table 1. This value 
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is in close agreement with the formation energy derived by Mapasha et al [12]. The positive formation 

energy shows the defect formation process is endothermic and non-spontaneous [13][14].  

 

 

Figure 1. Vacancy point defects in hydrogenated graphene: (a) VH (b) VC and (c) VCH. The red spheres 

represent carbon atoms while the yellow spheres represent hydrogen atoms.  

 

 

Table1. Formation energies and Fermi-level position for vacancy point defects in 

graphane. 
 

Defect    Charge state       Formation energy(eV)    Fermi-level position(eV)      Formation 

energy(eV)[EF=0] 

VH            0                          2.64                                     -0.38                                        2.64 

-                              4.49                                    +1.35                                        3.14 

               +                           1.59                                     -2.39                                        3.98 

VC           0                         12.57                                     - --                                          12.57 

               -             12.36                                    +1.40                                      13.76 

               +                         13.98                                    -1.42                                       13.98 

VCH          0                         13.75                                    +0.60                                      13.75 

-                            13.41                                    +1.37                                      14.78 

                +                        11.53                                    -2.33                                       13.86 

 

 

Charging the defect negatively increased the formation energy significantly to 4.49 eV as illustrated by 

table 1. The VH defect in the neutral charge state has one unpaired electron. The addition of an extra 

electron may give rise to coulombic repulsive forces between the electrons inducing the noted increase 

in the formation energy. The formation energy of the singly positive charge state of the hydrogen mono-

vacancy is 1.59 eV which is considerably low albeit positive. VH
0 exhibits CS(m) symmetry group 

transformations while both VH
 − 1 and VH

 + 1 depicts C3v(3m) symmetry transformations. The VH defect 

is thus subject to the Jahn-Teller distortion [15, 16] since there is a lowering of symmetry when the 

defect forms. The C3v(3m) symmetry group is subject to possible intrinsic splittings, hence there is a 

likelihood of utilising VH defect for spintronics applications [17]. Analysis of the density of states (DOS) 

plots as depicted by figure 2 shows that the hydrogen monovacancy induces defect electronic states 

within the graphane bandgap. The defect states are asymmetrical in contrast to the bulk states that are 

clearly aligned. We anticipate this defect to show traits of magnetism because of the presence of 

unpaired electrons. We predict that this defect slightly widens the graphane bandgap. A closer 

examination of the DOS plots shows that the VH
0 and VH

 + 1 defect states may be coupled with the bulk 

(a)  (b)  (c)  
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states, hence are not clearly distinct as compared to the VH
 − 1 states. The DOS plots for VH

 − 1 show spin-

polarised defect states which we predict to be shallow donor levels close to the conduction band. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Total density of states (DOS) for 

hydrogen vacancy and its charged states in 

hydrogenated graphene: (a) VH
0 (b) VH

 − 1  

and (c) VH
 + 1. 

 

 

The presence of these states close to the conduction band edge raises the possibility of utilising this point 

defect for nano-electronics and optical applications [18]. The calculated value of the U-parameter for 

this vacancy point defect is +1.84 eV. The positive U-parameter value for this point defect shows that 

this defect permits the formation of the singly positive and singly negative charge states without notable 

traits of instability. The calculated charge transition levels, ( + 1 ⁄ 0) and (0 ⁄  − 1) for this defect, are 

respectively -1.34 eV and 0.5 eV. This is in good agreement with the transition levels depicted by the 

defect level diagram of figure 3.  

 

3.2. Carbon vacancy (VC)  

A carbon monovacancy point defect is formed when a single carbon atom is removed from its site on a 

hydrogenated graphene monolayer as shown by the image of figure 1 (b). The removal of a carbon atom 

forms four dangling bonds - three from the nearest three adjacent carbon atoms and one from the 

hydrogen atom that still exist in the vicinity of the created vacancy. The carbon vacancy in its neutral 

state, VC
0, has four unbonded electrons. We propose that the existence of these four unpaired electrons 

induce notable electronic repulsive coulombic forces. As a result of this we put it forward that the 

formation energy of this defect is very high and positive at a value of 12.57 eV as depicted in table 1. 

Charging the defect negatively to form VC
 − 1 lowered the formation energy slightly to 12.36 eV. We 

noted that the presence of this defect induce heavy lattice distortion of the atoms in the vicinity of the 

defect. VC
0 and VC

 − 1 exhibited the Cs(m) symmerty constraints, hence there is lowering of symmetry 

from the high symmetry point group of the pristine structure -C3m(m). 

 

Division A: Physics of Condensed Matter and Materials 179/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

 

We thus have noted that the carbon monovacancy formation in the graphane monolayer is subject to the 

pseudo Jahn-Teller static distortions. The VC defect induces deep and shallow level defect states within 

the graphane bandgap. A close examination of DOS plots as shown by figure 4 depicts multiple defect 

states within the bandgap of graphane. The asymmetric nature of these defect states clearly shows the 

magnetic traits as shown by figure 4. The bulk states are also asymmetrical showing that this defect can 

be exploited for various magnetic applications such as magnetic nano-sensors. Charging this defect to 

form VC
 − 1 gave rise to a distinct spin-up state just above the Fermi level. This spin polarised defect state 

is also deep and considerably isolated from the band edges. Just like the VC
0, the DOS plot for VC

 − 1 is 

also non-aligned. The derived thermodynamic transition level values, ( + 1 ⁄ 0) and (0 ⁄  − 1) are 

respectively -1.41 eV and 1.19 eV. These values correlate with the values shown by the defect level 

diagram shown by figure 3(b). VC yielded a positive value of the U-parameter +2.60 eV showing 

stability for charged states formation.  

 

3.3 Carbon-hydrogen vacancy (VCH)  

3.2.  A carbon-hydrogen vacancy is formed on hydrogenated graphene when both a carbon 

atom and the hydrogen atom attached to the very same carbon atom are simultaneously removed 

from their sites as illustrated by figure 1(c). It is energetically costly to form this defect. The 

calculated formation energy is 13.75 eV for VCH
0as shown in table 1. Charging the defect 

reduces the formation energy to 13.41 eV for VCH
 − 1 and to 11.53 eV for VCH

 + 1. The defect 

symmetry for the neutral and charged states is Cs(m) . 

 
 

 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3.  Defect level diagrams for 
(a) VH (b) VC and (c) VCH as well as their 

respective charged states in hydrogenated 

graphene. 
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This symmetry is preserved for all the configurations we considered. We can thus propose that the defect 

transition from one thermodynamic charge state to another is not subject to Jahn-Teller distortions. VCH 

point defect in the neutral charge state induces spin-polarised states in the bandgap of graphane. The 

defect induces magnetism since the both the defect states and the bulk states are asymmetrical as shown 

by figure 5. Careful analysis of the total DOS plots shows multiple defect states close to the band edges 

for VCH
0. The defect states clearly induces magnetism, hence there is a real possibility of manipulating 

the VCH point defect for various magnetic applications. The negatively charged state of this defect , 

VCH
 − 1 , also induces spin-polarised defect states within the hydrogenated graphene bandgap. The 

calculated charge transition levels ( +  ⁄ 0) and (0 ⁄  − 1) are respectively -0.11 eV and 1.03 eV and these 

values align with those depicted by the defect level diagram of figure 3(c).  VCH
 − 1 is also magnetic and 

brings about both donor and acceptor states close to the band edges. The transition from VCH
0 to VCH

 − 1 

seems to quench the magnetism. We also noted that the transition of the defect from the neutral state to 

the singly positive charged state seems to completely eliminate the magnetic traits of the defect. 

However, this transition give rise to spin-up states and spin-down states that are non-spin polarised. The 

spin-up states in the middle of the bandgap are symmetric to the spin-down states, hence we propose 

that VCH
 + 1 is non-magnetic. VCH yielded a positive value of the U-parameter which is 1.14 eV.  

4.  Summary and conclusion  

 

With the aid of first-principles computations we studied the effects of the presence of vacancy point 

defects in hydrogenated graphene. We characterised hydrogen and carbon monovacancies of the type 

VH, VC and VCH. These vacancy point defects yielded relatively high positive formation energies. The 

implication of this finding is that these point defects may require activation energy for them to form.  

Figure 4. Total density of states (DOS) for 
the carbon vacancy and its charged states 

in  the hydrogenated graphene: (a) VC
0 (b) 

VC
 − 1 and (c) VC

 + 1. 
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Moreover, the concentration of vacancy point defects in two-dimensional materials may be very low 

making it difficult to observe and analyse them except with the use of very sophisticated instruments 

which are not readily available to all and sundry. VH has lower formation energies as compared to VC 

and VCH. We can therefore propose that, of the three types of point defects considered, VH is likely to 

form as compared to the other two. We also noted that vacancies in hydrogenated graphene modify the 

electronic structure of this material because of the creation of spin-polarised defect states between the 

bandgap. A possible positive implication of this is the utilization of these point defects for bandgap 

engineering in hydrogenated graphene [19]. We also found out that these vacancy point defects alter the 

chemical and optical properties of this two-dimensional material, raising the possibility of utilising them 

as for novel nano-technology applications. These point defects are also generally subject to the pseudo 

Jahn-Teller distortion [20] which encompass a decrease in the lattice system’s energy by way of 

eliminating the lattice structure’s degeneracy. One critical finding of this contribution is that all the 

considered point defects yielded positive effective U-parameters showing that they permit the formation 

of singly positive and singly negative charged states without giving rise to any form of instability. The 

acceptor levels (0 ⁄  − ) of the vacancy point defects have higher energies as compared to the donor levels 

( +  ⁄ 0) and hence the arrangement of the thermodynamic transition states is not inverted showing that 

these defects are stable in their respective charged states. Among other challenges, a comprehensive 

analysis of vacancy point defects is affected by factors such as temperature, characterization techniques 

as well as their inevitable interaction with some other defects.   As an ongoing study, it is imperative to 

investigate the nitrogen-vacancy complexes in hydrogenated graphene in order to determine if it is 

possible to reduce the high activation energy.  

 

 
 

 
 

 

 
 
 
 

 

Figure 5. Total density of states (DOS) for the 

carbon-hydrogen vacancy and its charged 

states in hydrogenated graphene: (a) VCH
0 , (b) 

VCH
 − 1 and (c) VCH

 + 1. 
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Abstract. Bimetallic thin films of chromium-tin were prepared using an electron beam 

evaporator, the films were prepared such that a layer of chromium was deposited onto a thin film 

of tin. The first sample was then annealed in the Rutherford Backscattering Spectrometry (RBS) 

chamber under high vacuum while probing the sample with He2+ ions. The RBS spectra were 

collected in situ while annealing at a ramp rate of 3℃/min from room temperature to 600℃, 

using a 3 MeV He2+ ion beam to probe atomic interdiffusion with depth. The collected spectra 

were analysed using Artificial Neural Networks (ANNs). The ANN model was trained using a 

set of simulated RBS spectra generated using the SIMNRA software package. The results of the 

stochiometric analysis showed that the layers of Cr-Sn start phase change at temperatures of 

about 275℃ and 475℃ for the CrSn and Cr2Sn phases, respectively. The results of this study 

demonstrate the potential of ANNs in the analysis of in-situ RBS spectra and the importance of 

considering the thermal effects during thermal treatment. 

1.  Introduction 

Metal bilayers are structures composed of two layers of different metals that are typically stacked on top 

of each other. These bilayers have a wide range of applications in various fields due to their unique 

properties and the ability to tailor their characteristics based on the chosen metals [1]. Chromium-tin 

(Cr/Sn) bilayers can offer unique properties, with Cr being resistant to oxidation, along with Sn having 

a low melting point, they can be combined for improved solder performance in specialized applications 

[2]. Furthermore, these properties can be enhanced through thermal annealing. Monitoring the reaction 

kinetics during a thermal anneal using in situ real-time Rutherford Backscattering Spectrometry (RBS) 

allows observation of the solid phase reactions that the bimetal layers undergo; by tracking 

stoichiometric changes, new phases and/or compounds formed and the rate at which they react [3].  

RBS is a powerful well-established non-destructive characterization technique for analysing material 

composition and atomic depth profiling. RBS is widely used for thin film characterization and enables 

discrimination of the atomic depth profiling of the near-surface area of solid materials [4] [5].  RBS 

works on the principle of accelerating charged particles (typically He2+ ions) and impinging them upon 

the target of a material, the particles are backscattered at an angle and detected by a solid-state detector. 

Notably, in situ real-time RBS enables the tracking of diffusion kinetics and stoichiometric changes 
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during the thermal treatment of thin films. However, the analysis of spectra collected in real-time can 

be challenging and time-consuming due to the large amount of data involved [6]–[9].  

The recent progress in machine learning and Artificial Neural Networks (ANNs) provides a solution  

to this challenge. These networks are trained to address specific problems by acquiring the ability to 

establish connections between a wide range of potential inputs and their corresponding output 

parameters. By leveraging the capabilities of ANNs, in-situ real-time RBS spectra can be efficiently and 

accurately analysed [9]–[15]. Earlier research conducted by N.P. Barradas [10], N.R. Nené [11], J. 

Demeulemeester [13], and T. Silva [15]  employed ANNs to analyse RBS data, yielding significant 

outcomes. Their work demonstrated the potential of ANNs in effectively handling RBS data, indicating 

the feasibility of utilizing these neural networks for RBS analysis. Consequently, this approach holds 

promise for addressing the laborious process of dealing with the massive data that is associated with the 

in situ RBS measurements [14], [15]. 

This paper reports on the RBS data collected in real-time during a thermal annealing of chromium-

tin (Cr/Sn) bimetal layers, and utilising ANNs to analyse the collected data. 

2.  Experimental Data 

Bimetal layers of Cr/Sn were deposited sequentially onto a silicon dioxide (SiO2) substrate using an 

electron beam evaporator (e-beam) system. The deposition was carried out under a vacuum to minimise 

any cross-contamination. A constant deposition rate of approximately 0.9 Å.s-1 was maintained, with 

the working pressure of the system fluctuating between 1 × 10-5 and 1 × 10-6 mbar, and the filament 

current kept at about 7.9 mA. 

The in-situ RBS measurements were carried out using a 3 MeV monoenergetic 4He++ beam from the 

Tandetron accelerator. The sample was mounted on the annealing stage and tilted at an angle of 10o 

towards the detector that was positioned at a scattering angle of 165o with a base pressure of the chamber 

measured to be 10-7 mbar. A beam current of roughly 50 nA was used throughout the measurement to 

avoid ion beam-induced heating of the samples.  The thermal annealing stage is connected in the RBS 

chamber to enable in situ measurements, and the temperature was linearly ramped from room 

temperature to 600 ℃, with a ramp rate of 3 ℃ per minute. 

3.  Artificial Neural Networks 

ANNs are a subset of machine learning and are great for generalising arbitrary functions without the 

knowledge of the underlying physics or the scientific principles.  Neural networks are non-parametric, 

and this in turn enables the models to be developed without any prior knowledge of the distribution of 

the given data population, and how the variables (features) of the data are connected [16]. Various kinds 

of neural networks such as recurrent neural networks (RNNs), and convolutional neural networks 

(CNNs) are available to address diverse problems.  

    In this investigation, we opted for a fully interconnected feedforward neural network, selecting it 

based on its suitability rather than its complexity. A feedforward neural network is constructed with 

layers of neural nodes that establish sequential connections. These connections have initial random 

weights that undergo constant updates and adjustments throughout the training process.  One of the 

important parts of a neural network is the architecture which is defined by the number of input nodes, 

hidden layers, and output layer.  Additionally, activation functions in between the layers play a pivotal 

role in introducing non-linearity to the neural network's operations to help it capture the patterns that 

appear in the data  [16]–[18].  
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Figure 1. Automated cycle of the Artificial Neural Networks training and data processing. A Python 

code developed to create massive synthetic spectra by SIMNRA through Microsoft OLE automation 

[adapted from Guimarães et al [14]]. 

 

Training the ANN requires a training set, and 15000 synthetic spectra were generated from SIMNRA 

[19] for this task. The examples were generated by connecting SIMNRA via its Microsoft OLE 

automation functionality provided in the SIMNRA users’ guide.  After generating the examples and 

subsequently rescaling them to match the elemental peaks in the spectra of interest, the ANN was trained 

with a custom TensorFlow [20] library class (see Figure 1). The neural network's inputs included the 

RBS signal data, specifically the channels and corresponding counts. Meanwhile, the network's output 

was focused on determining the thickness of the Cr, and Sn layers within the thin films. Figure 2, shows 

the different architectures that were trained with the same number of examples, and the mean squared 

error was used as a benchmark in choosing which architecture to work with. The architecture (x,100,150, 

y) was chosen as the architecture of choice, with x being the number of input nodes and y the number of 

output nodes. 

 

 

 

  

 

 

 

 

 

 

Figure 2. The mean squared error 

(mse) of neural networks trained in 

different architectures with the 

same number of inputs (x) and 

outputs (y) against the training 

iterations (epochs). 
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4.  Results and Discussion 

In the real-time RBS contour plot below (Figure 3), three distinct regions have been marked, these 

regions correspond to the three RBS graph measurements shown adjacent to the contour plot. During 

this analysis of the RBS plot, it was shown that the thin films were deposited with an unintended 

palladium (Pd) contamination, which inadvertently participated in the thermal diffusion process along 

with the intended bimetal layers thus resulting in an unforeseen compositional variation in the thin films. 

     The initial low-temperature region (Fig 3. c) induced no observable reaction. The mid-range 

temperatures (Fig 3.b) initiated the reaction involving Pd and Sn as seen by the development of a 

shoulder peak at the higher channel side of the spectrum at temperatures of about 245 ℃. The third 

region (Fig 3.a) represents high temperatures of above 475 ℃ at which significant changes were 

observed, signifying the formation of compounds from the subsequent reaction between Sn, Pd, and Cr.   

Figure 4.a below presents the RBS spectra before and after the thermal annealing of the films using in 

situ RBS setup. The spectra indicate that Sn and Pd reacted resulting in the formation of a singular 

compound marked by a single distinct peak. Subsequently, this compound engaged in a reaction with 

Cr. Additionally, only one oxygen peak from the substrate is visible at low temperatures as compared 

to two peaks that were observed at a high temperature, signifying the release of oxygen. 

Figure 4.b illustrates the variation in the thickness (depth) of the Cr and Sn (Pd) layers as a function 

of the annealing temperature. This thickness, measured in atoms/cm², has been determined through 

analysis using ANNs. The figures also demonstrate how real-time RBS enables accurate quantitative 

assessment of the phases formed during reactions. Notably, despite the absence of conventional 

analytical methods applied to this dataset, the outcomes derived from the ANN analysis have proven to 

be aligned with the anticipated results from the thermal annealing. Gaining an understanding into the 

stoichiometric changes can help directly influence the stability and performance of the bilayers in 

specialized applications. 

 

 

Figure 3. The contour plot of the temperature effects on the depth evolution of the Cr/Sn thin films. The 

different spectra at each temperature range. With a) at the high temperatures, b) mid-level temperatures, 

and c) at the low temperature.  
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Figure 4. a) The RBS plot of the as-deposited films and after thermally annealing the films from room 

temperature to 600 ℃, and b) The ANN evaluation of the depth profiling of the Sn (Pd) and Cr during 

the temperature ramp. 

5.  Conclusions and Future Work 

The incorporation of ANNs as an analytical tool proved to be highly valuable and efficient in analysing 

RBS data and studying the diffusion kinetics of Cr/Sn. While ANNs and RBS are established tools but 

by utilising ANNs, we successfully monitored the diffusion process in real-time and tracked the 

stoichiometric changes of the various elements involved in the Cr/Sn system. This indicates the 

effectiveness and accuracy of the ANNs in providing valuable insights into the material transformations 

during the process of thermal annealing. Moving forward, conducting studies without the presence of 

contaminants will undoubtedly amplify the utility of this methodology. Additionally, future 

investigations can explore the optimization of the ANN model, data collection techniques, and analysis 

algorithms to further improve the accuracy and reliability of the results obtained. 
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Abstract. Rechargeable batteries can help meet the demand for portable energy and ease energy 

challenges in nations like South Africa. Hence, rapid development of innovative high-energy 

battery electrode materials is crucial. Magnesium-silicon (Mg-Si) anodes emerged as alternatives 

to graphitic anodes used in current lithium-ion battery technologies. However, their 

commercialisation is deterred by obstacles including incompatibility with conventional battery 

electrolytes. This study explored the material space of the Mg-Si alloy system through crystal 

structure predictions using a machine learning (ML) powered cluster expansion technique (CE). 

The aim was to predict and analyse novel and stable phases of the magnesium-silicon system 

whose compatibility with electrolytes shall be interrogated in future work. The genetic algorithm 

within CE was used to accelerate the material discovery by performing ground-state searches for 

stable structures in the Mg-Si system. Mg5Si (Imma), Mg2Si (P-3m1), MgSi (P4-mmm), Mg3Si 

(Pm-3m), MgSi3 (P2-m), MgSi3 (Im-3m), and Mg3Si (P4/mmm) were predicted to be 

thermodynamically stable using the BCC and FCC-based parent lattices. These structures' 

geometric properties are presented. The orthorhombic magnesium-rich phase, Mg5Si, was found 

to be structurally stable and a promising candidate for Mg-Si-based rechargeable batteries. This 

study’s findings are crucial to the advancement of high-energy battery electrode materials for 

next-generation batteries. 

1.  Introduction 

Rechargeable batteries have significant potential for meeting the ongoing need for portable energy and 

relieving energy problems, especially in developing countries such as South Africa. To address this issue 

effectively, the research of novel and improved high-energy battery electrode materials must be 

accelerated. In this context, magnesium-silicon (Mg-Si) anodes have emerged as potential substitutes 

for traditional graphitic anodes in existing lithium-ion battery technologies [1]. However, the 

widespread commercialisation of Mg-Si alloy-based batteries is impeded by a variety of impediments, 

including Mg-Si anode incompatibility with standard battery electrolytes [2,3]. 

Traditional approaches to studying electrode materials rely heavily on time-consuming experimental 

methods. However, increases in computing power and a growing number of methodologies have 

transformed the examination of even the most complicated systems. In contrast to experimental 

procedures, intelligence-based techniques, such as those built on artificial intelligence frameworks, 

allow the determination of material properties that would otherwise be challenging to accomplish in 

such short amounts of time [4 - 7]. 

In this work, the material space of the Mg-Si alloy system was explored through crystal structure 

predictions conducted via a machine learning (ML) powered cluster expansion technique (CE) [8]. The 

genetic algorithm was used to accelerate the material discovery process by performing the ground-state 

search of stable structures from the Mg-Si alloy system.  
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2.  Methodology 

Cluster expansion (CE) is a computer approach capable of expressing the energy of a material system 

as a function of occupation variables at each lattice position. The lattice's distribution of atomic species 

(including vacancies) is changed, and the energies of the resulting configurations are calculated. The 

energy E(�⃑�) of structure �⃑� is broken down into clusters with their associated effective interaction 

energies. The clusters are then chosen with material attributes determined using ab initio methods and 

reference values. This makes it possible to predict novel materials, as such CE is used to perform ground-

state phase structure predictions on the Mg-Si system. 

2.1.  Cluster Expansion 

The cluster expansion calculations were performed using the Universal Cluster Expansion Code 

(UNCLE) [9, 10]. The grid search was based on the FCC and BCC – based parent lattices. The genetic 

algorithm was used to optimize the cluster expansion and determine the optimal set of effective cluster 

interactions. The leave-one-out cross-validation score fitness criterion is used to qualify the accuracy of 

the cluster expansion prediction.  

 

3.  Results and discussions 

3.1.  Phase stability predictions 

As seen in the binary ground-state diagrams shown by Figures 1 and 2, the cluster expansion was used 

to predict new structures. Predicted structures are represented by the green squares with a cross inside. 

The red line represents the density functional theory (DFT) ground-state line. Structures that are located 

on the ground-state line are considered thermodynamically stable. 

3.1.1.  Binary ground-state diagrams.  

The parent lattice from which the cluster expansion is performed influences what the genetic algorithm 

produces as progeny (i.e. new structures). Hence, to broaden the range of potential configurations, a 

BCC and two FCC parent lattices are used. For the BCC-based predictions, Si atoms were added to the 

2a Wyckoff position of the Mg (Im-3m), and for the FCC-based predictions, the Si atoms were added 

to the 4a Wyckoff position of the Mg (Fm-3m), and Mg atoms to the 8a Wyckoff position of the Si (Fd-

3m). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Binary ground-state diagram of Mg-Si emanating from (a) a grid search using the BCC-based 

system (Im-3m) considering structures of up to 8 basis atoms. 
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Figure 2. A binary ground-state diagram of Mg-Si derived from (a) a grid search using the FCC-

based system (Fm-3m), which evaluated structures of up to 16 basis atoms, and (b) a grid search using 

the FCC-based system (Fd-3m), that considered structures of up to 24 basis atoms. 

3.1.2.  Quantitative and qualitative details of cluster expansions. Details of the cluster expansion 

predictions are shown in Tables 1 through 3. 

 

Table 1. A summary of the BCC cluster expansion iterative optimization progress. 

Iteration No. of 

struc. 

No. of new 

struc. 

CVS 

[meV/pos.] 

% struc. with SD 

below 5 meV 

New structures 

0 0 2 - - ce1 ce2 

0 0 11 - - ce17 ce19 ce20 ce15 ce8 ce4 ce26 

ce5 ce22 ce1 ce2 

1 11 2       0.7 - ce24 ce9 

2 13 2 0.34 - ce27 ce13 

3 15 3     0.0049 - ce3 ce6 ce12 

4 18 1 0.37 - ce28 

5 19 2 0.22 - ce10 ce18 

6 21 1 0.41 - ce29 

7 22 0 0.27 -  

 

Table 1 summarises the cluster expansion iterative optimization progress. It displays the number of 

new structures predicted as well as the cross-validation score (CVS) for each iteration. The cluster 

expansion's convergence threshold was set to 5meV/atomic position. The calculation produced 22 novel 

structures, satisfying the convergence requirement with a CVS of 0.27 meV/atomic position. 

(b) 

Mg5Si 

Mg2Si 

Mg Si 
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MgSi3 

MgSi 

Mg3Si 

Si Mg 
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Table 2. Summary of the iterative optimization progress of the Fm-3m based FCC cluster expansion. 

Iteration No. of 

struc. 

No. of new 

struc. 

CVS 

[meV/pos.] 

% struc. with SD 

below 5 meV 

New structures 

0 0 2 - - ce1 ce2 

0 0 12 - - ce23 ce3 ce21 ce19 ce20 ce6 ce4 

ce15 ce27 ce1 ce2 

1 12 4 0.31 - ce29 ce9 ce7 ce28 

2 16 0 3.4 -  

As shown in Table 2, the Fm-3m-based FCC cluster expansion calculation produced 16 new 

structures that met the convergence criteria of 5meV/atomic position with a CVS of 3.4 meV/atomic 

position. 

 

Table 3. Summary of the iterative optimization progress of the Fd-3m based FCC cluster expansion. 

Iteration No. of 

struc. 

No. of new 

struc. 

CVS 

[meV/pos.] 

% struc. with SD 

below 5 meV 

New structures 

0 0 2 - - ce1 ce3 

0 0 12 - - ce5 ce20 ce22 ce9 ce42 ce33 ce28 

ce6 ce1 ce3 

1 12 4 2 - ce10 ce26 ce4 ce11 

2 16 4 0.61 - ce7 ce31 ce15 ce14 

3 20 0 0.64 -  

Table 3 shows that 20 novel structures that met the convergence requirement of 5meV/atomic 

position with an exceptional CVS of 0.64 meV/atomic position were produced by the Fd-3m-based FCC 

cluster expansion. 

 

 

3.2.  Geometric properties of predicted thermodynamically stable Mg-Si phases  

Over all, 22 new structures were predicted from the BCC parent lattice, and a total of 36 new structures 

for the FCC parent lattice (i.e. 16 for Fm-3m and 20 for the Fd-3m). However, of these structure, 8 

structures where predicted to be most thermodynamically stable and are listed in Table 4 along with 

their predicted space groups, crystal types, lattice constants, volume and heats of formation. As indicated 

in Table 4, the BCC (Im-3m) parent lattice produced three phases, namely MgSi3, MgSi, and Mg3Si. 

Their related space groups are P2/m, Imma, and P4/mmm, respectively. The Fm-3m-based FCC cluster 

expansion, like the BCC (Im-3m) parent lattice, created three phases, namely MgSi3, MgSi, and Mg3Si, 

but their corresponding space groups are distinct and are given as P2/m, Imma, and P4/mmm, 

respectively. The Fd-3m produced two thermodynamically stable Mg-Si phases, as opposed to the Im-

3m and Fm-3m based cluster expansions which yielded three. But intriguingly, this parent lattice 

produced an Mg-rich phase, Mg5Si, with an Imm2 space group and the lowest formation energy (DHf), 

-0.423479583 eV per active position. The Mg-rich Si phase is more relevant to our research since it 

would be better suited for Mg ion-based anodes with higher energy densities. 

 

3.3.  Electronic density of states and structural stability correlations of the Mg-rich Mg-Si phase  

To determine structural stability, we look at the position of the Fermi level, Ef, on the total density of 

states (DOS). The Fermi level is represented by the line going through 0 eV. Figure 3 shows that the 

Fermi level falls into a pseudo gap, indicating that Mg5Si is structurally stable.  
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Table 4. The geometric details of the thermodynamically stable structures 

Parent 

lattice 

System Space 

group 

Crystal type Lattice parameters Volume     

(Å3) 

DHf 

eV/active 

position 
a (Å) b (Å) c (Å) 

Im3m MgSi3 P2/m Primitive 

monoclinic 

2.75217 4.45261 5.16692 63.34 -0.19475550 

MgSi Imma Body-centred 

orthorhombic 

3.60095 4.25879 9.55630 146.55 -0.19430725 

Mg3Si P4/mmm Primitive 

tetragonal 

4.23639 4.23639 4.28780 76.95 -0.16004850 

Fm-3m MgSi3 Pm-3m Primitive 

cubic 

3.99175 3.99175 3.99175 63.60 -0.10419525 

MgSi P4/mmm Primitive 

tetragonal 

2.99478 2.99478 3.91037 35.07 -0.17309850 

Mg3Si Pm-3m Primitive 

cubic 

4.25466 4.25466 4.25466 77.01 -0.15069150 

Fd-3m Mg5Si Imm2 Body-centred 

orthorhombic 

14.882 4.93418 4.13538 303.678 -0.42347958 

Mg2Si P-3m1 Primitive 

hexagonal 

4.5444 4.5444 6.79354 121.503 -0.41430200 

 

 

 

 
 

Figure 3. The total electronic density of states for (a) Mg5Si in the absence of pressure and temperature. 
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4.  Conclusion 

 

Using the cluster expansion approach, the material space for the Mg-Si system was screened. A total of 

58 new structures were predicted, of which 8 were found to be thermodynamically stable, namely Mg5Si 

(Imm2), Mg2Si (P-3m1), MgSi (P4-mmm), Mg3Si (Pm-3m), MgSi3 (P2/m), MgSi (Imma), and Mg3Si 

(P4/mmm). The related geometrical properties of the 8 thermodynamically Mg-Si phases have been 

shown. Mg5Si, an orthorhombic magnesium-rich phase, was shown to be structurally stable and a good 

contender for Mg-Si-based rechargeable batteries. The findings from this study are crucial to the 

advancement of high-energy battery electrode materials for next-generation batteries. 
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Abstract. Recently, organic solar cells (OSC) have been recognized as a potential addition to 

devices that harness solar energy due to their affordability, lightweight, and adaptability 

advantages. Despite these advantages, there is still room for improvement in OSCs power-

conversion efficiency (PCE), which is crucial for their commercialization. In this study, silver 

nanoparticles (Ag NPs) were incorporated in different amounts to the Poly (3,4-ethylene 

dioxythiophene): poly (styrene sulfonate) (PEDOT: PSS) layer of the ITO/ PEDOT: PSS: Ag 

NPs/P3HT: PCBM/Ag-based device. X-ray diffraction (XRD) patterns of PEDOT: PSS at 

various volumes of Ag NPs exhibit distinct peaks located at 44° which correspond to the 

crystallographic plane (200) of Ag's face-centered cubic (FCC) phase. The surface characteristics 

of the NPs were investigated using transmission electron microscopy (TEM). TEM results 

revealed that Ag NPs have an average diameter of 22(2) nm. The results from the UV-Vis 

analysis demonstrated that the integration of Ag NPs influenced the PEDOT: PSS absorption; 

the newly generated peaks at 435 nm can be interpreted as their plasmonic resonance. 

1.  Introduction 

Organic solar cells (OSCs) have been the center of attention in recent years due to their immense 

potential as an approach for collecting solar energy in a highly processable and affordable manner [1]. 

The primary factor behind the increased interest in organic semiconducting materials is the possibility 

that they will lead to the development of a renewable energy device that is flexible, inexpensive, and 

simple to manufacture [2]. In this era, the energy industry is seeking a competitive device to collect solar 

energy that is stable, low-cost, and easy to fabricate. Low efficiency and lifetime instability prevent 

OSCs from becoming available in scaled-up quantities for commercialization [3]. As a result, they 

require further study to make them a less expensive alternative to the widely used inorganic solar cells. 

Conducting polymers (CPs) are widely recognized as innovative materials that merge the specific 

features of metals, which include electrical and optical properties and charge transfer [4]. PEDOT: PSS 

is a conductive polymer that offers excellent transparency, low density, and high thermal stability [5]. 

This is a deep blue micro dispersion hole transport layer (HTL) in solar cell devices [6]. 

     Plasmonic nanostructures with tuneable optical resonance properties improve the absorption of light 

by amplifying photocurrents in polymer solar cells (PSCs) through light-trapping methods [4]. Surface 

plasmon resonance (SPR) is a behavior at the frequency of the dipole surface plasmon caused by the 

surface's confinement of the nanoparticle's (NPs) internal conduction electrons and the creation of a 

powerful restorative force [7]. Plasmons can result from the interaction of conduction electrons and 

electromagnetic waves with metallic NPs (localized plasmon) [8]. The metallic NPs are encapsulated 

within a matrix of dielectric material like polymers since their dipole surface plasmon frequency enables 

them to interact with light very intensely, as a result of the NPs' collective electron velocity being 
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excited. In PSCs, various metal NPs including platinum (Pt), gold (Au), and silver (Ag) are being 

researched since they can improve light absorption [9].  

     Most of the research on the improvement of PSCs using SPR in devices has centered on metal NPs 

of various sizes doped in the active layer. Therefore, in this study, we demonstrate a doping method for 

adding Ag NPs to the HTL of PSCs to improve the absorption of light. We also investigate the impact 

of Ag NPs on the structural and optical properties of our PSCs. 

2.  Experimental 

2..1. Materials 

Silver nitrate (AgNO3), trisodium citrate, ethanol amine, and sodium borohydride (NaBH4) were 

obtained from Sigma Aldrich. Indium tin oxide (ITO) coated glass substrates and PEDOT: PSS were 

obtained from Ossila. 

2.2.1. Synthesis of Ag NPS.  

Ag NPs were synthesized using the chemical reduction method. An aqueous solution of NaBH4 (10 mL, 

20 mM) was added to a 100 mL solution of AgNO3 (0.25 mM) and trisodium citrate (0.25 mM). The 

reaction was stirred for 30 minutes until a yellow colloidal silver solution appeared. 

2.2.2. PEDOT: PSS samples fabrication 

PEDOT: PSS was first filtered through a hydrophilic filter, it was then doped with 1 mL of ethanol 

ammine before being spin-coated on glass at 3 000 rpm for 30 s. Different amounts of Ag NPs were 

prepared by adding 10, 20, and 30 μL of Ag NPs solution into a 100 ml blend of PEDOT: PSS and 

ethanol amine. The first solution was without Ag NPs while the other solutions contained varying 

amounts of Ag NPs. The thin films underwent a 15 minute annealing process at a temperature of 120°C, 

then followed a cooling process to get them to room temperature. 

2.2.3. Characterisation 

Field emission gun transmission electron microscope (FEG-TEM, Jeol 2100) and field emission 

scanning electron microscope (FE-SEM Zeiss SEM Microscope Crossbeam-540) were used to 

characterize the morphology of the samples. The optical absorbance was measured using an Agilent 

Cary 60 UV–Vis spectrophotometer; the scan range for UV–Vis’s absorption was between 200 – 800 

nm. The crystallographic structure of the films was determined by XRD using a PAN alytical X'Pert Pro 

powder diffractometer with an X'Celerator detector. The system used Fe-filtered Co-Kα radiation (λ = 

1.789Å), adjustable divergence, and fixed receiving slits. WITec Raman microscope model alpha300 

RAS was used for examining the films' structural organization and Raman spectra. The LWX100 

microscope objective was used to focus on an excitation wavelength of 532 nm, using a power of 0.012 

W. 

3.  Results and discussion 

3.1. Morphological properties. 

Figure 1 shows transmission electron microscopy (TEM) image of water-soluble citrate stabilized Ag 

NPs and their size distribution. The TEM image (Figure 1a) shows that the Ag NPs have elongated 

spherical morphology and are widely dispersed. The particle size distribution shown in Figure 1b 

indicates that the produced NPs have an average diameter of 22(2) nm, with a size range of 10 – 70 nm. 
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Figure 1. (a) TEM image of Ag NPs and (b) graph of Particle size distribution curve of Ag NPs. 

 

SEM analysis was conducted to examine the surface morphology of PEDOT: PSS at different volumes 

of Ag NPs. Figure 2 shows SEM images of the PEDOT: PSS layer onto the ITO substrate. The images 

show full coverage of the polymer on top of the ITO; ethanol amine had an impact on this complete 

coverage since it enabled PEDOT: PSS to attach to the ITO substrate. Various volumes of incorporated 

Ag NPs in PEDOT: PSS are illustrated as white dots in Figure 2b through d. The visual images in our 

study are comparable to those of Liu et al. [10].  

 

 
Figure 2. SEM images of (a) pristine PEDOT: PSS and the integration of Ag NPs into PEDOT: PSS 

using (b) 10 μL, (c) 20 μL (d) 30 μL volumes. 

 

Figure 2a is a pristine PEDOT: PSS, the image shows a coarse surface. As shown in Figure 2b and c, 

the Ag NPs were dispersed uniformly across the PEDOT: PSS layer with no clear aggregation, while 

Ag NPs with the highest volume aggregate into clumps of NPs (Figure 2d). Moreover, the NPs exhibit 

a spherical shape. 

3.2. Structural properties 

Figure 3 shows XRD patterns of pristine PEDOT: PSS and PEDOT: PSS incorporated with various Ag 

NPs volumes. In general, PEDOT: PSS exhibits an amorphous nature. According to several research 

reports [11, 12], a peak associated with PEDOT: PSS that was supposed to exist at about 25° was absent. 

Our observations however show a broad diffraction peak at 2𝜃 ≈ 28°. This implies that there is a very 

low crystallinity among the polymer chains because of the relatively wider peak [13].  
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Figure 3. XRD patterns of PEDOT: PSS for pristine and at different volumes of Ag NPs. 

 

After incorporation of the NPs, a sharp diffraction peak emerged at 2𝜃 ≈ 44° which corresponds to the 

(200) crystallographic plane of the face-centered cubic (FCC) phase of Ag [14]. Peak intensity decreases 

as Ag NPs volume increases due to reduced crystallinity in the film [15]. 

Figure 4 shows Raman spectra of PEDOT: PSS at various volumes of Ag NPs. Pristine PEDOT: PSS 

thin film presents three vital bands at 446, 930, and 1567 cm-1 related to (C-S-C), (O-S), and (C∞ -Cβ) 

asymmetric stretching, respectively. After the incorporation of Ag NPs, for a volume of 10 μL the 

spectrum locations change to 436, 925, and 1579 cm-1; however, for 20 μL and 30 μL of Ag NPs, the 

band positions move to 446, 930, and 1575 cm-1 and 441, 925, and 1571 cm-1, respectively, indicating a 

blue shift. The findings from Sarkar et al. [16] and ours are in good agreement.  

 
Figure 4. Raman spectra of PEDOT: PSS at different volumes of Ag NPs. 

 

According to studies, the band between 1400 and 1500 cm-1 is crucial for determining the structure of 

the PEDOT: PSS chain. Raman spectra's strongest peak at 1435 cm-1 is generated by the (C∞ = Cβ) 

symmetric stretching vibration of PEDOT: PSS, indicating the emergence of a shape resembling a 
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quinoid. As a result, it is identified through the analysis of Raman spectra that PEDOT: PSS structure 

transitions from a benzoid to a quinoid form [17]. 

3.3. Optical properties 

The UV/Vis spectrum of the Ag NPs in Figure 5 shows an intense peak at 389 nm indicating the 

formation of Ag NPs. NaBH4 successfully converted the Ag+ ions into Ag NPs since the SPR of the 

metal's conducting electrons causes colloidal silver to develop a characteristic absorption spectrum 

between 350 and 450 nm. The 389 nm intense peak does not expand, indicating that there is little, or no 

agglomeration as seen in Figure1a, a narrow size distribution is shown by a decrease in the width of the 

SPR band [10]. 

 

 
Figure 5. UV/ Vis spectrum of Ag NPs. 

 

Figure 6 shows UV-Vis results of PEDOT: PSS at various volumes of Ag NPs. The transparent polymer 

pristine PEDOT: PSS is shown by the absence of an absorption peak in Figure 6a. There is one primary 

plasmon absorption band at 435 nm in PEDOT: PSS with various volumes of Ag NPs illustrated in 

Figure 6b, which demonstrates that their integration had an impact on the PEDOT: PSS absorption.  

 

 
Figure 6. UV/ Vis spectra of PEDOT: PSS (a) pristine and (b) at different volumes of Ag NPs. 

 

The peak intensity of 30 μL is higher than the 20 and 10 μL, implying that increasing the volume of Ag 

NPS results in a proportional increase in the intensity of the maximum plasmon peak. The volume of 

Ag NPs in the colloidal solution directly correlates with the intensity of an absorption peak [18]. 
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4.  Conclusion  

Ag NPs were incorporated in the PEDOT: PSS layer to improve light absorption in PSC. The TEM 

analysis indicates that the Ag NPs vary in size from 10 to 70 nm. Based on the TEM images, the NPs 

are widely scattered and have a primarily spherical morphology. The UV-Vis absorption spectra show 

that the Ag NPs exhibit a surface plasmon absorption band at a maximum of 389 nm, providing evidence 

that there are spherical Ag NPs present. The absorption peak in Figure 6b demonstrates lower light 

absorption at 10 μL volume of Ag NPs. In contrast, the absorption peak at 30 μL volume of Ag NPs 

exhibits increased light absorption, implying that the incorporation of Ag NPs enhanced PEDOT: PSS 

absorption. 
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Abstract. Development of low elastic modulus β-Ti alloys for implant application has grown 

significantly in recent years. In this work, alloy Ti-28.3Nb-13.8Ta-6.9Zr calculated using first-

principles computations, was produced by button arc melting (BAM) process. Pure metal 

powders of Ti, Nb, Ta and Zr were pre-mixed and prepared as feedstock powder in a Copper-

Hearth BAM furnace. The alloy was manufactured, cut and heat treated (solution treated + aged). 

The samples were analyzed for microstructure using the following techniques – OM, ImageJ, 

scanning electron microscopy, and x-ray diffraction analysis. The samples mechanical properties 

such as hardness and elastic Young’s modulus were also evaluated. The alloy showed dominant 

β-phase microstructure with a dendritic morphology in both the as-cast and heat treated 

condition. The alloy showed satisfactory hardness and low elastic Young’s modulus. The 

strength of the alloy improved after heat treatment indicative of precipitation hardening. 

1.  Introduction 

In series of titanium alloys, β titanium (β-Ti) alloys are very important as bioimplants owing to their 

unique properties such as low elastic Young’s modulus, high strength, excellent biocompatibility and 

shape memory effect [1]. The widely used titanium-based bioimplants such as commercially pure 

titanium (CP-Ti) and Ti6Al4V extra-low interstitial (ELI) alloy have elastic modulus ranging between 

100 – 112 GPa. This made them first-choice metallic bioimplants compared to stainless steel and Cr-Co 

based bioimplants. Even though the alloys are currently used as bioimplants, their elastic Young’s 

modulus is still higher than that of human cortical bone (10 – 40 GPa). Recently, there has been attempts 

to further reduce the modulus of Ti alloys closest to that of the bone by stabilizing the beta (β) phase at 

the expense of the alpha (α) phase. Alloying elements like Nb, Ta, Mo and Zr have been identified as 

toxic-free strong β stabilizers and potential candidates to lower the modulus [2]. Excessive addition of 

these elements result in formation of unwanted phases such as martensite and omega (ω), and straining 

of lattice structure, thereby compromising the mechanical properties [3].  

According to literature data, the microstructural morphology of β-Ti alloys may be changed suitably 

by controlling the heat treatment parameters, that is, temperature and time [4]. Effect of heat treatment 

on Ti-Nb-Ta-Zr (TNTZ) alloys has been explored. Li et al. [5] found that under isothermal aging 

condition, the ω and α phases precipitate from the β phase for Ti-29Nb-13Ta-4.6Zr alloy. Moreover, the 

α phase could not precipitate during short time aging for Ti-39Nb-13Ta-4.6Zr alloy due to increased 

amount of Nb. The aim of this work was to assess the microstructure of Ti-28.3Nb-13.8Ta-6.9Zr alloy 

at specific heat treatment conditions and to measure the elastic Young’s modulus. 
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2.  Methodology 

First-principles calculations (BIOVIA Material Studio) were performed using density functional theory 

(DFT) implemented in the CASTEP code to predict elastic properties of the alloy Ti-28.3Nb-13.8Ta-

6.9Zr wt.% (Ti-Nb20-Ta5-Zr5, at.%). Cut-off energy convergence = 669.4 eV and Monkhorst-Pack k-

point grid = 18×18×18 (bcc β-Ti unit cell) were used. The elastic Young’s modulus was estimated based 

on Voigt-Reuss-Hill (VRH) approximation.  

The alloy was produced by arc melting using a water-cooled copper hearth from stoichiometrically 

weighted pure Ti, Nb, Ta and Zr metal powders. The as-cast sample was cut and solution treated at 

950℃ for 1 h and water quenched. The solution treated sample was aged for 12 h at 480℃ followed by 

furnace cooling. The heat treatment was performed under argon atmosphere to avoid oxidation. 

The samples were cut, ground, polished and finally etched in a 10 vol.% HF, 10 vol.% HNO3 + 

glycerol solution to reveal the microstructure. The as-cast and heat treated samples were analysed for 

phases and elemental distribution using optical microscopy (OM Leica DMI5000 M), scanning electron 

microscopy (SEM Jeol – 6510), ImageJ software package and, x-ray diffraction (XRD, EMPYREAN 

diffractometer system). X-ray diffraction measurements were carried out at 45 kV and 40 mA using 

monochromatic Cu Kα radiation (λ = 0.154 nm). The hardness and elastic Young’s modulus was 

measured by a Vickers micro-hardness tester (Future Tech. Corp., FM-700) and a nano-indenter (Anton 

Paar, TTX-NHT3), respectively. Hardness test was done at 500 gf at a dwell time of 15 seconds. Nano-

indentation was done at 400 mN load at a dwell time of 20 seconds.  

 

3.  Results 

3.1.  First-principles calculations 

Figure 1 shows a bcc unit cell of β-Ti with space group Im-3m. The structure was proportionally built 

using Vesta 3D visualization program in a virtual crystal approximation (VCA). Table 1 summarizes 

the elastic constants (cij’s) of the alloy along with the elastic Young’s modulus (E) predicted using first-

principles calculations. The lattice constant of bcc β-Ti crystal structure is 0.319 nm.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A VCA bcc β-Ti unit 

cell of alloy Ti-28.3Nb-13.8Ta-

6.9Zr proportionally built by 

Vesta.  
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Table 1. The elastic properties of the alloy predicted from first-principles calculations. 

Alloy a (nm) c11 c44 c12 c׳ c׳׳ A E (GPa) 

Ti-28.3Nb-13.8Ta-6.9Zr 0.331 126.6 43.7 122.6 2.0 78.9 21.8 44.7 

 

3.2.  Experimental results   

Figures 2 and 3 show the SEM microstructures of the alloy captured in backscatter imaging. Table 2 

gives measured chemical compositions of the alloy before and after heat treatment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. SEM analysis of alloy Ti-28.3Nb-13.8Ta-

6.9Zr in the as-cast condition. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. SEM analysis of alloy Ti-28.3Nb-13.8Ta-

6.9Zr after heat treatment. 

 

 

Table 2. Chemical composition of the alloy Ti-28.3Nb-13.8Ta-6.9Zr. 

Element As-cast (mass%) Heat treated (mass%) 

Nb 27.6 27.1 

Ta 14.4 14.7 

Zr 4.77 5.12 

Ti Bal. Bal. 

α content 26.2% 31.2% 

β content 73.8% 68.8% 

 

Figures 4 and 5 depict the microstructural morphologies of the alloy in the as-cast condition and heat 

treated state along with ImageJ micrographs. Table 2 shows α-β fractions representative of ImageJ 

micrographs. 
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a)  

 
b)  

Figure 4. a) Optical and b) ImageJ micrographs 

of as-cast Ti-28.3Nb-13.8Ta-6.9Zr alloy. 

 

c)  

 
d)  

Figure 5. c) Optical and d) ImageJ micrographs 

of heat treated Ti-28.3Nb-13.8Ta-6.9Zr alloy. 

 

To confirm the phases present in the microstructures, XRD patterns were measured and indexed 

using Rietveld refinement analysis. Figure 6 shows indexed XRD patterns of as-cast and heat treated 

samples. The plastic recovery curves in figure 7 gave an indication of the samples elastic Young’s 

modulus and ductility. The samples elastic moduli were 69.8 GPa and 70.8 GPa in the as-cast condition 

and heat treated state, respectively. The indent depth decreased after heat treatment indicative of 

precipitation hardening. Hardness values of the samples were measured as 238 HV as-cast and 272 HV 

heat treated. 

 

 

Figure 6. XRD curves of the as-cast (black) and 

heat treated (red) samples. 

 

Figure 7. Nano-indentation plastic recovery 

curves of the as-cast (black) and heat treated 

(red) samples. 
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4.  Discussion of results 

4.1.  First-principles calculations approach 

A virtual 3D lattice crystal structure was built in Vesta code representative of bcc (β) Ti-Nb20-Ta5-Zr5 

alloy. The lattice parameter (a) increased slightly after elemental doping suggesting that the lattice 

structure of the alloy was strained to a certain degree. For mechanical stability of the structure, a well-

known Born stability criteria [6] was followed, which for cubic crystals c11 > 0, c44 > 0, c11 > |c12| and 

c11 + 2c12 > 0. The alloy met the criteria. The shear modulus c׳ and Cauchy pressure c׳׳ were assessed to 

ascertain mechanical stability and ionic bonding of the alloy, respectively, after doping. The VRH 

approximation gave a low elastic Young’s modulus of 44.7 GPa closer to that of human cortical bone 

(40 GPa) suggesting that the elemental composition has potential to lower the elastic Young’s modulus. 

 

4.2.  Experimental approach  

A dendritic microstructure was observed in both as-cast and heat treated samples representative of TNTZ 

microstructures (figure 3). SEM-EDX analysis showed a slight deviation of the chemical composition 

after melting. The deviation was attributed to elemental diffusion and inhomogeneity. The as-cast alloy 

showed porosity indicative of kirkendal effect. Heat treatment resulted in closing pores indicative of a 

homogeneous microstructure.  

The XRD analysis predominantly detected β phase. Small peaks of martensite (α׳׳) and ω phase were 

detected but diminished after heat treatment.  The amount of β phase decreased to 68.8% after heat 

treatment indicative of precipitation hardening (PH). The hardness of the alloy increased from 238 HV 

to 272 HV confirming samples’ loss of ductility. The measured elastic Young’s modulus at 69.8 GPa in 

the as-cast alloy showed no significant change after heat treatment (70.8 GPa).  

 

4.3.  First-principles and experimental approaches 

A deviation between first-principles calculations and experimental measurements was observed. This 

can be attributed to the calculations approach. It was assumed in the VCA approach that atoms of the 

alloying elements occupied the same lattice positions as titanium atoms during doping to retain a stable 

bcc structure. This claim will tested using ab-initio calculation methodology.   

 

5.  Conclusion 

First-principles calculations predicted the mechanical stability of the alloy Ti-28.3Nb-13.8Ta-6.9Zr in 

the VCA approach and the elastic Young’s modulus was predicted as 44.7 GPa. The microstructure of 

the alloy was predominantly β phase which is characteristic in TNTZ alloys. ImageJ analysis and XRD 

patterns confirmed the dominance of β phases. Heat treatment resulted in increased hardness indicative 

of precipitation hardening and improved strength. Elastic Young’s modulus increased slightly up to 70 

GPa. A synergy between first-principles calculations and experimental results was not clear. A VCA 

approach appeared to have overestimated the calculations and elastic properties of the alloys. Ab-initio 

approach will be used in the future to test the claim.  
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Abstract. Several water sources and their state in Africa are a major concern due to pollution 
from mining, industrial, and other anthropogenic sources. Water is essential to life and healthy 
living, and also serves as home to various species of edible fishes. Unfortunately, its 
contamination has led to significant deaths resulting from diseases associated with the 
consumption of contaminated water. Globally, toxic heavy metals are among the numerous 
contaminants associated with water pollution. In this study, concentrations of toxic heavy metal 
in irrigation water used in Rustenburg was measured using inductively coupled plasma-mass 
spectrometry, and its associated carcinogenic and non-carcinogenic health risks were assessed. 
The measured concentration of toxic heavy metals in sampled water, ranges from ND (not 
detected) to 1.20×10-04, 1.00×10-05 to 4.00×10-04, ND to 1.24×10-02, 1.20×10-04 to 1.84×10-02, ND 
to 5.47×10-02, 1.30×10-04 to 2.75×10-02, and ND to 1.12×10-01 for Cd, Pb, Zn, Cu, Ni, Co, and Fe 
respectively, with corresponding mean values of 6.24×10-05, 2.33×10-04, 4.15×10-03, 8.68×10-03, 
3.37×10-03, 3.33×10-03, and 5.99×10-02. Non-carcinogenic risks resulting from dermal contact and 
ingestion of toxic heavy metals in water are low for adults and children of the exposed 
populations. Estimated carcinogenic risk due to dermal contact and ingestion of toxic heavy 
metals were also less than 10-6, indicating negligible carcinogenic risk, thus making the sampled 
water safe for agricultural and domestic use of dwellers. 

1.  Introduction 
Mining and industrial activities, though essential in the economic development of South Africa among 
other nations of the world, are globally associated with environmental pollution, posing significant risks 
to human health [1]. This is due to the production of non-biodegradable, toxic heavy metals in the form 
of waste and tailings [2]. They are continuously released into the environment and transferred to 
neighbouring communities, including agricultural sites and water bodies. 

According to Sharma, Singh [3], heavy metals are metals and metalloids with relatively high 
densities ranging from 3.5 to 7 g/cm3. They can pose significant threat to biotic systems even at low 
concentrations, and they include Cadmium (Cd), Chromium (Cr), Zinc (Zn), Mercury (Hg), Arsenic 
(As), Nickel (Ni), Copper (Cu), and lead (Pb). They constitute a major class of environmental 
contaminants in the developing world.  

Environmental Protection Agency has reported 0.1 mg/l, 0.1 mg/l, 1.0 mg/l, 5 mg/l, 0.005 mg/l and 
0.002 mg/l, as the maximum allowable limit for exposure to Pb, Ni, Cr, Cu, Zn, Cd and Hg in drinking 
water [3]. Exposure to mercury above the allowable limit can result in infertility, dementia and kidney 
damage; cadmium in renal dysfunction, liver and blood damage, lung and prostrate cancer, 
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lymphocytosis; arsenic in brain damage, skin cancer, cardiovascular and respiratory disease; chromium 
in chronic bronchitis, diarrhea, emphysema, liver damage, lung cancer, kidney failure; zinc in 
neurological disorder, kidney and liver failure, weakness, prostrate cancer; nickel in renal disorder, lung 
and nasal cancer; copper in nose, eyes and mouth liver and kidney damage; and lead in infertility, brain 
and kidney [4-6]. 

Water is one of the major routes through which humans accumulate toxic heavy metals, directly via 
contact and ingestion or through consumption of plant and animal irrigated and fed with contaminated 
water [7, 8]. Polluted water sources are harmful to human health, as a result of exposure to toxic heavy 
metals from mining, agriculture and industrial waste, and the consumption of toxic heavy metals in 
aquatic organisms, or the use of contaminated surface water for domestic and recreational purposes such 
as swimming and washing [8, 9].  

According to the World Health Organization (WHO), approximately 844 million people lack access 
to a fundamental source of drinking water source and about 230 million people spend more than 30 
minutes per day collecting water from an improved water source, which may include boreholes, 
protected wells, piped water and rainwater, springs and packaged/delivered water [2, 10]. Insufficient 
water and wastewater treatment, coupled with increase industrial activity have resulted in increased 
toxic heavy metal pollution in rivers, lakes and other water sources in African countries [2, 11]. The 
impact of increased water pollution is a challenge in developing countries due to the lack of resources 
and capacity to treat contaminated water effectively for domestic and recreational use [2]. 

According to World Health Organization, about 1.6 million people die every year from preventable 
water-related illnesses, such as diarrhea, and 90% of these fatalities are children under 5 years of age. 
Therefore, it is essential to continuously monitor and control state of water bodies to avoid the huge cost 
and process of contaminants removal (remediation). This study assesses the health risk associated with 
toxic heavy metals in irrigation waters in Rustenburg, South Africa. 

2.  Methodology 

2.1.  Study area 
The study area, Rustenburg, is a mining and industrial city in the North -West Province of South Africa. 
It is recognized for its mining and industrial activities, which have left farmlands and communities 
littered with radioactive waste [12]. It also has one of the most diverse and extensive farming systems 
in Africa [12, 13]. South Africa has about 12 percent of its land suitable for crop farming, with 3 percent 
considered fertile, and about 1.3 million hectares of land under irrigation, making it a water-scarce 
country. This accounts for approximately 60 percent of the total water usage across various sectors. It 
plays a substantial role in the food chain, serving as a significant source of exposure through the 
consumption of food crops according to Baleta and Pegram [14]. Rustenburg is known for its platinum 
operation and serves as home to the Bushveld Igneous Complex (BIC), reportedly containing a 
significant amount of base metals such as copper (Cu), iron (Fe), cobalt (Co), chromium (Cr), nickel 
(Ni) and zinc (Zn) in its host ores [15].  
 
2.2.  Sampling and sample preparation  
Water samples were collected from irrigation dams, wells and boreholes from farms around mines in 
Rustenburg, South Africa. Collected samples were well-labelled, and the coordinates of each sampling 
location were noted and documented using a Global Positioning System (GPS) for later referencing and 
to ensure traceability.  
In seventeen irrigation water sources around mines in Rustenburg, about 1 liter of water sample was 
collected in polyethene bottles from each source. To prevent radiotoxic absorption on the container 
walls, the used polyethene bottles were thoroughly washed, and 10 ml of HCl was introduced to the 
sampled water after collection [17]. All the samples were well-labelled for ease of identification, and 
the Global Positioning System was used to record the coordinates of each sampling location, to ensure 
traceability for later referencing. 
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Figure 1.  Map of South Africa showing the agricultural plots in Rustenburg [16]. 
 

2.3 Measurement method 
The water samples were analysed in triplicate using Inductively Coupled Plasma - Mass Spectrometry 
(ICP-MS), comprising of a sample introduction system and data processing unit, ions source, the mass 
analyser and the detector. Due to its wide linear dynamic detection range, high sensitivity and 
simultaneous multi-element analysis, total quant method was employed to analyse the digested samples 
[8, 9].  Inductively coupled plasma mass spectrometry calibration was done by measuring the 
instrumental response to reference solution (a 10 mg/L multi-element calibration standard of Al, Ag, 
Ba, As, Cd, Bi, Be, Cs, Ca, Cr, Co, Cu, Li, Fe, Ga, In, K, Mg, Mn, Ni, Pb, Ne, Sr, Rb, Se, U, Tl, V and 
Zn).  

To ensure there is no drift, cross-contamination of samples and for quality control, a certified 
standard solution and blank solution were run after every eight sample measurements [8, 18]. The 
elemental concentrations of heavy metal in mg/l was estimated using the expression [19]: 

  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 �
𝜇𝜇𝜇𝜇
𝜇𝜇 � = 𝐶𝐶 ×

𝑉𝑉𝑓𝑓
𝑤𝑤 × 𝑠𝑠 ×

𝐷𝐷𝐷𝐷
1000             (1) 

where, C = instrument value in µg/l (the average of all replicate integrations), W = initial aliquot amount 
(g), S = % solids/100, and Vf = final digestion volume (ml). 

3.  Health risk assessment  
Health risk assessment is essential in environmental monitoring and protection purposes. It is use to 
estimate the health effects resulting from exposure to carcinogenic and non-carcinogenic 
contaminants [20]. The health risk of toxic heavy metals in sampled irrigation water was estimated using 
the United State Environmental Protection Agency guidelines [21]. 
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Non-carcinogenic risk is defined as the likelihood of an individual suffering adverse effect from 
exposure to toxic substance [21]. Average daily intake due to dermal contact and ingestion of toxic 
heavy metals as well as hazard quotient was used in this work to estimate the non-carcinogenic effects 
of toxic heavy metal in sampled water. Similarly, carcinogenic risk is defined as the probability of an 
individual developing cancer as a result of toxic heavy metals (carcinogens) exposure.  It was estimated 
using cancer risk via dermal contact and ingestion pathway. Cancer slope factor (CSF) and reference 
Doss (RfD) used for carcinogenic and non-carcinogenic assessment of toxic heavy metals were derived 
from United State Environmental Protection Agency and South Africa, Department of Environmental 
Affairs [22].  
 

4.  Results and discussion  
The concentrations of Fe, Mn, Co, Ni, Cu, Zn, Pb, and Cd, measured in samples of irrigation water, 
range from ND to 4.52×10-02 mg/l, ND to 3.51×10-02 mg/l, ND to 1.12×10-01 mg/l, 1.30×10-04 to 2.75×10-

02 mg/l, ND to 5.47×10-02 mg/l, 1.20×10-04 to 1.84×10-02 mg/l, ND to 1.24×10-02 mg/l, 1.00×10-05 to 
4.00×10-04 mg/l, and ND to 1.20×10-04 mg/l respectively. Cr, As and Hg were not detected in any of the 
water samples, which is attributed to spectral interference as a result of the total quant method adopted 
for measurement [23, 24]. 

The average concentrations of toxic heavy metals were found to be less than South Africa, WHO and 
USEPA permissible limits for toxic heavy metals in drinking water presented in Table 1. Toxic heavy 
metal concentration in sampled irrigation water increases in the order of Cd (5.47×10-06 mg/l) < Pb 
(1.85×10-05 mg/l) < Zn (5.39×10-04 mg/l) < Cu (8.50×10-04 mg/l) < Co (1.08×10-03 mg/l) < Al (1.50×10-

03 mg/l) < Ni (2.27×10-03 mg/l) < Mn (2.92×10-03 mg/l) < Fe (4.54×10-03 mg/l).  
Pearson correlation matrix was used to investigate the relationship between measured toxic heavy 

metals in sampled water. From the results presented in Table 3, high positive correlation coefficients 
indicate a linear relationship between selected toxic heavy metals, while a high negative correlation 
implies a non-linear relationship between them. Thus, Mn and Pb, Mn and cd, Fe and Cu, Fe and Pb, Fe 
and Cd, Co and Ni, Cu and Zn, Cu and Pb, Pb and Cd are positively correlated, suggesting similar 
contaminants sources for each pair. 

Non-carcinogenic risk resulting from dermal contact and ingestion of toxic heavy metals in water for 
adults and children was estimated using reference doses (RfD) and presented in Figure 2. The results of 
the average daily intake (ADI), hazard quotient (HQ) and hazard index (HI) for ingestion and dermal 
pathways shows there is no apparent risk to exposed populations because HQ and HI values are found 
to be less than one [26, 27]. Estimated carcinogenic risk due to dermal contact and ingestion of Ni, Cd, 
Pb and Co, is presented in Figure 3. They are found be less than 10-6

, indicating negligible carcinogenic 
risk. 

 
 
 

Table 1. Permissible limits of toxic heavy metal in water. 

Country Permissible limits for toxic heavy metals in water (mg/l)  

 
Mg Cr Mn Fe Co Ni Cu Zn As Cd Hg Pb Ref 

South Africa NA NA NA NA NA NA 1.0 NA 0.01 0.003 0.001 0.01 [25] 

WHO NA 0.05 NA NA NA 0.07 2.0 NA 0.01 0.003 0.006 0.01 [10] 

USEPA NA 0.1 NA NA 0.1 NA 1.3 0.5 0.01 0.005 0.002 0.015 [22] 

NA = Not Available           

  

Division B: Nuclear, Particle, and Radiation Physics 213/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 
 
 
 
 
 

 
 

T
ab

le
 2

. T
ox

ic
 h

ea
vy

 m
et

al
 c

on
ce

nt
ra

tio
n 

in
 ir

rig
at

io
n 

w
at

er
. 

  
m

g/
l 

M
n 

2.
68

×1
0-0

2  

2.
72

×1
0-0

2  

N
D

 

2.
82

×1
0-0

2  

4.
75

×1
0-0

3  

3.
47

×1
0-0

3  

2.
85

×1
0-0

2  

3.
59

×1
0-0

3  

2.
55

×1
0-0

2  

5.
57

×1
0-0

3  

1.
50

×1
0-0

2  

4.
35

×1
0-0

2  

4.
33

×1
0-0

2  

4.
52

×1
0-0

2  

4.
39

×1
0-0

2  

9.
90

×1
0-0

4  

2.
38

×1
0-0

3  

4.
52

×1
0-0

2  

N
D

 

2.
05

×1
0-0

2  

N
D

 =
 N

ot
 D

et
ec

ta
bl

e 

Fe
 

5.
60

×1
0-0

2  

5.
15

×1
0-0

2  

N
D

 

5.
64

×1
0-0

2  

8.
42

×1
0-0

2  

7.
11

×1
0-0

2  

6.
69

×1
0-0

2  

6.
80

×1
0-0

2  

4.
67

×1
0-0

2  

7.
62

×1
0-0

2  

1.
12

×1
0-0

1  

7.
85

×1
0-0

2  

6.
46

×1
0-0

2  

7.
37

×1
0-0

2  

6.
76

×1
0-0

2  

2.
05

×1
0-0

2  

2.
33

×1
0-0

2  

1.
12

×1
0-0

1  

N
D

 

5.
99

×1
0-0

2  

C
o 

1.
30

×1
0-0

4  

5.
80

×1
0-0

4  

2.
75

×1
0-0

2  

2.
19

×1
0-0

3  

3.
10

×1
0-0

3  

1.
04

×1
0-0

3  

2.
86

×1
0-0

3  

6.
10

×1
0-0

4  

1.
16

×1
0-0

3  

2.
17

×1
0-0

3  

2.
96

×1
0-0

3  

2.
22

×1
0-0

3  

1.
85

×1
0-0

3  

2.
69

×1
0-0

3  

2.
86

×1
0-0

3  

8.
80

×1
0-0

4  

1.
78

×1
0-0

3  

2.
75

×1
0-0

2  

1.
30

×1
0-0

4  

3.
33

×1
0-0

3  

N
i 

1.
60

×1
0-0

4  

3.
00

×1
0-0

5  

5.
47

×1
0-0

2  

N
D

 

3.
00

×1
0-0

4  

3.
00

×1
0-0

5  

2.
40

×1
0-0

4  

8.
00

×1
0-0

5  

N
D

 

1.
60

×1
0-0

4  

4.
90

×1
0-0

4  

5.
10

×1
0-0

4  

1.
90

×1
0-0

4  

2.
40

×1
0-0

4  

2.
50

×1
0-0

4  

N
D

 

N
D

 

5.
47

×1
0-0

2  

N
D

 

3.
37

×1
0-0

3  

C
u 

7.
78

×1
0-0

3  

7.
83

×1
0-0

3  

1.
20

×1
0-0

4  

1.
57

×1
0-0

2  

1.
84

×1
0-0

2  

7.
02

×1
0-0

3  

1.
39

×1
0-0

2  

3.
18

×1
0-0

3  

6.
97

×1
0-0

3  

1.
01

×1
0-0

2  

1.
08

×1
0-0

2  

1.
19

×1
0-0

2  

9.
91

×1
0-0

3  

1.
11

×1
0-0

2  

8.
70

×1
0-0

3  

1.
19

×1
0-0

3  

3.
06

×1
0-0

3  

1.
84

×1
0-0

2  

1.
20

×1
0-0

4  

8.
68

×1
0-0

3  

Zn
 

1.
24

×1
0-0

2  

6.
77

×1
0-0

3  

N
D

 

5.
19

×1
0-0

3  

8.
44

×1
0-0

3  

1.
91

×1
0-0

3  

6.
45

×1
0-0

3  

1.
50

×1
0-0

3  

2.
99

×1
0-0

3  

3.
41

×1
0-0

3  

4.
89

×1
0-0

3  

4.
37

×1
0-0

3  

3.
50

×1
0-0

3  

4.
28

×1
0-0

3  

3.
01

×1
0-0

3  

N
D

 

1.
44

×1
0-0

3  

1.
24

×1
0-0

2  

N
D

 

4.
15

×1
0-0

3  

Pb
 

2.
40

×1
0-0

4  

1.
30

×1
0-0

4  

2.
30

×1
0-0

4  

2.
40

×1
0-0

4  

3.
10

×1
0-0

4  

2.
00

×1
0-0

4  

3.
30

×1
0-0

4  

1.
10

×1
0-0

4  

2.
30

×1
0-0

4  

2.
80

×1
0-0

4  

2.
90

×1
0-0

4  

4.
00

×1
0-0

4  

3.
30

×1
0-0

4  

3.
20

×1
0-0

4  

2.
80

×1
0-0

4  

1.
00

×1
0-0

5  

3.
00

×1
0-0

5  

4.
00

×1
0-0

4  

1.
00

×1
0-0

5  

2.
33

×1
0-0

4  

C
d 

4.
00

×1
0-0

5  

5.
00

×1
0-0

5  

7.
00

×1
0-0

5  

5.
00

×1
0-0

5  

5.
00

×1
0-0

5  

5.
00

×1
0-0

5  

7.
00

×1
0-0

5  

4.
00

×1
0-0

5  

1.
00

×1
0-0

4  

6.
00

×1
0-0

5  

1.
00

×1
0-0

4  

1.
20

×1
0-0

4  

7.
00

×1
0-0

5  

1.
00

×1
0-0

4  

8.
00

×1
0-0

5  

N
D

 

1.
00

×1
0-0

5  

1.
20

×1
0-0

4  

N
D

 

6.
24

×1
0-0

5  

 

Sa
m

pl
e 

Id
 

W
01

 

W
02

 

W
03

 

W
04

 

W
05

 

W
06

 

W
07

 

W
08

 

W
09

 

W
10

 

W
11

 

W
12

 

W
13

 

W
14

 

W
15

 

W
16

 

W
17

 

M
ax

im
um

 

M
in

im
um

 

A
ve

ra
ge

 

 

 

 

 

214 Health Risk Assessment of Toxic Heavy Metals in Irrigation Water, . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 
 
 
 
 
 

Table 3. Correlation coefficient of toxic heavy metals in water sample. 

  
Mn  

(mg/l) 
Fe 

(mg/l) 
Co  

(mg/l) 
Ni 

(mg/l) 
Cu  

(mg/l) 
Zn  

(mg/l) 
Pb 

(mg/l) 
Cd  

(mg/l) 
Mn (mg/l) 1.000        
Fe (mg/l) 0.327 1.000       
Co (mg/l) -0.268 -0.511 1.000      
Ni (mg/l) -0.305 -0.576 0.990 1.000     
Cu (mg/l) 0.441 0.698 -0.348 -0.439 1.000    
Zn (mg/l) 0.344 0.424 -0.336 -0.337 0.619 1.000   
Pb (mg/l) 0.612 0.599 0.084 0.002 0.703 0.402 1.000  
Cd (mg/l) 0.620 0.502 0.132 0.070 0.395 0.105 0.816 1.000 

 

 

Figure 2. Estimated hazard quotient for sampled irrigation water. 

 

 

Figure 3. Estimated cancer risk of toxic heavy metals for adults and children in sampled irrigation 
water.  
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5.  Conclusion  
In this study, the concentration of toxic heavy metal in irrigation water has been measured, and the 
carcinogenic and non-carcinogenic health risk assessed. The average concentration of measured toxic 
heavy metals was found to be less than South Africa, WHO, and USEPA permissible limit for toxic 
heavy metals in drinking water. The average daily intake (ADI), hazard quotient (HQ) and hazard index 
(HI) for ingestion and dermal pathways show there is no apparent risk to exposed populations. Also, 
estimated carcinogenic risk due to dermal contact and ingestion of toxic heavy metals indicates 
negligible carcinogenic risk. Thus, investigated irrigation water show insignificant health risk, making 
irrigation water safe in the study area for domestic and agricultural purposes. 
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Abstract. The conjecture of Bohr and Mottelson that the lowest excited Kπ = 02
+ and Kπ = 2γ

+ 

rotational bands in deformed nuclei, with even numbers of both protons and neutrons (even-even 

nuclei), could be identified as “vibrations” of the quadrupole shape, turns out to be fallacious. 

The vast amount of current experimental data shows that the Kπ = 02
+ rotational bands are 2p-2h 

states and that the Kπ = 2γ
+ rotational bands are due to the energy being lowered by the nucleus 

favouring triaxiality and rotating about its intermediate axis. The experimental data mitigates 

against current, but still fashionable, nuclear models such as the Interacting Boson Model (IBM) 

and interpretations involving phonon excitations. It is significant that the deformed mean-field 

and single-particle behaviour is valid all the way up to fission. 

1. Introduction  

The Collective Model of deformed nuclei was formulated by Aage Bohr and Ben Mottelson back in 

1953 [1] and is expounded in detail in their iconic book [2]. Any object that is not perfectly spherical 

can rotate, so deformed nuclei rotate to give rise to discrete energy levels forming a ‘band’. The 

separation of the energy levels depends on the effective moment-of-inertia of the rotating object. 

Deformed nuclei rotate collectively with all nucleons in the configurations/wavefunctions of their initial 

state. Besides rotations Bohr and Mottelson also postulated that the quadrupole shape could ‘vibrate’. 

Their model assumed deformed nuclei had a quadrupole shape using Lund Convention parameters β and 

γ to describe the deformation (Fig. 1): axial deformation is described by β and the triaxiality by γ. At γ 

= 0° the nucleus is axially symmetric with a prolate shape. At γ = 60° the nucleus is axially symmetric 

but with an oblate shape. In the region 0° ≤ γ ≤ 60° the nucleus is triaxial. The model postulates that 

there is a potential V(β,γ) which is simplified by taking V(β,γ) = V(β)V(γ) so that β and γ are  treated as 

orthogonal. For simplicity V(β) and V(γ) are taken to be simple harmonic oscillators with oscillation 

frequencies ωβ and ωγ. The problem is that the mass parameters are not known so that they have to be 

taken from experiment assuming that the first excitation in the V(β) potential is the first excited 02
+ state 

at ħωβ and the first excited K = 2γ
+ band starting  at ħωγ; the β and γ bands. With the limited data available 

in 1953 this was a very reasonable assumption. Unfortunately it is not correct. However it is the 

interpretation of these structures that is given in all textbooks, the Nuclear Data Tables and the Firestone 

Data Sheets. 
In 1879 John William Strut (Lord Rayleigh) worked out the frequency of vibration of a superfluid 

incompressible liquid sphere obtaining ω2 = (λ-1)λ(λ+2)γ/ρR3 where λ is the multipolarity of the 

vibration and is 2 for quadrupole, 3 for octupole etc., γ is the surface tension, ρ the density of the liquid 

and R is the radius of the drop [3]. In convenient units for a nucleus this becomes:  

ω2 = (λ-1)λ(λ+2)CS/3RA
2mA          (1) 

where CS is the surface term in the Weizsäcker Binding Energy formula ≈ 18 MeV, RA ≈ 1.3 fm and m 

is the nucleon mass. Quantizing the classical vibration using Ex = ħω gives the results which are shown 

in Fig. 2, indicating that classical quadrupole and octupole vibrations are well above the Weizsäcker 

pairing gap, unlike the experimental 02
+ states and the first excited K = 2γ

+ bands.  

 

2.  “β-vibrations” 

Shiro Yoshida [4] pointed out in 1962 that the standard monopole pairing would decant all the strength 

of two-nucleon transfer reactions to excited 0n>1
+ states into the transition to the ground 01

+ state. Maher  
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Figure 1. Diagram illustrating the β and γ          Figure 2. Classical vibrational energies of a liquid drop 

quadrupole variables of the Lund convention.   using eq. (1). The pairing energy Δ = 12/A1/2 MeV [2]. 

 

et al. [5] made (p,t) two neutron pick-up measurements on U and Th isotopes. They found that the 02
+ 

states were unexpectedly strongly populated. In the region of the nuclear chart near A ≈ 150 both (t,p) 

two-neutron stripping and (p,t) pick-up reactions significantly populate the 02
+ states and higher lying 

0n
+ states [6,7], indicating that simple monopole pairing is too crude an interaction to describe these 

experiments. A better way of treating the pairing interaction was suggested by Griffin, Jackson and 

Volkov [8]. It was to split the pairing interaction into two; one for Nilsson orbitals in low-K prolate 

driving orbitals (low Ω), and a separate pairing interaction for high-K oblate driving orbitals (high Ω) as 

illustrated in Fig. 3. For two identical nucleons in the same j state, the monopole pairing interaction has 

the effect of lowering the coupled 0+ state leaving all the other configurations at the same energy. 

Splitting the pairing gives two 02
+ states! But, in even-even nuclei with only two nucleons outside a 

closed shell, the reality is as illustrated on the right hand side of Fig. 3. The split pairing suggestion was 

adopted by others [7,9-12] and the 02
+ states formed were baptised “Pairing Isomers” by Ricardo Broglia 

[13]. The Bohr and Mottelson ‘vibrational’ states should also be strongly populated in inelastic 

scattering reactions. Experimentally it is found that while the K = 2γ
+ bands are indeed strongly 

populated, the 02
+ states are not. As the 02

+ states are populated by L = 0 exchange of two nucleons they 

have to be 2p-2h states and not ‘vibrations’. 

If the experimentally observed states were ‘vibrations’, collective motion of all the nucleons, then 

they should emit enhanced quadrupole photons collectively between the ‘vibrational’ bands and the 

ground state band. Relatively recently Paul Garrett reviewed data on the B(E2) enhanced radiation from 

02
+ states [14] and concluded, “While it is clear that there are very few good examples of a β vibration, 

the question arises as to the nature of the 02
+ states, indeed of all low-lying 0+ states.” Both Garrett [14] 

and Bohr and Mottelson [2, pp. 168ff ] say that the best example of a β ‘vibration’ is 174Hf referencing 

Ejiri and Hageman [15] who measured lifetimes of the excited states in the ground band and 02
+ band. 

The conclusion that the low-lying 02
+ states have a 2p-2h structure means that the Nilsson orbital, 

that the pairs occupy, will be blocked in the neighbouring odd nuclei from coupling to the 02
+ state in 

the core nucleus. An example is illustrated in Fig. 4 where the neutron high-K ‘oblate’ Nilsson orbital 

ν[505]11/2- in 155Gd does not couple to the 02
+ excitation in the core 154Gd [16]. Schmidt et al. [17] had 

previously shown that the low-K ‘prolate’ neutron orbitals ν[521]3/2- and ν[651]3/2+ do indeed couple 

to the core 02
+ configuration. All these neutron configurations couple to the K = 2γ

+ “γ vibration”. It 

becomes clear that the 02
+ states near neutron number N = 90 meet the criteria for being Pairing Isomers.  
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Figure 3. Left; illustration of splitting the monopole pairing. Right; Experimental reality. 

 

 
 

Figure 4. Schematic showing that the ν[505]11/2- orbital in 155Gd is blocked from coupling to the K = 
2γ

+ core excitation in 154Gd [16,17]. 
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The question arises, are Pairing Isomers only found where high-K states are extruded to the Fermi 

surface by the adding of neutrons after the N = 82 shell closure and the increasing deformation? In Fig.5 

we show the 01
+ ground-state and 02

+ state energy levels, minus the energies of a rigid rotor, plotted 

against spin for the nuclei 154
64Gd90, 

156
66Dy90 and 174

72Hf102 [18]. Fig. 5 strongly suggests that the 

underlying physics determining the structure of these three isotopes must be very similar. The population 

in inelastic (d,d') scattering of the 02
+ states in both 154

64Gd90 [19] and 174
72Hf102 [20] is very weak in 

comparison to that of the K = 2γ
+ and 3oct

- bands, confirming the different structures. The 02
+ state in 

174
72Hf102 cannot be a neutron pairing isomer, as in 154

64Gd90 and 156
66Dy90, because there are no high-K 

neutron Nilsson orbitals at the Fermi surface. But there is the high-K proton Nilsson orbital π[404]7/2+ 

available which is involved in the structure of neighbouring isotopes and isomers in 174Hf itself. This 

02
+ state in 174Hf is the first proton Pairing Isomer to be identified [18]. It shows that Pairing Isomers 

can exist for both neutron and proton 2p-2h configurations. It also shows that Pairing Isomers can occur 

mid-shell when there are suitable Nilsson levels close to the Fermi surface. 

   
Figure 5.  Excitation energies of levels, spin I, in the ground-state and 02

+ bands in174Hf,  156Dy and  
154Gd minus a rigid rotor reference Er = 7.7I(I+1) keV [18]. 

 

3.  “γ-vibrations” 

Bohr and Mottelson offer two explanations for the first excited K = 2γ
+ bands found in the pairing gap 

of even-even deformed nuclei: “Such a collective mode could have the character of a vibration around 

an axially symmetric equilibrium or might be associated with an equilibrium shape deviating from axial 
symmetry.” [2, page 164]. And later [2, page 166ff] “The available evidence, though inconclusive, thus 

appears to favour an interpretation in terms of a γ vibration…”. They favour the vibrational model as 

it dovetails with their interpretation of β vibrations. The data, these days, indicate that β vibrations are 

an endangered species suggesting that the triaxiality explanation should be preferred.  

An excellent account of approaches to the understanding of K = 2γ
+ bands has been given by Shiekh 

et al. [21]. Wood, Allmond and colleagues [22,23] have extensively examined the effects of quadrupole 

triaxiality using the triaxial rotor model. A deformed axially asymmetric shape will rotate about its 
intermediate axis, as that axis has the largest moment-of-inertia (Fig. 6). The rotation can then tilt with  

respect to the intermediate axis giving rise to K = 2γ
+, 4γγ

+ … bands which require excitation energy with 

respect to the ground state K = 01
+ band aligned with the intermediate axis [24,25]. Some of the most 

recent calculations of potential energy surfaces (PES) and of probability density distributions (PDD) are 

shown in Figs. 7, 8 and 9 [26-28]. These calculations demonstrate that while the ground state can be 

axially symmetric the K =2γ
+ band is triaxial. 

Data supporting this interpretation are: that the lowest K =2γ
+ bands invariably track the ground-state 

band with increasing spin [27,29]; they are definitely collective as they are populated strongly in 

inelastic collisions [20]; they couple to all single-particle states (Fig. 4) showing they do not have a 

simple p-h structure; they decay by strong B(E2) transitions to the ground-state band so that their internal 

structures must be similar (as in allowed β-decay); their intrinsic spin must be tilted with respect to the 

principal axis in order to have a projection K =2γ
+ onto that axis [25]. Finally, if there are no β vibrational 

bands, it becomes impossible to explain the K =2γ
+ bands as ‘vibrational’. 
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Figure 6. The rotational angular momentum         Figure 7. 5DCH-CDFT calculations of the  

around the long and short nuclear axes generates  Probability Density Distributions for the first band  

a tilt of the total rotational angular momentum      heads in 158Er [27]. 

[26].      

 
 

Figure 8. Probability Density Distributions for the first three band heads in 176Os [26]. 

 

4. Conclusions 

1. The K = 02
+ and K = 2γ

+ bands are totally different phenomena and are not “vibrations”. 

2. The 02
+, 03

+…. are 2p-2h states (Pairing Isomers). 

3. The K = 2γ
+, 4γγ

+ …. have triaxial quadrupole shapes with tilted rotation. 

4. Boson (IBM) and other phonon interpretations do not describe the data. 

5. Much of the data presented here can be found in greater detail in the review [29]. 
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Figure 9. Probability Density Distributions for excited states in 154Sm compared with experiment [28]. 
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Abstract. The performance of the C10 cells of the Tile calorimeter is studied by their response
to muons originating from W → µνµ events collected by the ATLAS detector during the Run
2 data taking period. The response is quantified by measuring the amount of energy deposited
per unit length of each cell, in both the data and Monte Carlo simulations. The ratio of the
response in data and Monte Carlo is used to quantify the calorimeter response, with deviations
from unity hinting that there might be poor electromagnetic energy scale calibration in the
experimental data.

1. Introduction
This study aims to determine the performance of C10 cells of the Tile Calorimeter (TileCal) [1]
of the ATLAS detector [2]. The performance is determined by studying the response of the
cells to isolation muons originating from the decay of the W boson to a muon and a muon
neutrino W → µνµ. When a charged particle passes through a cell, the response of the cell (R)
is quantified as the amount of energy (∆E) deposited per unit length (∆x) in that particular
cell. The energy loss of muons as they transverse through matter is a well understood process [3].
Ionisation is the dominant energy loss in muons with energies below 100 GeV and the probability
distribution of the response follows the Landau function for thin scintillators. The W → µνµ
events used in this study are produced during proton-proton (pp) collisions at the Large Hadron
Collider [4] observed by the ATLAS detector during the Run 2 data taking period (2015-2018)
at centre-of-mass energy of

√
s = 13 TeV with 139 fb−1 integrated luminosity. .

Muons stemming from the W → µνµ process are selected due to their distinct and
clear experimental characteristics within the detector. Background contributions from muons
originating from other processes can be easily suppressed. In the W → µνµ channel, the
electroweak background is predominantly composed of W → τντ and Z/γ∗ → µ+µ− processes.
Background events from the Z/γ∗ → µ+µ− process are suppressed by requiring the selected
events have exactly one muon candidate. The decay of the τ -lepton into a muon and a τ
neutrino is a complex process that involves multiple particles, leading to a displaced τ decay
vertex and, on average, a muon with low transverse momentum denoted as pT [5, 6]. The pT of
the selected muon candidates in addition to the position of the primary vertex is used to reject
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Figure 1. Left: Schematic of one TileCal wedge [7], showing the mechanical assembly and
optical readouts. Right: Schematic of the TileCal cell layout in a plane parallel to the beam
axis [8] and scintillator structure on the A-side of the detector.

these background events. In events where heavy quarks undergo semi-leptonic decays, there’s
a possibility of hadrons being misidentified as leptons. These multi-jet background processes
substantially contribute to the total background. The presence of missing transverse energy

(E
miss
T ) in the events is to suppress these multi-jet backgrounds.

2. The ATLAS Tile Calorimeter
The ATLAS experiment at the Large Hadron Collider is one of the two general-purpose detectors
designed to reconstruct events from pp or heavy-ion collisions. The hadronic calorimeter system
of the ATLAS detector is formed by the TileCal, which plays a major role in the reconstruction

of hadrons, jets, τ -leptons and E
miss
T arising from non-interacting particles.

It covers the central region of the ATLAS detector up to |η| < 1.7. The TileCal is divided
into three segments along the z-axis (the beam axis). It has one fixed long barrel (LB) 5.8
metres in length covering the central area of the collision point |η| < 1.0 and two 2.6 meters in
length extended barrels (EB) in the forward and backward region 0.8 < |η| < 1.7. The region
0.8 < |η| < 1.0 of the Intermediate Tile Calorimeter is called the plug. The region between
0.9 < |η| < 1.0 has 96 mm stacks (C10) in the z-direction. The TileCal is symmetric with
respect to the interaction point, the positive η side is called the A-side while the negative η side
is called the C-side. Figure 1 shows the schematic layout and the scintillator structure of the
TileCal cell assembly on the A-side of the detector.

The full azimuthal (φ) coverage around the beam axis is achieved using 64 wedge-shaped
modules, a schematic of such module of the TileCal is shown in Figure 1, each covering ∆η = 0.1
radians. The modules are oriented radially and normal to the beam line. The source tubes are
used to circulate a capsule of 137Cs radioactive source for calibration purposes. The TileCal has
total of 256 of such modules, 128 on the A side and the other 128 on the C side. When a charged
particle traverses through the scintillating tiles, light is emitted and collected at the scintillator
edges. The light generated by the scintillating tiles is then transported to two photomultiplier
tubes (PMTs) by wavelength shifting (WLS) fibres [9] in standard TileCal cells. In special
TileCal cells formed by a single piece of scintillator, the scintillation light is transported by
just a single PMT. The TileCal cells are defined by a volume defined by the η, φ and radial
segmentation of the TileCal.

The Technical Design Report [10] provides a detailed description of the ATLAS TileCal and
its construction, optical instrumentation and installation into the ATLAS detector are detailed
in Refs. [9, 11].
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Figure 2. A schematic of the TileCal signal reconstruction path [15]. The path of the physics
signal is shown by the thick solid lines and calibration paths of the different systems are indicated
with dashed lines.

3. Calibration Procedure
Three calibration systems are used to monitor the signal reconstruction in TileCal cells. The
calibration systems are used to maintain a time-independent electromagnetic (EM) energy scale,
and account for changes in the hardware and electronics due to radiation damage, ageing and
faults. The Caesium (Cs) calibration system uses global electromagnetic scale to monitor the
optical and electrical response of each PMT in the ATLAS environment [12]. A hydraulic system
moves a capsule containing the 137Cs radioactive source through stainless steel tubes that pass
through every TileCal module, the holes for the tubes are illustrated in Figure. 1. The laser
calibration system is used to monitor and correct for PMT response variations in between Cs
scans and to monitor time stability during data-taking periods [13, 14]

A set of calibration constants f are then used to convert the reconstructed channel amplitude
in units of ADC counts to units energy in GeV. The conversion is given by:

E[GeV] =
A[ADC]

fpC→GeV · fCs · fLas · fADC→GeV
, (1)

where fpC→GeV is a calibration constant determined in dedicated electron and muon test beam
analyses. The constants fCs, fLas and fADC→GeV are obtained from independent Caesium, laser
and CIS calibration systems, respectively.

Figure 2 shows a flow diagram summarising the different calibration systems along with
the paths followed by the signals different calibration sources. The study of the response of
the TileCal cells allows us to confirm whether the calibration of TileCal modules was applied
correctly. The three calibration systems aid in identifying potential sources of the problematic
channels. If a module has problems originating from readout electronics, then the laser and CIS
calibration systems will be able to detect that.

4. Event Selection
Table 1 summarises the selected events used in this analysis. The selections were chosen to
optimise the number of events with a single muon originating from the W → µνµ process while
minimising the number of events from background processes. The selected events are required
to contain a single reconstructed muon candidate that passes either the ”medium” or ”tight”

identification requirement [16] to eliminate electroweak background events. A cut on the E
miss
T

is required to exclude the multi-jet background processes. Cuts on the track (
∑
pT|∆R=0.4)

and calorimeter (ELAr|∆R=0.4) isolation variables are applied to ensure that the selected muon
candidate is well isolated from the hadronic activity around it.
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Table 1. Event selection based on the W decays

Variable Requirement

1 Number of Muons Nmuons = 1
2 Transverse invariant mass 40 < MT < 140 GeV

3 Missing transverse energy 30 < E
miss
T < 120 GeV

4 Track isolation
∑
pT|∆R=0.4 < 1 GeV

5 Calorimeter isolation ELAr|∆R=0.4 < 1.5 GeV
6 Momentum of the muon pµ <= 80 GeV
7 Transverse momentum of the muon pµT > 28 GeV
8. Average interactions per bunch crossing 10 < µ > 40

In addition to the event selections listed in Table 1, the energy deposited by the passing muon
candidate in the gap and crack cells is required to be above 60 MeV in order to suppress signals
that are caused by electronic noise. The muon is required to traverse a minimum path length
of 100 mm in the C10 cells. The absolute azimuthal angle between the muon’s track and cell’s
centre |∆φ(µ, cell)| < 0.046.

The experimental pp data collected during the LHC Run 2 data taking at
√
s = 13 TeV is

used. Integrated luminosities for the respective data taking periods are as follows:
∫ L = 36.2

fb−1 for 2015+2016,
∫ L = 44.3 fb−1 for 2017, and

∫ L = 58.5 fb−1 for 2018. Monte Carlo
(MC) simulated samples of the W → µνµ events are used as a reference when studying the
response from experimental data. Three sets of MC event samples are generated to match pile-
up conditions of the three data taking periods: 2015-2016, 2017, and 2018. The event generator
Sherpa [17] was used to generate the W boson production events which are then interfaced
with PYTHIA8 [18] for parton showering.

The event selection from Table 1 is applied to both the data and MC samples. The events
from the simulated samples are normalised to the W → µνµ production cross-section multiplied
by the integrated luminosity of the corresponding data taking period. The simulated events are
also reweighted to account for the different pile-up conditions.

5. Results
The R uniformity of each cell is evaluated over the entire azimuthal direction on the A and C
sides of the detector. A Gaussian likelihood function,

Lc =
64∏

m=1

1
√

2π
√
σ2
c,m + s2

c

exp

[
− 1

2

(Rc,m − µc)2

σ2
c,m + s2

c

]
, (2)

where Rc,m and σc,m are the observed R and its statistical uncertainty for a given cell (c) in
module m. The uncertainty σc,m is obtained by propagating the uncertainties of the dE/dx
distributions from data and Monte Carlo,

σc,m = |r
data

rMC
| =

√√√√
(
σ

data
r

r

rdata
)2 + (

σ
MC

r
r

rMC
)2, (3)

where r is just short hand for truncated mean of the dE/dx distribution. The uncertainty of
the truncated mean σr is defined as the standard mean error of the mean in each module.
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Figure 3. Distribution of module number vs dE/dx in C10cells. The red line represents the
fitted average response across all modules and the yellow band is the systematic uncertainty
associated the fitted average value of R. The plots show results for 2015-2016 (top), 2017
(middle) and 2018 (bottom) data taking periods.

The unbinned log likelihood −2 logL is minimised using minuit [19] package to find µ̂C and
ŝC which are the average response < R > and the systematic uncertainty attributed to the
non-uniformity across the modules.

The response of the cells could change over time due to factors like PMT drift response,
ageing effects of the scintillators and wavelength shifting fibres [20]. The average response C10
cell on the A-side shows the biggest drop in 2018 data taking period, this can be attributed the
drop in response of modules 14, 20 and 23. A significant deviation in the response on the C-side
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of the detector is seen in 2017 data, this can be attributed a drop in the response of modules 48
and 49.

6. Conclusions
In this study, we investigated the performance of the C10 cells within the TileCal of the ATLAS
detector during the Run 2 data-taking period. By analysing the response of these cells to muons
originating from W → µνµ events, we aimed to assess the calorimeter’s performance and its
calibration accuracy.

An unbinned negative log likelihood function was minimised to obtain the average response
of each cell during different data taking years. The average response of C10 cells vary slightly
across modules, raising questions about the φ uniformity of the response. In the preliminary
results, the drop of the average response suggested potential issues such as PMT drift response,
scintillator ageing, or wavelength shifting fibre effects.
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Abstract. The production of a single top quark in association with a W boson and a Z
boson (tWZ ) is a rare Standard Model process that has never before been measured. The
process is a valuable input into global Standard Model Effective Field Theory (SMEFT) fits
due to its sensitivity to top-electroweak SMEFT coefficients in regions of high W boson and
Z boson transverse momenta. It is also a relevant background in other top quark related
measurements such as the t t̄Z cross-section measurement. A search has been performed for
tWZ production using 140 fb−1 of proton-proton collision data at a centre of mass energy
of 13 TeV. The search explores the trilepton and tetralepton tWZ final states. Regions are
defined using physics object multiplicities and graph neural networks are employed to perform
signal-background discrimination in the regions. The signal strength of tWZ production µtWZ

is extracted using a profile likelihood fit with a full systematic model describing experimental
and modelling uncertainties. Preliminary blinded measurements of µtWZ are shown using an
Asimov data set for each channel. A combined signal extraction across both channels will also be
presented. The measurements of µtWZ shown will include their associated expected significances
and expected upper limits.

1. Introduction
The production of a single top in association with a W boson and a Z boson (tWZ ) is a rare
process predicted by the Standard Model (SM). The tWZ process has never been observed due
to a small expected cross-section of 161 fb and difficult to discriminate sources of backgrounds.
An example of a leading order diagram of tWZ production is shown in Figure 1, which includes
two electroweak vertices. Due to the presence of top-electroweak vertices, the process is seen as
valuable for global Standard Model Effective Field Theory (SMEFT) fits [1]. The rate of tWZ
production at high energies is sensitive to certain top-electroweak SMEFT operators, which will
allow tWZ production to provide a unique constraint in global SMEFT fits. The process is also
a background in other top quark related analyses such as the cross-section measurement of t t̄Z
production.

The analysis is divided into the trilepton and the tetralepton decay channels, where both
channels require the final state Z boson to decay leptonically. The trilepton decay channel
requires either the prompt W boson or the W boson originating from the decaying top quark to
decay leptonically. In the trilepton channel, t t̄Z production and the production of a WZ pair
with additional jets(WZ+jets) contribute background events that are difficult to distinguish
from signal events. The tetralepton channel requires both the prompt W boson and the W
boson originating from the decaying top quark to decay leptonically. In the tetralepton channel,
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Figure 1. Example of a leading or-
der Feynman diagram for tWZ pro-
duction. The final state products of
a t quark (red), a Z boson (green)
and a W boson (blue) are shown.

the major backgrounds are t t̄Z production and the production of a ZZ pair with additional
jets (ZZ+jets). The background events in the tetralepton channel are easier to distinguish
from signal events in the trilepton channel. The tetralepton channel has fewer total events,
which increases the statistical uncertainty associated with the channel compared to the trilepton
channel.

2. Samples and event selection
Data and simulated samples were prepared for the trilepton and tetralepton channels. The search
was performed using 140 fb−1 of 13TeV proton-proton collisions recorded using the ATLAS
detector [2]. This dataset was recorded at the Large Hadron Collider between 2015 and 2018. A
comparable dataset of simulated Standard Model processes was generated to compare the event
counts between ATLAS data and the Standard Model prediction. The simulated processes
include tWZ production as well as the background processes of t t̄Z production and diboson
(WZ+jets/ZZ+jets) production with additional jets. Simulated samples were also created for
minor multibosonic and top-related background processes.

Leptons, jets and missing transverse momentum were reconstructed from experimental
signatures in the various subdetectors of the ATLAS detector. Only electrons and muons were
considered. Jets that contain B-hadrons were identified using a machine learning discriminator
DL1r [3], where b-tagged jets are defined as jets that pass the 77% DL1r b-jet tagging efficiency
operating point.

Events in the trilepton channel were required to have three leptons, where the leading lepton,
subleading and subsubleading lepton must have pT > 30GeV, pT > 20GeV and pT > 14GeV,
respectively. Muons must be within the region of |η| < 2.5 and electrons must be within
|η| < 2.47 and not within 1.37 < |η| < 1.52. All jets must have pT > 25 GeV, be in the forward
region of |η| < 2.5 and have a jet-vertex-tagger (JVT) [4] of greater than 0.5. Any combination
of oppositely-signed same-flavoured (OSSF) leptons must have a combined mass that is greater
than 10 GeV. A combined OSSF lepton pair is a Z candidate if the pair’s mass is within 10 GeV
of the Z boson mass mZ = 91.19. Events in the trilepton channel were required to have exactly
one Z candidate.

Each event in the tetralepton channel must have four leptons, where the highest energy
lepton has pT > 28 GeV, the second highest energy lepton has pT > 18 GeV and the third and
fourth highest energy leptons have pT > 10 GeV. The jet selection requirements and the lepton
η requirements are the same as for the trilepton channel. The sum of the lepton charges must
also be neutral and all OSSF lepton pairs in the event must have a mass greater than 10GeV.

All events were partitioned into regions based on the multiplicity. The trilepton channel has
three regions: one signal region (SR) and two control regions (CR). The events in the trilepton
tWZ SR were required to have three or more jets, where exactly one of the jets is a b-tagged
jet. The events in the trilepton t t̄Z CR must have four or more jets, where two or more of the
jets are b-tagged jets. The events in the trilepton WZ CR must have one or two jets, where
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exactly one jet is a b-tagged jet. Five regions were defined for the tetralepton channel. The
tetralepton channel has two signal regions that require events to have one Z candidate, greater
than one jet and exactly one b-tagged jet. The tWZ opposite-flavoured (OF) SR and the tWZ
same-flavoured (SF) SR differ based on the flavours of the leptons that did not originate from
the Z candidate. The tWZ OF SR contains events where the two non-Z leptons have different
flavours and the tWZ SF SR contains the events where the two non-Z leptons have the same
flavour.

3. Background discrimination with graph neural networks
The signal regions are dominated by background contributions from t t̄Z and diboson production.
A pair of graph neural networks [5] were developed to discriminate between signal and
background events in the trilepton and tetralepton channels. Each event can be modelled as
a graph where the muons, electrons, jets and missing transverse momentum are nodes in the
graph. Each node carries information regarding the 4-momentum of the object and what type
of object the node represents. The edges between the nodes carry an edge weight that is equal
to the angular difference ∆R between the objects associated with the nodes. Additional graph-
level information was also included regarding the number of jets in the event. The graph models
followed the message-passing neural network architecture [6].

The model used in the trilepton channel was trained and tested using simulated tWZ , t t̄Z
and WZ+jets events from the trilepton tWZ SR. The model used in the tetralepton channel was
trained and tested using simulated tWZ , t t̄Z and ZZ+jets events from the tetralepton signal
regions and the t t̄Z CR. The models are binary classifiers that produce a score between 0 and
1, where the signal tWZ events were assigned a label of 1 and the background t t̄Z and diboson
events were assigned a label of 0.

4. Systematic uncertainties
The search considers the experimental uncertainties related to data-taking and the modelling
uncertainties associated with the various simulated processes. The recommendations regarding
systematic uncertainties provided by the internal ATLAS combined performance groups were
followed. The experimental uncertainties associated with the luminosity and pileup conditions of
the datasets were considered. A set of uncertainties related to the reconstruction of objects were
included in the analysis, such as uncertainties associated with the energy scale and resolution of
objects, jet flavour information and lepton efficiency scale factors.

The modelling uncertainties in the search included the estimation of the cross section
normalisation factor applied to each of the simulated background samples. The choice of diagram
removal scheme used for the tWZ sample [7] was accounted for using a systematic uncertainty.
For the tWZ sample, systematic uncertainties were introduced to describe normalisation and
factorisation scale variations in the matrix element calculations and to describe different
parameterisations of the parton distribution function (PDF).

5. Extraction method
The parameter of interest of the extraction method is the signal strength of tWZ production,
µtWZ = σobs/σSM , where σobs is the observed cross-section of tWZ production and σSM is
the expected cross-section of tWZ production according to the SM. A likelihood model [8] was
constructed with µtWZ as the parameter of interest as well as nuisance parameters describing
each systematic uncertainty. The parameter values were estimated using a profile likelihood
fit [9], which allows for the statistical significance Z0 of the measurement to be obtained.

In this proceeding, only an Asimov dataset [9] was used during the signal extraction. An
Asimov dataset is designed to produce best-fit values of the parameters that are exactly equal
to the simulated expectation. The Asimov dataset allows for the experimental sensitivity of the
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analysis strategy to be evaluated. A stat-only fit was performed to evaluate the uncertainty
due to statistical fluctuations. This involves first performing a fit to data with the parameter
of interest fixed in order to estimate the other parameters. The parameter of interest is then
estimated while the other parameters are kept fixed at these new values.

6. Fit results with Asimov dataset
The extraction of the tWZ signal strength µtWZ was performed individually on the trilepton
and tetralepton Asimov datasets and a combined extraction was performed using both Asimov
datasets. The measured signal strength µtWZ was obtained through profile likelihood fits using
the trilepton dataset, tetralepton dataset and combined dataset and the results are shown in
Figure 2. All µtWZ were found to be equal to one, which is expected when performing fits to an
Asimov dataset.

Figure 2. The estimated value and uncertainty
of µtWZ for various fits to different Asimov
datasets. This includes the fit results from the
trilepton-only, tetralepton-only and combined
fits. The total uncertainty of the fit is
shown. The uncertainty when a stat-only fit is
performed is also shown.

The total uncertainty associated with the measurements in the trilepton channel and the
tetralepton channel were similar. The precision of the trilepton measurement was affected by
both systematic and statistical uncertainty. The measurement in the tetralepton channel was
dominated by statistical uncertainty. The relatively high statistical uncertainty was attributed
to the difficulty in separating tWZ events and background events as well as the low number of
events with four leptons. The combined measurement has a lower total uncertainty compared
to the measurements in the trilepton or tetralepton channels alone.

The post-fit values of the nuisance parameters describing the systematic uncertainties are
ranked in terms of impact in Figure 3. The estimation of the cross-section normalisation of
t t̄Z production had the largest impact on the measurement, which may be the result of t t̄Z
production being a background in both the trilepton and tetralepton channel. The systematic
uncertainty associated with the choice of event generator used in simulating the t t̄Z sample is
also highly ranked in impact. The uncertainties associated with jet energy resolution and the
variation in the PDF calculations for the tWZ samples were the second and third most impactful
systematic variables.

The expected significance associated with the µtWZ measurement in the combined fit was
Zexp
0 = 1.34σ. The expected significance of the measurement suggests that a discovery of tWZ

production will not be possible if the observed ATLAS data agrees with the simulated samples.
A reduction in the systematic and statistical uncertainty would be required for an observation
to be expected.
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Figure 3. Ranking of pre-fit and post-fit
impact values of each nuisance parameter. Only
the nuisance parameters with the ten highest
impact values are shown. The upper axis is in
terms of impact ∆µ. The pre-fit impacts are
shown as unfilled blue rectangles and the post-
fit impacts are shown as filled blue rectangles.
The lower axis describes pull on the nuisance
parameter during the fit, where θ̂, θ0 and ∆θ
are the best-fit value, pre-fit value and pre-fit
uncertainty of the nuisance parameter. The pull
value and post-fit uncertainty of each nuisance
parameter are included as black points.

7. Conclusion
The production of a single top quark in association with a W boson and a Z boson (tWZ )
is a rare Standard Model process that has never before been measured. A search for tWZ
production was performed in the trilepton and tetralepton final states using 140 fb−1 of proton-
proton collision data taken at the ATLAS detector. The experimental sensitivity of the analysis
strategy was demonstrated using Asimov datasets. A signal strength value of µtWZ = 1.0+0.8

−0.7
was found when using a combined trilepton and tetralepton Asimov dataset. The associated
expected significance of the measurement was Zexp

0 = 1.34σ. The measurement was found to be
both statistically and systematically limited.
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Abstract. The coupling of the top quark to the Higgs boson is one of the free parameters of
the SM and provides a unique window into the electroweak sector of the SM. This analysis aims
to extract the top quark Yukawa coupling (Yt) from the differential cross sections of top quark
pair production in the dilepton final state. The data used in this measurement consist of proton-
proton collisions at a centre-of-mass energy of 13 TeV recorded using the ATLAS experiment
corresponding to 140 fb−1. An event selection was put in place to preferentially select tt̄ events
with a dilepton final state specifically the decay channels ee,eµ and µµ. To simulate variations in
Yt, electroweak corrections were computed which include diagrams involving the exchange of a
Higgs boson between the top quarks. Kinematic distributions sensitive to variations of Yt were
constructed with the mℓℓbb distribution providing the greatest sensitivity. The extraction was
implemented using a binned profile likelihood fit was implemented using template morphing. A
reduced set of samples and uncertainties are used with the extracted Y2

t = 1.00+0.21
0.20 . A signal

injection test was then implemented confirming that the extraction can reliably measure Yt

with minimal bias.

1. Introduction
In the standard model (SM) there are 26 free parameters, of which a large proportion of these
parameters relate to the mass of the fundamental fermions (mf ). The mass of these fermions is
obtained through the spontaneous symmetry breaking of the Higgs potential [3] and is related
to the strength of their coupling to the Higgs field. The coupling is known as the Yukawa
coupling (yf ) and is given by equation 1,

yf =
√
2
mf

ν
(1)

with ν corresponding to the vacuum expectation value of the Higgs field. The most massive
particle in the SM is the top quark which provides access to the largest Yukawa coupling. The
Yukawa coupling of the top quark is expected to be close to unity. We define the parameter
Yt = yt/y

SM
t being the ratio of the measured yt to the SM expectation. There are several

methods which can be used to measure the Yt. The first method measures the cross section of
a top quark pair produced in association with a Higgs boson (ttH) as the rate of production
is sensitive to variations in the Yukawa coupling. The second approach investigates the effects
of a virtual Higgs boson exchange between a top quark and a top anti-quark and will be the
focus of this paper. The exchange of a virtual Higgs affects the kinematics of the top quark
pair allowing us to measure Yt. Two measurements of Yt have been conducted by CMS in the
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lepton+jets [4] and dilepton [5] decay channels of tt̄. There are two ongoing analyses within the
ATLAS collaboration which aim to measure the Yt in the lepton+jets and dilepton channels.
In this paper I will be presenting the status of the extraction of Yt from the tt̄ differential cross
sections in the dilepton final state.

2. Event selection
The data used consists of proton-proton collisions at a centre-of-mass energy of 13 TeV. The
data was recorded by the ATLAS experiment during Run 2 of the LHC and is referred to as the
full Run 2 data. The full Run 2 data set corresponds to 140 fb−1 [8]. At the LHC, top quark
pairs are produced via the gg or qq̄ initial states at leading order (LO) where the gg production
is the dominant initial state. Top quarks will decay to a W boson and a b quark approximately
100% of the time. The dilepton decay channel is shown in equation 2.

tt̄→ bW+b̄W− → bℓ+νℓb̄ℓ
−νℓ (2)

A reduced set of simulated samples is used which correspond to the signal sample tt̄ and the
background sample where a top quark is produced in association with a W boson. The Z+jets
sample is also expected to contribute and will be included in the next phase of this analysis.
A set of selection criteria has been implemented to preferentially select for dilepton tt̄ events
based on the kinematics described in equation 2. Two leptons were selected which could be
either electrons or muons, each with a transverse momentum (pT ) of greater the 25 GeV. The
regions of interest are then split into ee, eµ, and µµ channels. A jet multiplicity of two or more
is required where each jet is required to have a pT greater than 20 GeV. Furthermore, two of
the jets are required to be tagged as a b-jet using the DL1r b-tagger [6]. The Z+jets process is
also expected to contribute in the opposite sign same flavour regions, specifically ee and µµ. As
such there are requirements in place to veto contributions from Z processes. It is required that
the mass of the two leptons (mℓℓ) is not within 10 GeV of the mass of the Z boson as well as the
missing transverse momentum (Emiss

T ) be greater than 30 GeV. Finally, a second requirement
on the dilepton mass is put in place to minimise low energy resonances and as such we require
mℓℓ ≥ 50 GeV.

3. Electroweak corrections
The tt̄ simulation described in section 2 is implemented at next-to leading order (NLO) in QCD.
The electroweak (EW) corrections are generally not included in the simulation of tt̄ as they have
a minimal effect on the tt̄ cross section[9]. The effects of these corrections can have a substantial
impact on the kinematic distributions of tt̄ and need to be accounted for within the simulation.
The calculation of the EW corrections to tt̄ production are implemented using Hathor [2] and
follow from the calculations described in Ref. [1]. To obtain the corrections first a double dif-
ferential cross section is computed which include the LO QCD diagrams as well as certain EW
diagrams of order α2

Sαweak. The calculation is done in terms of observables that are sensitive to
variations in the Yt specifically the mass of the top quark pair (mtt) and the azimuthal angle
of the top quark with respect to the beam direction in the tt̄ rest frame (cos(θ∗)). The EW
diagrams which are computed involve the exchange of Z boson, photon or Higgs bosons between
the top quark and top anti-quark such as shown in Figure 3.

Taking the ratio of the calculation with the EW diagrams to the LO QCD provides the mul-
tiplicative weights ω(mtt,cos(θ

∗)) for each bin of the differential distribution. To apply ω one
needs access to mtt and cos(θ∗) which are calculated using the kinematics of the top quarks.
For this purpose it is important to note that there are several steps in the simulation process
but for this case we will use information that corresponds to particles prior to simulating their
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(a) (b)

Figure 1: Example Feynman diagrams for (a) gg and (b) qq̄ initial states in tt̄ production with
virtual Higgs-boson exchange.

interaction with the detector. This information is called truth level information and provides in-
formation regarding the top quark kinematics. Calculating the mtt and cos(θ∗) using truth level
information on a per-event basis allows us to apply the EW correction to the NLO calculations of
tt̄. The EW correction can then be calculated for several different values of Yt specifically. The
upper plot of Figure 2 shows the mtt distribution for tt̄ at truth level for several different values
of Yt. The y-axis shows the number of entries at truth level. A ratio of each of the histograms
to the histogram corresponding to the SM prediction of Yt =1 is shown in the lower plot. This
is shown on a bin-by-bin basis. The greater the ratio varies from a value of 1, indicates a greater
sensitivity to variations in Yt.

Figure 2: A histogram showing the mtt for the NLO simulation of tt̄ at truth level is shown
with the multiplicative weights applied for several different values of of Yt. A ratio of each of
the histograms to the histogram corresponding to the SM prediction of Yt =1 is shown in the
lower plot.

From the ratio plot in Figure 2 it can be seen that the largest sensitivity to variations in Yt

can be found at masses around twice the mass of the top quark.
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4. Construction of kinematic distributions
To measure the Yt effectively one needs to construct variables that are sensitive to the EW
corrections as described in the previous section. Ideally one would use the observables mtt and
cos(θ∗). To do so, one would need to reconstruct the kinematics of the top quark as the neutrinos
are not measured by the detector. With this in mind observables will be constructed using the
measured decay products of the top quarks such as the leptons and b-jets. Proxy variables are
created based on the mtt and cos(θ∗) which are the mℓℓbb and the ∆Yℓbℓb, respectively. The mℓℓbb

is constructed using the combined mass of the two leptons and the two b-jets. The ∆Yℓbℓb is
constructed by taking the difference in rapidity between the two lepton b-jet systems where each
system is identified by matching the leptons to their closest b-jet in terms of angular distance.
Figure 3 shows the mℓℓbb and ∆Yℓbℓb distributions for tt̄ at detector level for several values of Yt.
The y-axis shows the number of expected events for tt̄ at detector level and the ratio plot is as
described for Figure 2.

(a) (b)

Figure 3: A set of histograms showing the effects of the EW corrections on the (a) mass of
the leptons and b-jets and (b) the difference in rapidity between the lepton b-jet systems. This
done for tt̄ at detector level for several values of Yt. A ratio of each of the histograms to the
histogram corresponding to the SM prediction of Yt =1 is shown in the lower plot.

Referring to the ratio plots shown in Figures 3a and 3b it can be seen that the greatest
variation can be found in the low mass region of the mℓℓbb distribution. The larger variations
indicates that the mℓℓbb distribution should provide enhanced sensitivity to variations in the Yt

over other less sensitive distributions such as the ∆Yℓℓbb. It should be noted that the list of
variables tested has not been exhaustive and there could be room for improvement. A potential
next step would be to reconstruct of the top-quark kinematics to access variables such as mtt

and cos(θ∗) gain a sensitivity closer to what is found in Figure 2.
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5. Results
Due to the early stage of this research the results use a reduced setup and as such do not include
a comprehensive set of backgrounds or systematic uncertainties. The extraction is utilises the
full run 2 data set, corresponding to 140 fb−1, as measured by the ATLAS experiment but only
includes one background, namely tW. The set of uncertainties considered are the statistical un-
certainties as well as the uncertainties on the cross sections of tt̄ and tW processes. The results
shown in this paper are fully blinded and the fit is performed using Asimov data [7]

The extraction of the Yt is implemented using a binned profile likelihood fit. The specific
method employed to extract the Yt is template morphing which extracts the parameter of
interest using the shape of the associated distribution. We will be using the mℓℓbb distribution
as it is the distribution found with the greatest sensitivity to variations in the Yt. We then vary
the distribution to several values of Yt by applying the EW corrections for Yt of 0,1,2 and 3 to
create templates as shown in Figure 3. A linear interpolation is then applied between each of
the bins in the four templates. Due to the linear interpolation the results extracted are in terms
of Y2

t . The results of the extraction are shown in equation 3.

Y 2
t = 1.00+0.21

−0.20 (3)

The extracted value ofYt = 1 is expected since we are using Asimov data. A signal injection
test was implemented to ensure that the extraction method contains minimal biases and is
behaving in an expected manner. A custom Asimov data set is created for this purpose and is
described as follows. The EW corrections are applied to the NLO tt̄ simulation corresponding
to a specific value of Yt and then combined with the background sample. This is then referred
to as the custom Asimov data set which will be used to validate the extraction method. The
simulation is then fit to the custom Asimov data set and Yt is extracted. If the extraction
is unbiased the extracted Yt by the fit should correspond exactly to the Yt injected into the
custom Asimov data set. This setup is run for several different values of Yt where the results of
this test are shown in Figure 4. The x and y axes show the injected Y 2

t and the measured Y 2
t ,

respectively. The ideal situation is when the injected and measured values of Y 2
t match exactly

and is given by the red dotted line. In Figure 4, there is good agreement between the extracted
values of Y 2

t with the red line and provides that the extraction can reliably measure Yt with
minimal bias.

6. Conclusion
The coupling of the top quark to the Higgs boson is one of the free parameters of the SM
and provides a unique window into the electroweak sector of the SM. This analysis aims to
extract the top quark Yukawa coupling from the differential cross sections of top quark pair
production in the dilepton final state. An event selection was put in place to preferentially
select for dilepton tt̄ with the analysis containing three regions of interest namely ee,eµ and
µµ. The EW corrections were then computed by including diagrams that involve the exchange
of a Higgs boson between the top quarks. The EW corrections resulted in a multiplicative
event weight ω applied to the NLO tt̄ simulation. To measure the Yt effectively one needs to
construct variables that are sensitive to the EW corrections. Several distributions were tested
for this purpose with the mℓℓbb distribution providing the greatest sensitivity. A binned profile
likelihood fit was implemented using template morphing to extract the Yt. The results use a
reduced set of samples and uncertainties with the extracted Y2

t = 1.00+0.21
−0.20. Looking forward we

plan to include a more comprehensive set of systematic uncertainties. A signal injection test was
implemented verifying that the fit procedure is behaving as expected and has negligible bias.

Division B: Nuclear, Particle, and Radiation Physics 239/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



Figure 4: A figure showing the signal injection test of the Yt extraction. The x and y axes show
the injected Y 2

t and the measured Y 2
t , respectively. The red dotted line indicates the idealised

situation where the injected and measured values are equal.
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Abstract. We report on measurements of neutron response functions used for spectrum 

unfolding in the energy range 6.0 MeV to 63.5 MeV for a BC-501A detector, derived from  

time-of-flight analyses for the neutron fields produced at the iThemba LABS fast neutron beam 

facility. The measured detector response functions were validated through the unfolding of the 

measured pulse height spectrum with MAXED for the neutron field produced by a 66 MeV 

proton beam irradiating an 8.0 mm Li target, and directly comparing the unfolded neutron energy 

spectra to those derived from time-of-flight analyses. The demonstrated method will be used to 

develop a portable scintillator-based neutron detector system for measurements of spectral 

fluence up to 200 MeV outside of the laboratory environment where time-of-flight is unavailable, 

whilst maintaining the required standards and traceability. 

1.  Introduction 

The fast neutron beam facility at iThemba LABS (D-line) offers ns-pulsed neutron fields ranging 

between 5 MeV and 200 MeV, typically produced via the 7Li(p,Xn) or 9Be(p,Xn) reactions [1-3], using 

proton beams from the separated sector cyclotron (SSC). The D-line is currently undergoing a major 

upgrade and redevelopment towards ISO/IEC 17025 accreditation, including physical modifications of 

the vault, new instrumentation for neutron metrology and improved beam monitoring and control 

systems. At present, the standard procedure for characterising the neutron beams and measuring spectral 

neutron fluence involves a 2” x 4” BC-501A liquid scintillator and a parallel-plate 238U fission chamber 

(FC) [2,4]. Neutron energy spectra may either be determined directly from time-of-flight (ToF) 

measurements using the BC-501A detector, or by unfolding methods if the detector response functions 

are known sufficiently well over the energy range of interest. The quality of the unfolded neutron energy 

spectrum is directly related to the knowledge of the detector response to mono-energetic neutrons. For 

neutron energies below 20 MeV, a detector response matrix can reliably be produced using Monte Carlo 

radiation transport codes. However, above 20 MeV there are insufficient measurements of cross sections 

associated with the many possible neutron interactions with carbon to reliably simulate the response 

functions, and the detector response matrix can only be measured directly. We report on the measurement 

and validation of neutron response functions used for spectrum unfolding in the energy range 6.0 MeV 

to 63.5 MeV for a BC-501A detector at the iThemba LABS fast neutron beam facility. 

Division B: Nuclear, Particle, and Radiation Physics 241/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

2.  Experimental setup 

2.1.  The iThemba LABS fast neutron facility 

The SSC of the iThemba LABS accelerates protons in the energy range from 25 MeV to 200 MeV, and 

has a dedicated beam-line for producing fast neutron fields. A beam pulse selector can suppress  

a chosen fraction of proton bunches to enlarge the time interval between pulses, which allows  

time-of-flight measurements to be carried out. The maximum beam current for 66 MeV is about  

1.2 µA in unselected mode. 

Figure 1 shows the D-line vault. In the present work, a pulsed proton beam accelerated to 66 MeV 

at iThemba LABS SSC was directed toward an 8.0 mm natural lithium target situated in the target holder 

of the D-line vault, as illustrated in Figure 1, producing a neutron field having maximum energy  

63.5 MeV via the 7Li(p,n)7Be reaction. Neutrons are collimated to the measurement area through  

5 cm x 5 cm square apertures at 0o and 16o relative to the incoming proton beam, with the detectors 

typically placed 8.00 m away from the target.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. The D-line neutron beam facility at iThemba LABS. 

 

2.2.  The BC-501A liquid organic scintillation detector 

ToF measurements of the neutron field were carried out using a BC-501A liquid organic scintillator 

detector (Figure 2), of dimensions 2” diameter x 4” length, coupled to gain-stabilised photomultiplier. 

The detector offers, excellent neutron-gamma discrimination and 2 ns time-resolution. Events were 

recorded using the standard NIM-based data acquisition for the facility (Figure 3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The BC-501A detector. 

 

 

Figure 3. The NIM-based pulse processing 

system for the BC-501A detector. 
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2.3.  Pulse shape discrimination 

The 7Li(p,n)7Be reaction produces neutrons as well as gamma rays that interact in the scintillator 

detector. In order to separate the measured neutron induced events from the gamma ray induced events, 

pulse shape discrimination is implemented via the zero-crossover method. In general, anode pulses 

associated with events induced by gamma rays have a shorter cross-over time than the neutron induced 

events, and thus allowing for the discrimination. 

The fast anode output of the BC-501A detector was directed through a PSD module, where the pulse 

was integrated and differentiated in a preamplifier to produce a bipolar shape pulse. The Constant 

Fraction Discriminator (CFD) output from the timing pulse was used to start a Time-to-Amplitude 

Converter (TAC) in the pulse shaping circuit, the TAC was stopped by a signal from the PSD. The TAC 

logic output produced the pulse shape parameter S. The dynode signal was directed through a 

preamplifier and a delay line amplifier (DLA) which produced the pulse height parameter L [7]. Data 

are recorded in coincidence in list mode using the standard NIM-based acquisition system (Figure 3).  

Figure 4 shows event density as a function of light output parameter L and pulse shape S for a typical 

measurement at 0o for 66 MeV protons incident on a natural Li target, with the L parameter scaled to 

MeV electron-equivalent (MeVee) using gamma ray sources. The loci associated with recoiling electrons 

(e) induced by gamma ray interactions, and the recoiling protons (p), deuterons (d), tritons (t) and 

alphas (α) particles induced by neutrons interactions are shown. Neutron events are separated from the 

gamma ray events using software cut, and a lower L threshold applied as indicated by the dashed lines. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.  Results and Analysis 

3.1.  Neutron Spectroscopy: Time-of-Flight 

The SSC produces a ns-pulsed proton beam, which allows the neutron energy to be determined using 

time-of-flight method. When protons are incident on the Li target neutrons and gamma rays are 

produced, and the time the neutrons take to reach the detector is directly related to their energy. The 

neutron energy En can be calculated using: 

                                                                                                             

 

 

 

where the rest mass of the neutron is represented by m, the target-detector distance by d, the speed 

of light by c, T is the arrival time of the neutron (see Figure 3).  
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Figure 4. Event density as a function of pulse height parameter L and pulse shape parameter S measured 

with a BC-501A scintillator detector at iThemba LABS for 66 MeV protons incident on a natural Li 

target. Gamma ray (e), and neutron induced events (p, d, t, α) were separated as indicated by the dashed 

line. 

 

𝑬𝒏 =  𝒎𝒄𝟐 [
𝟏

√𝟏 − (𝒅 𝒄𝑻⁄ )𝟐
− 𝟏]    (𝟏) 
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Figure 5 shows the ToF spectra before and after the pulse shape discrimination cut (Figure 4) was 

applied to veto counts due to gamma ray events in the scintillator. The ToF spectrum for neutrons was 

used to produce the neutron energy spectrum (Figure 6) using standard relativistic method of neutron 

time-of-flight (Equation 1). A cut is placed at L = 2.5 MeVee on the pulse height (see the vertical line in 

Figure 4), as the BC-501A detector is calibrated for efficiency with a threshold of 2.5 MeVee on the 

pulse height parameter L.  

 
 

 

 

 

 

 

3.2.  Neutron Spectroscopy: Unfolding 

The neutron energy spectrum was also determined via an unfolding method using the GRAVEL and 

MAXED codes which are part of the UMG package [5]. The measured light output spectrum 𝑧𝑖 is related 

to the neutron energy spectrum 𝜙𝑗 as                                                                                                                                                                                                                                                                               

 

 

 

 

 

where 𝑅𝑖𝑗 is the mono-energetic detector response function for energy j in channel i. The detector 

response matrix was measured for the BC-501A detector by selecting narrow cuts on the time-of-flight 

spectrum associated with energies between 6.0 MeV and 63.5 MeV in steps of 2.0 MeV and determining 

the pulse height spectrum associated with that range. The nearly mono-energetic response functions 

were each normalised to an area of unity. A subset of detector response functions are shown in Figure 7. 

This measured response matrix was then used to unfold the measured pulse height spectra with MAXED 

for 66 MeV protons incident on an 8.0 mm thick Li target at 0o and 16o for the BC-501A detector [6].  

Figure 8 shows the measured pulse height spectrum acquired from the detector next to the refolded 

fit spectrum acquired using the MAXED. Figure 10 shows the solution neutron energy spectra, scaled 

to beam current and efficiency. Figure 9 shows the measured (ToF and unfolded) neutron energy 

spectra, the agreement is excellent, with the chi square of 2.1. Uncertainties associated with systematic 

effects are generally not considered in these unfolding analysis since they are negligible to those 

associated with counting statistics. 

Figure 5. Time-of-flight spectra of neutrons and 

gamma rays produced at 0o for a 66 MeV proton 

beam irradiating an 8.0 mm thick lithium target 

measured with a BC-501A detector. 

 

 

𝒛𝒊 = ∑ 𝑹𝒊𝒋𝝓𝒋

𝒎

𝒋=𝟏

. 

Figure 6. Neutron energy spectrum measured via 

time-of-flight with a BC-501A detector at 0° for a 

66 MeV proton beam irradiating an 8.0 mm thick 

lithium target, corrected for neutron detection 

efficiency. 
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By applying the same scaling factor to the measured and refolded fit pulse height spectra, the 

resultant spectra can be seen in Figure 8, and there is excellent agreement between the two pulse height 

spectra. Figure 9 compares the observed neutron energy spectrum with the ToF neutron energy spectrum 

after the measured pulse height spectrum for neutrons was unfolded using the measured response matrix. 

The unfolding results are promising, and the unfolded neutron energy spectra are of good quality, with 

most important features being replicated. However, there are some inconsistencies in the low energy 

region of the continuum of the two neutron energy spectra, due to the finer energy binning in the ToF 

neutron energy spectrum (0.5 MeV binning) than the unfolded neutron energy spectrum  

(2 MeV binning). 

4.  Discussion and Conclusion 

Detector response functions were measured at the iThemba LABS high energy neutron facility using 

time-of-flight between 6.0 MeV and 63.5 MeV for a BC-501A detector. Good agreement was observed 

between the neutron energy spectra derived from time-of-flight and unfolding analyses for neutron fields 

produced by 66 MeV protons incident on a Li target. This supports the methodology employed for 

Figure 7. A selection of the response functions 

over a full energy range (6.0 MeV to 63.5 MeV) 

for every 2 MeV measured at 0°. 

 

 

Figure 10. Neutron energy spectra measured via 

unfolding analyses at (0° and 16°) and adjusted for 

both the detector efficiency and beam current. 

 

Figure 9. Neutron energy spectra measured  

(ToF and unfolded) at 0° and adjusted for both the 

detector efficiency and beam current. 

 

Figure 8. The measured and refolded fit pulse 

height spectra of neutrons produced at 0° for a  

66 MeV proton beam irradiating an 8.0 mm thick 

lithium target.  
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spectrum unfolding and validates the measured response matrix. Unfolding methods and measured 

response functions enable the use of the BC-501A detector for neutron spectrometry in unknown fields 

outside of the laboratory, like those present in space and aircraft. 

Further detector characterisations are planned for neutron fields up to 200 MeV, with improved 

statistics to extend the possible range of applications. The minimum energy bin width in the detector 

response functions is determined by the resolution of the acquired time-of-flight spectrum, as such, 

further measurements are planned with an increased number of acquisition channels to produce neutron 

response functions every 0.5 MeV. The process demonstrated here will be used to develop a portable, 

scintillator-based neutron detector system for measurements of spectral fluence up to  

200 MeV outside of the laboratory environment where time-of-flight is unavailable, whilst maintaining 

the required standards and traceability. 
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Abstract. We present growing excesses consistent with a 95 GeV scalar. We provide a
comprehensive analysis of the Two Higgs Doublet Model and an additional singlet (2HDM+S)
at future e+e− collider. In particular, we provide a precise mass reconstruction measurement
for the scalar, mS , using the recoil mass method through e+e− → ZS where Z → µ+µ− and
S → bb̄ at

√
s = 250 GeV and

√
s = 200 GeV. Furthermore, we employ Deep Neural Network

to analyze the properties and behaviour of the scalar particle with a mass most importantly
to provide enhanced resolution for the separation between beyond the Standard Model (SM)
signal and SM background in the region 95 − 96 GeV in the S → bb̄ for µ+µ− channel. A
95 GeV scalar can be observed with 5σ significance at 15(10) fb−1 integrated luminosity for√
s = 250(200) GeV. This strengthens the discovery of the potential of the future e+e− collider.

1. Introduction
The proposal for the development of e+e− collider provides a window of opportunity for the
field of particle physics. This colliders, equipped with advanced detectors, will provide valuable
data for these studies. In previous works [1, 2], the introduction of scalars H and S in an
effective model was proposed to explain various features observed in the collider data. These
features includes distortions in the Higgs boson (h) elevated associated jet activity, transverse
momentum spectrum, and elevated lapton rates in association with b-tagged jets. Additionally,
the search for double Higgs boson and weak boson production has also been explored.

Extensions of the standard model (SM) include the 2HDM, which introduce an additional
Higgs doublet. This leads to the presence of two CP-even (h,H) scalar bosons, one CP-odd
(A) scalar boson, and charged scalar bosons (H±). While 2HDM have been extensively studied
in the literature, it has been pointed out that a 2HDM alone cannot explain all the observed
features in the data. Therefore, a scalar singlet S has been introduced in conjunction with the
2HDM, resulting in the 2HDM+S model. This model also provides a framework to explore scenarios
involving dark matter [3].

In this study, we build upon the phenomenology described in previous works and investigate
the 2HDM+S parameter space that can accommodate the observed anormalies in the data [1].
Specifically, we focus on the production of the singlet scalar (S) through the e+e− production
mode, with S → bb̄ channel.

The CMS experiment at the Large Hadron Collider (LHC) reported a local excess of 2.9σ
at 95.4 GeV in the di-photon invariant mass spectrum using Run 2 data [4, 5]. The ATLAS

Division B: Nuclear, Particle, and Radiation Physics 247/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



experiment has recently reported a much smaller excess of 1.7σ at the same mass with the same
data set [6]. A local excess of 2.8σ at 95.3 GeV was reported by the CMS experiment in the
τ+τ− final states [7].

2. Model and Framework
A Two Higgs doublet model (2HDM) and the addition of a real singlet ΦS forms the baseline for
the 2HDM+S formalism. Within 2HDM+S framework, the potential is given by:

V (Φ1,Φ2,ΦS) = m2
11|Φ1|2 +m2

22|Φ2|2 −m2
12(Φ

†
1Φ2 + h.c.) +

λ1
2
(Φ†

1Φ1) +
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2
(Φ†

2Φ2)
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1Φ1)(Φ
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2Φ2) + λ4(Φ

†
1Φ2)(Φ
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2Φ1) +
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[(Φ†

1Φ2)
2 + h.c.]

+
1

2
m2

SΦ
2
S +

λ6
8
Φ4
S +

λ7
2
(Φ†

1Φ1)Φ
2
S +

λ8
2
(Φ†

2Φ2)Φ
2
S .

(1)

where Φ1 and Φ2 represent SU(2)L Higgs doublets. The first two lines pertain to the 2HDM
potential, while the final line introduces input from the singlet field ΦS . After electroweak
symmetry breaking, the two doublet fields acquire the real VEVs v1 and v2 and the singlet field
a real VEV vS and they can be parametrised as

Φ1 =

(
ϕ+1

1√
2
(v1 + ρ1 + iη1)

)
,Φ2 =

(
ϕ+2

1√
2
(v2 + ρ2 + iη2)

)
,ΦS = vS + ρS , (2)

given in terms of a real neutral CP-add and CP-even fields ρI(I = 1, 2, S) and ηi and complex
charged fields ϕ+i , (i = 1, 2), respectively. Within the 2HDM+S model, we consider the following
set of input parameters

mH1,2,3 , m
2
1,2, mH± , mA, α1, α2, α3, tβ, vS , v. (3)

We refer the reader to Ref.[8, 9] for further details.

3. Analysis, Observable and results
3.1. Discovery potential of CEPC
To assess the capability of the future Circular Electron-Positron Collider(CEPC) in terms of
precision measurements related to the Higgs boson, an extensive set of benchmark studies in
Higgs physics is underway. These studies encompass detector simulations that incorporate
various factors, such as pile-up resulting from background processes like γγ → hadron
interactions, as well as the pertinent background processes from e+e− collisions. The simulations
are designed to consider the unique CEPC beam spectrum and account for effects like initial
state radiation that are relevant to the analysis.

The analysis of events originating from the Higgsstrahlung process e+e− → ZS serves as a
significant method for precision measurements within the context of Higgs physics. This process,
dominant at center-of-mass energies below

√
s = 250 GeV, provides a platform for two crucial

measurements. Firstly, it enables the precise determination of the coupling between the Higgs
boson and the Z boson. Secondly, it facilitates the measurement of the interactions between the
Higgs boson and its final decay products.

Through this approach, an unbiased assessment of the coupling gHZZ is carried out,
independent of specific models. This involves reconstructing the recoil mass of the Z boson,
contributing to the precision of the measurement [10]

Mrecoil =
√
s+M2

µ+µ− − 2(Eµ+ + Eµ−)
√
s, (4)
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Figure 1. Recoil mass distribution for e+e− → SZ → Sµ+µ− events with mS = 95 GeV at
integrated luminosity L = 500 fb−1 for

√
S = 250 GeV (left) and

√
S = 200 GeV (right). Red is

S+B where S takes into consideration 10% SM Higgs signal, B is the SM background and Blue
is the SM background.

with no reconstruction of the Higgs necessary.
√
s is the centre of mass energy, M2

µ+µ− ,

Eµ+ + Eµ− is the invariant mass and energy of muons, respectively.
To generate SM backgrounds and BSM signals, we specify

√
s, beam polarization (e+ and e−

beams are 80% left polarized and 80% right polarized, respectively), andL, as well as considering
95 GeV scalar-production modes and their corresponding cross sections for Ee+ = 100/125 GeV
and Ee− = 100/125 GeV. To optimise the signal events over the leading backgrounds minimal
cuts on leading and sub-leading jets, j j and leading and sub-leading muons, µ+µ− and leading
and sub-leading b-tagged jets, bb̄ are applied for all processes in this study with appropriate
additional cuts; Ej,b,µ > 5 GeV, MRecoil

µ+µ− < 120 GeV, Mbb̄ < 100 GeV.

3.2. Signal and Background Discrimination
The event selection criteria described in Section 3.1 eliminate most of the background events
coming from different SM physics processes. However, the number of remaining background
events after this selection may still have a substantial dilution effect. Therefore, a second
selection step was developed by training a Machine Learning (ML) model to further discriminate
the signal events from the background events. A SM sample for e+e− → ZS, S → bb, Z →
µ+µ− together with BSM sample e+e− → Zbb̄, Z → µ+µ− has been generated to be used in
the training. The training was performed by using several event and physics object variables as
the inputs of the model Figure 2.

In Figure 3, the normalized deep neural network (DNN) model output distributions for both
signal and background events separately on the training and validation samples are shown. A
significant difference has been observed between the distributions obtained from the training
and the validation samples for both signal and background events with the inclusion (left) and
exclusion (right) of the recoil mass respectively.
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Figure 2. Chosen sensitive kinematic distributions for the muon pair (µ+ = µ1, µ− = µ2) and
the b-tagged jets used as input variables for DNN normalized to unity at

√
s = 250 GeV.

Figure 3. The DNN output with training and testing when the recoil mass is not included
(right) and when the recoil mass is included (left) and the respective ROC curves below for√
s = 250 GeV.
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Figure 4. The signal significance as a function of Luminosity (L) when recoil mass window of
±2 GeV is considered and after DNN for (left)

√
s = 250 and (right)

√
s = 200 at L = 500 fb−1

integrated luminosity at CEPC.

4. Conclusions
This proceedings investigated the potential for producing the ≈ 95 GeV Scalar (S) at

√
s =

250 GeV and L = 500 fb−1 integrated luminosity CEPC environment. Figure 1 presents
recoil mass reconstruction spectrum. DNN was crucial for a clear distinction in the region
mS ∈ [90 − 96] GeV at

√
s = 250 GeV and

√
s = 200 GeV. Figure 4 displays optimized signal

significance relevant to CEPC initial operation at considering 5% systematics.
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Abstract. An overview of using top reconstruction applied to extracting the Yukawa coupling
of the top quark (Yt) in the dilepton final state of top quark pair production, using proton
collisions recorded by the ATLAS experiment in LHC run 2 is presented. Electroweak corrections
for the exchange of the Higgs boson between the top quark and the top anti-quark for different
values of Yt result in changes to the kinematic distributions of the top quark and top anti-quark
system close to the tt̄ production energy threshold. This extraction is currently performed
using the proxy observable distributions mℓℓbb, the invariant mass of the final state products,
and ∆Yℓbℓb, the difference in rapidity in the final state products. The observables that are
most sensitive to these changes are the invariant mass of the tt̄ system,mtt and the difference in
rapidity, ∆Ytt, however, to use these distributions, we must reconstruct the kinematics of the
tt̄ system by estimating the kinematics of the missing neutrinos. These proceedings detail an
initial investigation into analytically solving the constrained equations describing the tt̄ system
to estimate the neutrino kinematics.

1. Introduction
The Standard Model (SM) is recognised as one of the most successful theoretical frameworks
developed; it focuses on the seventeen fundamental particles, describing the interactions between
them. The discovery of the Higgs Boson in 2012 affirmed the Higgs mechanism, a pivotal
component of the Standard Model (SM) that allows elementary particles to gain mass by
interacting with the Higgs field [1]. The intensity of the interaction between a fermion and
the Higgs field is represented by the Yukawa coupling of the fermion given by:

yf =
√
2
mf

ν
(1)

where ν represents the Higgs field’s expected vacuum value, while mf signifies the fermion’s
mass. Given that the top quark is the most massive fundamental particle known to us, it exhibits
the strongest interaction with the Higgs field according to the SM. By accurately determining
the ratio between the observed Yukawa coupling and the predicted SM value, we have the
opportunity to evaluate the accuracy of the SM and potentially identify subtle indicators of
undiscovered physics. The exchange of a virtual Higgs boson between the top quarks influences
the kinematics of these quarks, enabling us to constrain the value of Yt. The CMS collaboration
has already carried out measurements of Yt in both the lepton + jets [2] and the dilepton channels
[3]. Furthermore, ATLAS is not only conducting an investigation in the dilepton channel but is
also performing an analysis in the lepton + jets channel.
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Figure 1: Feynman diagram of the dilepton final state of the tt̄ system.

Currently, the analysis is performed using the invariant mass of the measured final state
products, mℓℓbb, however, this kinematic distribution does not contain the full kinematic
information of the tt̄ system. We can instead use the invariant mass of the tt̄ system, mtt,
which appears to be more sensitive to variations in Yt according to simulation. To construct
the mtt distribution, we must estimate the kinematics of the final state neutrinos, as they are
not detected by the ATLAS detector. This paper will give an overview of the analysis, motivate
the need reconstructing the mtt distribution, as well as presenting an initial analytical method
for solving this problem.

2. Analysis overview
2.1. tt̄ production and decays
Pairs of tt̄ originate from a gg or qq̄ initial state with gg initiation being the primary method of
production, responsible for about 90% of tt̄ production at the LHC [4]. The top quark decays
into a W-boson and a b-quark, and the b-quark then forms a jet within the detector. The W-
boson can decay either hadronically or leptonically. In our analysis, we focus exclusively on the
dilepton channel, wherein both W-bosons have undergone leptonic decay, as depicted in Figure
1.

2.2. Data sets and event selection
The utilized data is derived from proton-proton collisions with a center-of-mass energy of 13
TeV. This dataset, gathered by the ATLAS experiment between 2015 and 2018 during LHC’s
Run 2, is referred to as the full Run 2 dataset, equating to 140 fb−1 [5].Corresponding Monte-
Carlo simulation samples were used to represent the tt̄ signal sample and relevant backgrounds.
Selections applied to all of the data consisted of: presence of exactly two leptons (either electron
or muon) in an event, each boasting a transverse momentum exceeding 25 GeV; a minimum
of two jets, each with a transverse momentum over 20 GeV; specifically two jets identified
using the DL1r b-tagger algorithm, the most effective b-tagging algorithm used by the ATLAS
collaboration [6]; an invariant mass of the paired leptons that deviates by more than 10 GeV
from the Z-boson mass to exclude Z-processes; and a missing transverse momentum surpassing
30 GeV, accounting for the presence of the two undetected neutrinos.
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2.3. Electroweak corrections
Electroweak corrections are computed for different values of mℓℓbb to account for the effects of the
exchange of a virtual Higgs between the two top quarks. At different values of Yt the exchange
of the virtual Higgs boson affects the kinematics of the top quarks and results in observable
effects. The electroweak corrections were computed using the HATHOR package [7].

2.4. Kinematic distributions and motivating top reconstruction
Kinematic distributions must now be constructed to observe how the change in Yt corresponds
to a changes in the distributions for our variables of interest. Currently, we are using the proxy
variable mℓℓbb, representing the invariant mass of the measured decay products, the two leptons
and the two b-jets. The invariant mass of the tt̄ system, mtt, would be the ideal kinematic
variable, however, it is impossible to reconstruct this variable without accounting for the missing
neutrinos. If the neutrino momentum can be estimated well, this kinematic distribution may be
used, and the result of our measurement could be improved.

Figure 2: Kinematic distribution of mtt for different values of Yt created using truth level
Monte-Carlo simulated data

Figure 2 shows the simulated truth level data for mtt for different values of the calculated Yt.
mtt is seen to be most sensitive around the threshold region, where mtt < 2 mt. This increased
sensitivity is due to the exchange of the virtual Higgs boson; the further above the threshold
region the virtual Higgs boson is produced, the more relative momentum it needs in order to
be exchanged by the two top quarks, suppressing the effects of changing Yt above the threshold
region.

2.5. Extracting Yt

Currently, the value of Yt is extracted using a binned profile likelihood fit using the mℓℓbb

distribution. Template morphing is used to interpolate between the different values of Yt

allowing us to extract a value. We would want to perform the same extraction method on
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the mtt distribution, to investigate whether including all kinematic information of the system
will improve our result.

3. Top reconstruction
The tt̄ system can be modelled by the following set of equations [8]:

��Ex = pνx + pν̄x (2)

��Ey = pνy + pν̄y (3)

E2
ν = m2

ν + p2νx + p2νy + p2νz (4)

E2
ν̄ = m2

ν̄ + p2ν̄x + p2ν̄y + p2ν̄z (5)

m2
W+ = (El+ + Eν)

2 − (pl+x + pνx)
2 − (pl+y + pνy)

2 − (pl+z + pνz)
2 (6)

m2
W− = (El− + Eν̄)

2 − (pl−x + pν̄x)
2 − (pl−y + pν̄y)

2 − (pl−z + pν̄z)
2 (7)

m2
t = (Eb + El+ + Eν)

2 − (pbx + pl+x + pνx)
2 − (pby + pl+y + pνy)

2 − (pbz + pl+z + pνz)
2

(8)

m2
t̄ = (Eb̄ + El− + Eν̄)

2 − (pb̄x + pl−x + pν̄x)
2 − (pb̄y + pl−y + pν̄y)

2 − (pb̄z + pl−z + pν̄z)
2

(9)

These equations can only be solved analytically if additional constraints are applied: W-boson
mass fixed to 80 GeV; mass of the top quarks fixed to 172.5 GeV; assuming that all missing
transverse momentum is attributed to the neutrinos. Applying these constraints will inevitably
lead us to inaccuracy, and there is a particular concern with fixing the top mass; this is due to
the area of our mtt distribution that is most sensitive to Yt being below the threshold region,
where at least one of the top quarks must be off-shell, however, fixing the top mass assumes that
both of the top quarks are on-shell. To solve these equations, our algorithm varies the values
of the unknown neutrino eta iteratively in the range [-5, 5] attempting to solve the kinematic
equations for all possible combinations of lepton and b-jets. If solutions are found, each solution
is weighted, where the weighting function corresponds to how well the solutions agree with the
missing transverse momentum in the event. The solutions with the highest weight are then
selected, and are used as the four vectors for the tt̄ reconstruction.

4. Results
The solution efficiency of this method is 60.15%, meaning that a solution is only found for 60.15%
of the events. This low solution efficiency is to be expected, as finite detector resolutions can
lead to mis-measurement of final state particles, leading to the equations becoming unsolvable.
Methods, such as applying random smearings to the energies have been shown to increase this
solution efficiency, making the method more suitable for purpose [9].

Figure 3 shows a scatter diagram of the predicted values of mtt against the true values. For
a performant algorithm, we would expect to see a fuzzy line at a roughly 45 degree incline,
indicating that the predictions match the true values. The spread of this scatter plot indicates
that there is some erroneous behaviour occurring, and that this method as it stands must be
improved to become a part of the entire analysis. This method was only intended to be used
as a baseline to compare machine-learning methods against, however, its low solution efficiency
must be improved significantly to be used.
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Figure 3: Scatter plot of the predicted values of mtt against the true values.

5. Conclusion
The goal of the analysis is to measure the Yukawa coupling between the top quark and the
Higgs boson by using an indirect search method in the tt̄ dilepton channel. The mtt distribution
contains all of the kinematic information of the system, and appears more sensitive to Yt

than mℓℓbb distribution, however, this requires that we estimate the kinematics of the missing
neutrinos. An analytical attempt to solve the kinematic equations describing the tt̄ system
is presented, however, it proved to be ineffective. Further work would involve improving this
algorithm using smearing, and attempting to solve this current problem using machine learning
methods.
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Abstract. The full utilization of the Tile-in-One (TiO) is necessary to continually analyze and
visualise the historical temperature data from the Tile hadron calorimeter of the ATLAS off-line
(not real time). The Tile Calorimeter (TileCal) is a sampling hadronic calorimeter covering the
central region of the ATLAS experiment, with steel as the absorber and plastic scintillators as
the active medium. The TiO is a collection of small, independent web tools called plugins which
assess the quality of data and conditions for ATLAS TileCal. The TiO web platform needs to
be highly flexible and easy to maintain so that plugin developers can also benefit. Detector
Control System (DCS) Data Viewer (DDV) in this case helps for historical data. This paper
shows the successfulness of developing the temperature plugin and the mapping of it. The work
aims to study the variation of temperature of the seven probes inside the drawers. These probes
are located on the High Voltage (HV) system side and the readout electronic side of the drawer.
The reason for this, is to know the stability of the electronics, and gain stability of the PMTs.
Finding a simple way to display not only the state of one specific module but also the status of
the entire detector is the main goal of the stable temperature plugin.

1. Introduction
One of the four primary detectors of the Large Hadron Collider (LHC) is the (A Toroidal LHC
ApparatuS) ATLAS [1] experiment run by the European Organization for Nuclear Research
(CERN). The LHC is the biggest and most powerful particle accelerator that has ever been
created by mankind. It is a circular hadron collider with a 26.7 km radius that is situated
beneath the French-Swiss border close to Geneva at an average depth of 100 m. At the
interaction locations of the ATLAS, CMS, ALICE, and LHCb, the two beams interact and
produce proton-proton collisions. The beams are first injected to the LHC from the Super
Proton Synchrotron (SPS) and then they circulate in the LHC in opposite directions and collide
in interaction points [2]. ATLAS [3]is the general purpose detector at the LHC. The ATLAS
detector’s primary goal is to look into a variety of physics, including the investigation of the
Higgs boson and other Standard Model events, searches for extra dimensions, and particles that
might make up dark matter [4]. Sub-detectors and magnets are arranged in cylindrical layers
around the beam pipe in the detector [5], which has a barrel shape and is 44 m long by 25 m
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wide. However this paper shows in Figure 1 the Tile Calorimeter (TileCal), a sub-detector that
is a component of the ATLAS Calorimeter System.

Figure 1. ATLAS TileCal in combination with the sub-detectors surrounding it [6].

TileCal detects hadrons, jets, and taus and assists in muon identification. It also contributes
to the reconstruction of jet energy and missing transverse energy [6]. The calorimeter’s two
extended barrels cover the pseudorapidity range 0.8 < |η| < 1.7, while the calorimeter’s center
(barrel) component covers the pseudorapidity region |η| < 1.0. The TileCal is a sampling
calorimeter [7] that uses steel plates as the absorber and plastic scintillating tiles as the active
medium. When a charged particle traverses through the scintillating tiles, light is emitted
and collected at the scintillating edges. The light generated by the scintillating tiles is then
transported to two photomultiplier tubes (PMT) by Wave Length Shifting Fibers (WLS) [8].
The PMT send electrical signals to the front-end electronics for it to be shaped, amplified and
then digitised at a sampling frequency. Each half central barrel has 22 corresponding detecting
cells, and each extended barrel has 16 detecting cells. There are roughly 10,000 readout channels
overall since each detection cell is read out independently from both sides [9].

2. Tile-in-One documentation
Tile-in-One (TiO) [10] is a collection of small, independent web applications of plugins, which
are used to evaluate the quality of the data and the conditions of ATLAS TileCal. The web
platform is designed around a single primary server (TiO/VMO), which is in charge of routing
user requests and responses, authenticating users via oauth2proxy, and managing the secure
connection to the web platform. This server is located at ttps:/tio.cern.ch. Figure 3 shows
the architecture of the TiO web platform. The TiO platform aims to unite numerous TileCal
web products into a single, shared platform that will share the same processing infrastructure
and give access to shared services and data as existing interfaces become outmoded and harder
to maintain [11].

It offers standard computing infrastructure and tools, including access to the CERN
authentication service or ready-to-use web toolkit libraries like Bootstrap, while yet being
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Figure 2. The architecture of the TiO web platform.

adaptable enough to satisfy the unique needs of various applications [12]. TiO is made to
be adaptable and straightforward to maintain. This design’s objective was to produce a
user-friendly web platform with the flexibility to gather information from different data sources
[11].

TiO has two template plugins to help new plugins developers. It composes the full stack,
meaning that they are in charge of creating the web server and the web page for the typical
web application. The plugin generates responses to user requests by loading data from a csv or
JSON file on the server side. Several types of responses are possible, but the most important
are these two:

• The static file response, in which the client receives entire files from the server..

• Dynamic response via template; in this case, the web page is generated dynamically by the
server..

Twenty-two plugins are now active on the TiO platform; two of them have been deprecated
and are used by different CERN network users.

3. Temperature Mapping plugin
The Detector Control System (DCS) [13] is responsible of monitoring the low voltage (LV), high
voltage (HV), front-end electronics cooling system, and back-end crates in various applications
for the detector infrastructure. The temperature of the front-end electronics is monitored by
the TileCal DCS at a number of locations, including power supply and monitoring boards,
using temperature sensors [14]. In accordance with equation 1, it is essential to monitor the
temperature in the TileCal since it is one of the factors that, together with the high voltage
delivered, alter the gain of the PMTs.

G = HV α (1)

G is the gain of the PMT, α is a constant ∼ 7. The current study’s goal is to create a flexible
and reliable web interface environment that will continuously track changes in the temperature

Division B: Nuclear, Particle, and Radiation Physics 259/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



in the module’s drawers over a brief period of time, like a few weeks. Utilizing the reliable TiO
technology, the project seeks to extract, monitor, and eventually visualize temperature data for
stability in the drawers.

Figure 3 shows the the 7 probes that needs to be monitored.

Figure 3. The positions of the temperature probes in the drawers and cooling pipes. In the
drawer, the readout electronics are at the top, and the HV system cards are at the bottom.
T1&T2 are the temperature sensors for entering and exiting cooling water respectively.

• T1−1 and T2−1: Temperatures of the internal and exterior HV opto board, respectively.

• T1−2 and T2−2: Temperatures inside and outside the drawer.

• The PMT block 22’s temperature.

• Card’s interface temperature.

• HV micro card temperature.

4. Methodology
Figure 4 shows how the user send the HTTP request to DCS Data Viewer (DDV) the server
and how the server respond to the request using python.

Figure 4. The methodology followed for requesting the data from the DDV server and the
response received by the user
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5. Preliminary results & Summary
Plugin is successful in terms of being able to extract, analyse and visualise the temperature data.
Figure 5 shows the temperature data results of all the four partitions of the TileCal. The data
is for the last five days. Colors are mapped based on the minimum and maximum temperatures
of the specific probe.

Figure 5. Module for LBA63, showing the fluctuation of 0.2.

This shows the temperature variation over time. The user can view temperature data from
TileCal using an interactive plotting library that includes features like downloading.png files for
use in reports, zooming in and out of the plots, and recording data at the location where the
pointer is positioned.
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Figure 6. All the partitions of the detector

The gist of the work is to find the probe in the HV system and the readout electronic side
inside the drawer where the temperature rises or falls too much over time. By examining the
temperature variation over time, the plugin will be able to identify problems with the electronics’
cooling system and ensure that they are stable.
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Abstract. Prompt gamma rays (PGs) produced by nuclear collisions during proton therapy
(PT) can be used for in vivo proton beam range verification through a technique known as
prompt gamma imaging (PGI). During PT, the production of PGs within the tissue provides
a reliable location map for the proton dose deposition. The detection of these PGs using a
Compton Camera (CC) can be used to construct an image of the source of the PGs. Since the
reconstructed source image is dependent on the quality of the detection, the detection efficiency
of a CC device can be negatively affected by additional secondary radiation (particularly
neutrons) produced alongside the prompt gamma rays. The goal of this work is to understand
the characteristics of these secondary neutrons during a proton beam irradiation and their
potential impact on a CC. The experimental setup consisted of a 66 MeV pencil beam of protons
on a variety of targets (HDPE, water, graphite) with the neutron measurements made using an
organic liquid scintillator detector (BC-501A) at several angles within the K600 vault (S-line) at
iThemba LABS. To obtain neutron energy spectra with the BC-501A, an unfolding procedure
is typically used. Here, energy spectra are deconvolved from measured neutron light output
spectra that have been calibrated. As the quality of the unfolding is dependent on the prior
knowledge of the energy spectrum, a Geant4 simulation was constructed to better understand
the produced neutron field and aid the unfolding process. A comparison of the experimental
and simulated results will be discussed.

1. Introduction
1.1. Proton Therapy
The concept of precisely targeting localized regions within the body using high-energy protons
was first introduced by Robert R. Wilson in the 1940s [1]. Proton therapy (PT) has emerged as a
preferred choice compared to more traditional treatments such as photon and electron therapies
due to its capacity for generating highly conformal treatments. PT, furthermore, minimizes the
impact on healthy tissues and reducing both acute and late side effects [2, 3]. The benefits of
PT result directly from the fundamental interactions between charged particles and matter. As
protons transverse through tissue, energy is transferred through coulomb interactions between
the atomic nuclei and the atomic electrons [4]. The majority of the proton’s kinetic energy is
transferred at the end of its trajectory, where maximum ionisation takes place, and is known as
the Bragg peak. Beyond the Bragg peak, the proton’s energy rapidly decreases to zero where
its path comes to an end [5].

Division B: Nuclear, Particle, and Radiation Physics 263/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



1.2. PGI and neutrons
Prompt Gamma Imaging (PGI) is a technique used for in vivo proton beam range verification
during proton therapy [6]. As protons interact within the tissue, nuclei that are in an excited
energy state are produced. Within less than 10−14 seconds, a characteristic prompt gamma-ray is
produced at the location of the proton-nuclei interaction [7]. In this process referred to as prompt
emission, these gamma-rays are unique to the atomic composition of the tissue and therefore
identifiable by their energy [8]. One device used to detect gamma-rays is a Compton camera
(CC) and has been used for in vivo proton beam dose delivery and beam range verification [9].
The fundamental workings of a CC relies on having a scatterer and an absorber [10]. At each
stage, the energy and position of the gamma-ray is recorded, allowing the reconstruction of the
source particle to be confined to the surface of a cone (figure 1). The overlapping of several cones
results in an image of the source [11]. In turn, it can be said that the detection efficiency of PGs is
linked to a reliable location map for proton dose deposition. There are, however, other secondary
particles produced alongside PGs during PT (such as neutrons) which may negatively affect the
image quality of the reconstructed source image [12]. The production of neutrons occurs through
several proton-tissue reaction channels [13] and from proton interactions with the treatment unit
[14]. Coincidental neutrons recorded with gamma-rays produce false scatters which degrade the
reconstructed image quality [11, 15].

1.3. Secondary Neutron Detection
The measurement of secondary neutrons within a mixed particle field is of interest as they may
have a negative impact in image reconstruction. Various studies have used particle discrimination
techniques to produce neutron spectra from a range of incident proton energies. In particular,
neutron energies up to 30 MeV have been measured using a plastic scintillator (EJ299-34) from
70 MeV protons incident on a brass target [16]. Additionally, a 60 MeV proton beam incident
on a paraffin target has produced up to 35 MeVee neutrons on a solid plastic scintillator (EJ299-
33)[17]. In contrast, Higher proton energies of 200 MeV and 150 MeV have produced a maximum
of 3.2 MeVee Neutrons with an organic liquid scintillator (EJ-309) from irradiation of a water
phantom [18].

Figure 1: Traditional Compton
camera [19].

Figure 2: Detector configuration of
66 MeV protons incident on a water
phantom.

2. Measurements
To understand the characteristics of secondary neutrons produced during irradiation,
measurements were taken within the K600 vault (S-line) at iThemba LABS using a 66 MeV
pencil beam on a variety of targets (HDPE, water, graphite). These targets were chosen since
they possess similar densities and elemental compositions to that of tissue, namely C, H and O.
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Additionally, the various reaction channels between incident protons and the targets result in
the production of identifiable prompt gamma rays and neutrons of various energies. Figure 2
displays a schematic of the experimental setup with the UCT Polaris detector placed at 90◦ and
the BC-501A placed at 0◦ relative to a water target. The beam current was set to a nominal
value of 1 nA with a 1 in 5 pulse selection (∼ 300 ns per each pulse).

2.1. Polaris
The UCT Compton camera ‘Polaris’ build by H3D Inc. [Ann Arbor, MI USA] is a room
temperature solid-state detector. The Polaris detectors are comprised of two independent
platforms with each one consisting of two cadmium zinc telluride crystals that are arranged
side by side. The crystals are pixelated in the x- and y- directions with depth in the z-direction,
providing three-dimensional position-sensitive gamma-ray detection. They furthermore have
good energy resolution with a 0.8 % FWHM at 662 keV [20]. These attributes make the
UCT Polaris detectors a suitable candidate for PGI in PT. Although thermal neutrons are
detectable by the Polaris detectors [21], they struggle to detect fast neutrons due to the low
energy thresholds that are required [22]. Moreover, the detectors are not equipped to distinguish
between neutron and gamma-ray events on an event-by-event basis.

2.2. BC-501A
The BC-501A detector is a liquid organic scintillator detector with a diameter of 5.08 cm
and 10.16 cm in length. The detector composition is primarily xylene with small amounts of
naphthalene. Its pulse shape (PS) discrimination capability provides the capacity to distinguish
between gamma-rays and neutrons [23]. The PS discrimination is produced using a zero cross
over method which is dependent on an incident particles’ pulse rise time and shape [24]. As a
result, the BC-501A detector is suitable to produce neutron spectra in a mixed particle field.

2.3. Results
Figure 3 displays the light output spectrum from the BC-501A detector placed at 90◦ to a
HDPE target. Straight line cuts are placed on the spectrum to separate neutrons from gamma-
ray events. The light output spectrum is then projected onto the x -axis to provide a pulse

Figure 3: BC-501A light output spectra with corresponding neutron cuts from protons incident
on a HDPE target (left). Calibrated neutron pulse height spectrum (right).
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height spectrum. The pulse height spectra was calibrated using the 4.44 MeV Compton peak
from an Americium-Beryllium (Am-Be) source. This provides an electron energy scale referred
to as MeVee (MeV electron equivalent) which is the energy deposited by 1 MeV electron in the
detector [25]. To obtain a neutron energy spectrum in MeV, a process referred to as unfolding is
required. The unfolding process relies heavily on having a set of well-known response functions
(response matrix) [26] which is the unique way a detector behaves to a particle with a specific
energy. Due to proton contamination, the unfolding process becomes challenging since there is
no response matrix available for protons. To help aid the process of unfolding and develop an
understanding of the particle production from the experimental measurements taken at iThemba
LABS, a Monte Carlo simulation has been constructed.

3. Geant4 Model
Geant4 is a toolkit designed for Monte Carlo simulation, enabling modelling and analysis of
particle transport through various materials. A model of the experimental set up of a 66.4 MeV
proton pencil beam has been developed (figure 4). The simulation contains a beam window
made of a cobalt alloy (Havar) with a diameter of 4 cm and a thickness of 120 µm. The
Havar film was used experimentally to separate the vacuum chamber of the particle accelerator
system with the experimental area. The primary protons were placed directly behind the beam
window. To gain insight into the experimental proton beam distribution, two radiochromatic

Figure 4: Geometry of Geant4 simulation.

films were used (figure 5). The first film was taped to the beam window and the second film
was taped to the target (12.5 cm from the beam window). The simulation sought to mimic
the experimental proton beam distribution by adjusting the starting position distribution and
momentum distribution of the simulated primary protons. The x,y positions of the simulated
protons were recorded within the simulation (figures 6 & 7). The simulated results show a
broadening of the proton beam, however, it does not fully capture the shape of the measured
proton distribution at the beam window. This is largely due to the none uniform shape observed
experimentally. To compare with the BC-501A experimentally measured data, a HDPE target
with the BC-501A detector placed at 90◦ relative to the incident proton beam was simulated.
Figure 8 displays the incident energies of gamma-rays, neutrons, primary protons and secondary
protons on the detector. A contribution from primary protons that have scattered off the beam
window and have hit the detector can be observed. Figure 9 demonstrates the scattering angle
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Figure 5: Exiting beam win-
dow radiochromatic film (top)
& target entry radiochromatic
film (bottom).

Figure 6: Simulated x,y
proton position at beam exit
window.

Figure 7: Simulated x,y
proton position in front of the
target.

distribution of these protons with their respective energies. Secondary protons produced within
the target also add to the overall incident energy spectrum. Relative to the measured data, the
primary protons are not as prominent in the overall simulated spectrum. Moreover, the simulated
secondary proton energies fall within neutron energy range making them difficult to distinguish.
Evaluating the overall contribution of protons (primary and secondary) in the light output
spectra makes the unfolding process challenging. The identification of proton contribution is
significant due to no proton response matrix being available. Thus, proton interactions may
be mistaken for neutron interactions, resulting in false neutron interactions. In the attempt to
remove proton contamination, neutron interactions may also be removed. Both dangers may
contribute negatively to the image quality of the unfolded neutron spectrum.

Figure 8: Simulated incident energies
on BC-501A from 66.4 MeV protons
hitting the HDPE target.

Figure 9: Exiting proton energy with
corresponding beam window scattering
angle.

Division B: Nuclear, Particle, and Radiation Physics 267/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



4. Conclusion
Calibrated neutron light output spectra have successfully been produced from BC-501A. The
measurements include light output spectra from several different targets at various angles. The
Monte Carlo simulation provides information regarding primary protons incident on BC-501A.
Furthermore, secondary particles produced from proton-target interactions form a continuum
of energies that are also detected. Both aspects add valuable contributions for the unfolding
process. Obtaining a measured neutron energy spectra requires the completion of an unfolding
process through further simulation of particle interaction within the BC-501A detector. The
ongoing work involves using the current neutron response matrix together with the measured
and simulated BC-501A data to create a new set of response functions. Insights can then be
gained into neutrons produced in a PT environment, leading to potential advancements in PGI.
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Abstract. Positron emission particle tracking (PEPT) is used to track the motion of tracer
particles in the mineral separation process of froth flotation. Previous measurements with
PEPT were performed at a target location rate of 1.0 kHz due to the 1.0 ms precision of the
timestamp recorded by the Siemens ECAT “EXACT3D” HR++ positron emission tomography
(PET) scanner at the PEPT Cape Town facility in South Africa. Tracking at the 1.0 kHz
location rate reduces the detail in the high frequency component of the Lagrangian path. This
work introduces a new time interpolation algorithm that increases the location rate of PEPT
measurements with the HR++ to 5.0 - 10.0 kHz. The algorithm also decreases the uncertainty
in the time of the line-of-response (LOR) and the uncertainty in the reconstructed path, when
comparing the simulation input path to the tracked output path.

1. Introduction
Positron emission particle tracking (PEPT) [1] is used to track the motion of tracer particles
in applications such froth flotation from the mineral processing industry [2, 3]. PEPT
measurements provide detailed Lagrangian paths of the motion of the tracer particle [2] as
well as the time-averaged Eulerian flow properties under different experimental conditions [4].
Simulation tools have emerged, such as GEomtry ANd Tracking 4 (Geant4) Application for
Tomographic Emission (GATE) [5], to perform optimisation [6] and modelling [7, 8] of PEPT
measurements with a known input path, with the aim of producing improved data analysis
techniques for PEPT research.

A PEPT measurement is performed by radiolabelling a tracer particle with a positron
emitting nuclide like 68Ga (e.g. [9, 10]). Positrons from the tracer annihilate with local electrons,
which emit a pair of almost colinear 511.0 keV gamma rays. If two gamma rays are detected
with temporal coincidence by the detectors of a PET scanner, then these detected positions are
recorded sequentially in the listmode data file which is the output of the PET scanner. A virtual
line-of-response (LOR) is formed by connecting the two gamma ray interaction positions, and
with multiple LORs, the location of the tracer particle can be reconstructed with an algorithm
such PEPT-ML [11].

PEPT Cape Town is a specialist centre for PEPT at the University of Cape Town and
houses the Siemens ECAT “EXACT3D” HR++ positron emission tomography (PET) scanner
(referred to here as the HR++). The HR++ records time values for a PEPT measurement by
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interspersing a timestamp every 1.0 ms in the continuous feed of detection positions. Previous
measurements performed by Cole et al. [3] set a target location rate of 1.0 kHz to correlate
to the 1.0 ms timestamp output of the HR++. However in practice, this limits the temporal
resolution of the output Lagrangian path. This is a result of attempting to track at a higher
location rate to follow the higher frequency fluctuations in the tracer motion (where there are
sufficient LORs per location to do so). This will result in multiple tracked locations having the
same time value which has an overall impact of increasing the uncertainty in the path. This work
will use a validated GATE simulation of the HR++ [8] to generate PEPT data with a ground
truth to test a new time interpolation algorithm to increase the maximum tracking location past
1.0 kHz.

2. Methods
2.1. Data generation
A validated GATE simulation of the HR++ was developed by Perin et al. [8] and used to
simulate PEPT measurements. The tracer particle used in all tests was an NRW-100 ion
exchange resin bead [9] of diameter 300 µm with 1.0 mCi (37 MBq) of radiolabelled 68Ga.
Figure 1 shows an image of the GATE simulation geometry of the HR++.

Figure 1. Geometry of the GATE simulation HR++ PET scanner [8]. The white wireframe is
the world volume, the red cylinders are the photomultiplier tubes and the yellow regions are the
bismuth germanate (BGO) crystals. The Z dimension represents the axial field-of-view (FOV)
while the XY plane represents the transaxial FOV.

A pseudo random walk model was created to simulate the path of a tracer particle in the
GATE model that is characteristic of motion in a turbulent fluid. The path was formed from a
series of steps in each of the three dimensions (X, Y , Z) per unit time as follows,

Si ∼ N (0.0, γ), i ∈ (X,Y, Z),

X(t+ τ) = X(t) + SX ,

Y (t+ τ) = Y (t) + SY ,

Z(t+ τ) = Z(t) + SZ ,

(1)
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where Si is the spatial step size in each of the X, Y and Z dimensions which are sampled from
a Normal distribution with a mean of 0.0 mm and a standard deviation of γ mm. The previous
location in the path is [X(t), Y (t), Z(t)] at time t and [X(t+ τ), Y (t+ τ), Z(t+ τ)] is the next
step in the path, at a time (t+ τ) where τ is the time step and is a constant defined by the user.
The path is bounded within a cylinder of radius 300.0 mm and height 180.0 mm to make sure
that the tracer does not move outside the field-of-view (FOV). Figure 2 shows an example of a
path produced by the random walk generator where γ = 1.0 mm and τ = 1.0 ms.

Figure 2. Three dimensions X, Y and Z with time t of a path generated using the pseudo
random walk generator with a spatial spread of γ = 1.0 mm and a time step of τ = 1.0 ms.

2.2. Interpolation algorithm
The impact of the timestamp every 1.0 ms in the listmode data of the HR++ PET scanner can
be seen in Table 1 in the “Listmode” column. The new time interpolation algorithm linearly
interpolates over all LOR times with the same timestamp which evenly distributes the time of
each LOR between each timestamp in the listmode times, as seen in Table 1 in the “Interpolated”
column. Interpolation of the listmode times has been previously proposed by Hoffmann et al.
[12]. The HR++ GATE simulation can be used to validate the interpolated LOR times by
comparing the interpolated LOR times to the simulation LOR times.

3. Results
Figure 3 shows the difference between the simulation LOR times and both the listmode and
interpolated LOR times for a GATE simulation of the tracer moving on a random walk.

The time difference between the interpolated and simulation times ∆(t)i,s shows a
significantly narrower distribution for the error in the LOR times as compared with ∆(t)lm,s,
the time difference between the listmode and simulation times, which has a uniform distribution
with limits between -1 and 0. The distribution of ∆(t)lm,s results in a standard uncertainty in the

LOR time of (maximum time error - minimum time error)/2
√
3 = 0.29 ms. The large deviations

in the LOR times arise from how the LOR time is assigned to the immediately prior timestamp
from the HR++. The distribution of the interpolated time difference ∆(t)i,s is described by a
double exponential function whose two fit parameters were found to be the centre, µ = (-7.3
± 1.0)×10−4 ms, and diversity, β = 0.02014 ± 0.00014 ms. The standard uncertainty of the
double exponential distribution is

√
2β = 0.028 ms. This shows that the interpolation algorithm

significantly reduced the uncertainty in the time of each LOR recorded by the HR++.
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Table 1. An example of the output of the LOR time interpolation algorithm. The “Simulation”
column shows the true interaction time obtained from the simulation, the “Listmode” column
shows the recorded time in the listmode data, and the “Interpolated” column shows the new
times obtained from the interpolation of the “Listmode” column.

LOR number Simulation (ms) Listmode (ms) Interpolated (ms)

1 0.00 0.00 0.00
2 0.20 0.00 0.25
3 0.49 0.00 0.50
4 0.76 0.00 0.75
5 1.02 1.00 1.00
6 1.29 1.00 1.33
7 1.60 1.00 1.66
8 2.10 2.00 2.00
9 3.20 3.00 3.00

Figure 3. Probability mass function (PMF ) of the time difference ∆(t) between both the
listmode (tlm) and interpolated (ti) LOR times with the simulated LOR times (ts) for the path
shown in Figure 2. The LOR rate was 377 ± 19 kHz and for the fit the reduced χ2 was 0.28.

Multiple, different, pseudo random walk paths were created as input to the GATE simulation
of the PEPT measurement with the time step τ varying from 0.08 ms to 1.0 ms. To optimise
the application of the PEPT-ML algorithm to find the tracer locations, the parameters were
chosen so that the location rate was L ≈ τ−1. The path uncertainty in each dimension was,

u(R) =

∑n
j=0 |Ri(j)−Rt(j)|

n
, R ∈ (X,Y, Z), (2)

where n was the number of tracked locations in the path, Ri was the input path dimension and Rt

was the tracked path dimension [11]. The path uncertainties in the X, Y and Z dimensions were

combined in quadrature, ∆(R) =
√
u(X)2 + u(Y )2 + u(Z)2, to find the total path uncertainty

∆(R).
Figure 4 shows the path uncertainty for each of the simulated PEPT measurements with

varying τ . In Figure 4(a), the path uncertaintes in both the listmode and the interpolated time
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values for a series of locations show a trend for increasing ∆(R) with decreasing time step. The
interpolated time values lead to a path with smaller path uncertainty in general; closer to the
size of the tracer particle (300 µm). Figure 4(b) shows the random walk with a time step τ = 0.1
ms and a spatial size of γ = 1.0 mm to illustrate that the path with interpolated times follows
high frequency fluctuations in the input path with higher fidelity than the listmode times.

Figure 4. (a) The path uncertainty ∆(R) for both the listmode and interpolated times as
a function of the time step τ of the random walks. The size of the tracer is shown with the
shaded region. (b) The simulation input path, the tracked path using the listmode times and
the tracked path using the interpolated times in the X dimension with time t. The PEPT-ML
tracking parameters can be found in Section 6.

For the types of paths illustrated, this suggests the new maximum location rate is 5.0 - 10.0
kHz which is a factor of 5 - 10 times the previous location rate obtainable using the listmode
time values from the HR++.

4. Conclusion
Previous experiments with the HR++ [3] restricted the location rate when tracking with PEPT
to 1.0 kHz. A algorithm was proposed to interpolate the time values of the LORs in the
listmode data showed that measurements at higher location rates are feasible. Location rates
between 5.0 - 10.0 kHz were achieved for the motions presented, which is a factor of 5 to 10
times larger than achieved previously. This reduces the uncertainty in the LOR times to 0.028
ms, as compared to 0.29 ms for the listmode times. This allows for more detailed Lagrangian
paths to be reconstructed from the raw listmode data. For the PEPT research community, the
implementation of this new time interpolation algorithm will improve PEPT measurements of
tracer particles in challenging applications, such as particles undergoing higher accelerations as
found in centrifuge pumps and in stirred tanks.

Future work with the time interpolation algorithm entails investigating the effect on the time-
averaged velocity distributions of the tracer particle, the effect of tracking in media of varying
attenuation and in FOV regions with changing detection efficiency.
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6. Appendix
The tracking parameters for PEPT-ML were: sample size 1 (SS1) = 320, overlap 1 (OL1) = 0,
maximum distance (MD) = 0.8 mm, true fraction 1 (TF1) = 0.25, sample size 2 (SS2) = 5,
overlap 2 (OL2) = 4 and true fraction 2 (TF2) = 0.6 when tracking using the listmode times
where the location rate was a constant 1.0 kHz. The tracking parameters for the random walk
using the interpolated times can be seen in Table 2. All tracking parameters were optimised
using Gaussian processes.

Table 2. The PEPT-ML tracking parameters for the random walk paths using the interpolated
times.

τ (ms) SS1 MD (mm) TF1 SS2 OL2 TF2

0.08 34 0.60 0.20 5 4 0.60
0.09 39 0.60 0.25 5 4 0.60
0.10 45 0.60 0.25 5 4 0.60
0.20 65 0.80 0.25 5 4 0.60
0.30 100 0.80 0.25 5 4 0.60
0.40 130 0.80 0.25 5 4 0.60
0.50 158 0.80 0.25 5 4 0.60
0.60 200 0.80 0.25 5 4 0.60
0.70 231 0.80 0.25 5 4 0.60
0.80 268 0.80 0.25 5 4 0.60
0.90 304 0.80 0.25 5 4 0.60
1.00 340 0.80 0.25 5 4 0.60
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Abstract. Modern student training in experimental nuclear physics relies heavily on the
presence and operation of physical radioactive substances, whether for data capturing or
analysis. Providing a smart system which can both simulate the radiation monitoring and
source emission process, as well as the data analysis, would be useful as a safe alternative to basic
training level nuclear experiments with numerous educational possibilities. The work presented
here is the concept and design of a fully automated spectroscopy emulation system. It involves
training and testing a deep learning-based intelligent detection model which will be used to
detect, analyse and provide feedback on data collected from a simulated spectroscopy experiment
(e.g. standard calibration and radioactive decay experiments for students). Emulation hardware
will be combined with an efficient GEANT4-based simulation [1] and neural network as the
detection model. Additionally, for the purpose of future physical or simulated experimentation,
the idea is to also develop a large, comprehensive data repository using the simulation. Several
factors and parameters including choice of simulated detector, source selection, geometry, etc.
are chosen to represent a basic experimental setup with a compact scintillator, but which can
also be updated in the future to simulate more complex experimental setups.

1. Introduction
With any practical application of high or low energy gamma spectroscopy in nuclear physics,
comes the inherent danger of working with radioactive substances, and safety precautions
which students in the field of nuclear physics may not be familiar with, particularly during
the training phase of such experimentation. The idea to use emulation hardware with custom
simulated gamma spectroscopy and a machine learning algorithm comes primarily from the goal
of reducing risk and increasing safety through complete simulation of the source and detection
process, removing the need for physical radioactive sources and shielding. The simulation of
spectroscopy in this way is combined with an emulator, for providing a true signal based on the
inputs of the simulator and also for handling specific processes and hardware not included in
the simulation. Additionally, there is the option of including a deep-learning neural network for
automated analysis and detection, depending on the nature of the experiment (e.g. for training
students, having them perform analysis and then compare to the prediction of the neural network
or evaluation of the supervisor). The complete emulation package concept can be seen in Figure
1:
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Simulation
Emulation
hardware

Analysis (or ML-
based detection)

Figure 1. Processing steps from the start of the simulation to the detection/analysis.

The simulation will encompass all radioactive decay and source generation, as well as
simulating the environment and core detector geometry (e.g. just the scintillation material
in this case). Thereafter, the simulation will provide input to the emulation system to generate
a signal, while emulating the interactions following scintillation, including the photo-multiplying
tube and cathode. In a sense, the emulator is used to improve upon the simulation by accounting
for physical processes not being simulated. The analysis is performed either individually or by
using an automated machine-learning algorithm, which takes the resulting spectrum from the
simulation and emulator and predicts which isotopes are present, through confidence scores.

2. Aims and Objectives
In general, the goal is to:

• Develop a comprehensive repository of real and synthetic data for use in remote or simulated
experimental environments.

• Automate the process of detection using custom machine learning models.

• In conjunction with an spectroscopy emulator, use as a risk-free alternative to physical
radiation monitoring and spectroscopy experiments.

• Provide a safe and secure environment for training students on related experiments.

Currently, we have developed a simulation which is being used to generate a database of synthetic
spectral data, which will be used in future to train a neural network for automated detection.
The goal is to eventually include the emulation system in the energy spectrum process, although
the simulation itself is considered to be adequate for training and testing purposes of the network.

3. Methodology
3.1. Motivation for Deep-Learning
Convolutional neural networks are highly capable in object recognition and identification or
classification problems, and are hence a prime candidate for choice of analysis network, although
other models and network architectures are being investigated. The network will learn from a
histogram input in a ’counts vs. energy’ structure. Of course, it is not just the energy peaks in
the spectrum, but also the associated backscatter, Compton scattering, pair production, collision
interactions, etc. and possible secondary or tertiary reactions which will need to be picked up by
the network. There is the additional issue of signal noise either inherited or due to background
sources. There is also a possibility of few signal anomalies appearing in the data, which the
model will need to know how to deal with. For this reason, a method will need to be developed
to handle this behaviour. Kalman filters and noise reduction algorithms [2] can be developed to
treat unexpected or unwanted behaviour in the system. It is also believed that the supervised
training process of the network can include examples of noise, to assist in obtaining as clean a
spectrum as possible, and to guide the network to the true reaction data.

Ideally, the network will learn to identify the isotopes by peaks and possibly backscatter
patterns. This will prevent the inclusion of unanticipated sources confusing the network when
making predictions. Of course, the learning process is largely randomised, and so it is often
difficult to predict just how effective the approach to the training will be beforehand.
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3.2. Synthetic Data Generation
Currently, the GEANT4 simulation toolkit is being considered to provide a large set of spectral
data. A simple, but efficient GEANT4-based simulation is used for generation of synthetic
spectra. The generated data will need to be standardised in a way that allows for compatibility
during the learning process for the neural network. For the purposes of classification and
detection, a viable data format would be a histogram of energies for a given source, or
combination of sources. Note that since the simulation will also be providing a repository
of sorts, the data it generates will need to be compared to real experimental data as a measure
of confidence that the generated data can be trusted.

For the case of a Na(Tl) scintillator, a world geometry is defined to contain a cylindrical
detector geometry where a volume of Na(Tl) is surrounded by a thin layer of aluminium oxide
(Al2O3) and has an outer layer of Aluminium as seen in Figure 2.

A particle gun is used to initiate an event with 0 momentum. Naturally, more events means
better statistics, but also larger computational cost. Hence, a value of 1 million events is
chosen for efficiency, taking into account the fact that the neural network learns the spectral
feature representation. That is, it cares more about the overall shape and features than the
pure statistics, the former of which will not change significantly by increasing event numbers.
The relevant features come from the physics classes included in the GEANT4 simulation, which
include accounting for:

• Compton scattering, photoelectric process, backscatter and pair production.

• Optical physics for light ray interactions in the scintillation material.

• Radioactive decay physics for decay of the particle from particle generator.

Figure 2. Experimental setup for simulation using an Na(Tl) scintillator (Na(Tl) in green,
aluminium oxide in blue, pure aluminium in pink).

Furthermore, to account for the simulation using a scintillator, several other adjustments are
made to correct for statistical accuracy:
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Figure 3. Efficiency curve used in simulation in black. Data points are estimated through
inspection. Source: [3]

• An efficiency curve is manually implemented as input, so as to allow higher counts at lower
energies, due to the detection efficiency per energy. The curve used specifically for this
simulation is shown in Figure 3 above, while in practice the planned detector for the overall
system will provide the values.

• To simulate the resolution of a detector, the final energy deposition should resemble a
Gaussian curve at the relevant photopeaks, assuming a Gaussian distribution an appropriate
detector response. Essentially, the simulated energy deposited fEdep is taken to be the
center of a randomly sampled Gaussian distribution, with uncertainty

σ =
R× fEdep

2
√
2 ln 2

. (1)

Here, R is the energy-dependent resolution, which like the efficiency curve can be determined
on a per-detector basis. In this case, for the purposes of pure simulation the relationship
between energy and detector resolution is taken from an experiment [4] as

R(fEdep) = −0.0038× fEdep+ 9.5101. (2)

• A suitable background threshold of 10 keV was chosen.

Finally, the resulting spectra are sorted into classes, one for each isotope, and the neural
network will learn in a multi-classification structure, and provide a score per detected source.
For consistency, all final training histograms and real data for testing are normalized by

Relative Counts[Ei](%) =
Counts[Ei]

max(Counts)
× 100, (3)

so that the energies are counted as a relative percentage of the maximum count.

4. The Emulator
The emulator itself consists of hardware, and various components necessary to convert the data
fed into it by the simulation into a signal which is then made into a spectrum. In a sense, this
replaces the physical hardware of a true experiment, such as multi-channel analyzer (MCA),
amplifiers and pre-amplifiers, etc. Crucially, the simulation does not account for any physical
processes beyond the core of the detector (scintillation material in this case). Processes such as
photoelectron ejection through the photomultiplier tube, cathode, anode interactions, etc.
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The whole package will be considered as a single emulation suite, which will be benchmarked
and improved upon, and is of course subject to change. An added benefit of such a system will
be the addition of remote access, allowing for remote controlled experimentation.

5. Testing and Benchmarking
Apart from the testing phase of the model through training, a physical test using a scintillator
in a lab will be necessary to ascertain the true performance of the model. Using a NaI(Tl)
scintillator and real experimental data, a test will be conducted firstly for the neural network’s
performance on real data. The overall error rate of the network will be the key factor in
determining the viability of the final product. The full emulation suite will be benchmarked
against a real experimental setup, and will consist of the simulation, neural network, and
emulation hardware.

Figure 4. Example histogram of a mix of 60Co and 137Cs for 50 million events.

The simulation already shows promise in generating the necessary characteristics and features
of various isotopes to be encoded into the neural network. Eventually the network will be
expected to run autonomously and efficiently for real-time detection and prediction of any and
all isotopes present in a given sample spectrum. Running the simulation for 50 million events,
for example, would show that the parameters model the statistics after a scintillator to good
accuracy. Figure 4 shows the overall shape of the data, where the red lines indicate key spectral
features from left to right: x-ray fluorescence, the 662 keV 137Cs photopeak, and the 1.17 MeV
and 1.33 MeV 60Co photopeaks. Note the significantly higher 662 keV photopeak, which is
largely due to detector efficiency at the various photopeaks, seen in Figure 3.

6. Conclusion
Overall, the following ideas from the planned smart emulation system have been presented:

• GEANT4-based simulation with machine learning-based detection, analysis and emulator
combined to form gamma spectroscopy emulation tool.

• The goal of testing the proposed smart system in simulation, recognition and ability to
analyse.

• The idea to use the emulator to virtually generate full lab experiments for training purposes.

• Generation of large data (real + synthetic) for radioactive decay across many nuclei.

• Proposal of remote access to emulation system for remote experiments and related activities.
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Some further remarks and considerations for improvement include, as mentioned before, to
use experimentally determined values from the detector to be integrated into the emulation
suite. Although convolutional neural networks are the primary focus as the detection and
analysis system, alternative solutions and combinations of various models can be investigated
for efficiency or performance improvements. The use of different detectors, changes in geometry
and other simulation factors can be varied as the dataset increases, which may lead to better
generalization of the network. Automating the process of data generation will also be a key
time-saving component, for decreasing the run-to-run time and generate large batches of data
in shorter amounts of time.

References
[1] Agostinelli S et al. (GEANT4) 2003 Nucl. Instrum. Meth. A506 250–303
[2] Ma’arif A, Iswanto, Nuryono A and Alfian R 2020 Sig. Img. Proc. Lett. 1 11–22
[3] Casanovas R, Morant J and Salvad o M 2014 IEEE Trans. Nucl. Sci. 61
[4] Akkurt I, Gunoglu K and Arda S S 2014 Sci. Technol. Nucl. Install. 2014 186798 ISSN 1687-6075 URL

https://doi.org/10.1155/2014/186798

280 Emulated gamma spectroscopy with simulation and machine learning- . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



DIVISION

C

PHOTONICS



Quantum random number generation using an

on-chip linear plasmonic beamsplitter

C Strydom and M S Tame

Stellenbosch Photonics Institute, Department of Physics, SU, Matieland 7602, RSA

E-mail: conradstryd@gmail.com

Abstract. True random numbers are essential in cryptography, simulation and many other
information processing tasks. Here, we experimentally demonstrate quantum random number
generation with an on-chip linear plasmonic beamsplitter to generate true random numbers. The
beamsplitter has a footprint of 2µm×25µm and is more compact than a previous demonstration,
with a reduction in size by a factor of 2, thereby reducing the impact of loss. At the input
grating of the beamsplitter, free-space single photons are converted into single surface plasmon
polaritons, which propagate along one of two gold stripe waveguides to one of two output gratings
where they are converted back into photons. The value of each random bit is determined by
the output at which each photon is detected. In our experiment, we achieved a random number
generation rate of 2.86 Mbits/s despite the presence of loss. By applying randomness extraction
in the form of a deterministic shuffle followed by the recursive von Neumann algorithm to our
raw bits, we obtained a sample of bits which passed the ENT and NIST Statistical Test Suites.

1. Introduction
Random numbers are ubiquitous in cryptography, simulation and coordination in computer
networks, to name but a few [1]. However, they are very difficult to generate reliably using
classical hardware, as the unpredictability relies on incomplete knowledge, which can introduce
ordered features and compromise their utility. In contrast, the inherent randomness of quantum
mechanics makes quantum hardware ideal for generating random numbers [1]. Studies have
confirmed that in many important applications, such as molecular Monte Carlo simulations [2],
results obtained with poor quality classical pseudorandom number generators can deviate
significantly from those obtained with true quantum random number generators. While high-
quality pseudorandom number generators exist, they are extremely resource intensive [3].
This has led to an increasing interest in the development of dedicated quantum hardware
for random number generation. In particular, quantum random number generation has been
successfully realised experimentally in a great variety of physical settings, ranging from cloud-
based superconducting quantum computers [4] to photonic integrated circuits [5].

It was also recently shown that a truly random sample of bits can be generated using an
on-chip plasmonic beamsplitter [6]. The main advantage of plasmonic hardware [7] is that it
allows light to be confined below the diffraction limit, which enables a significant reduction in
device footprints compared to the dielectric hardware conventionally used in photonic integrated
circuits. In this work, we investigate quantum random number generation with an on-chip linear
plasmonic beamsplitter. Our linear plasmonic beamsplitter is more compact than the cross-
shaped plasmonic beamsplitter used in Ref. [6], with a reduction in size by a factor of 2. In
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our experiment, free-space single photons focused onto the input grating of the on-chip linear
plasmonic beamsplitter randomly couple into one of its two gold stripe waveguides, allowing
us to obtain random bits. By applying standard randomness extraction protocols to raw bits
generated at a rate of 2.86Mbits/s, we obtained a sample of processed bits with a marginally
reduced effective generation rate of 2.85Mbits/s which passed industry standard tests. Our
work successfully demonstrates the use of a highly compact on-chip plasmonic component for
quantum random number generation and will be of interest to researchers developing plasmonic
components for this and other important quantum information processing tasks [7].

2. Experimental setup
The optical experimental setup for generating random numbers with an on-chip linear plasmonic
beamsplitter is shown in figure 1(a) and a diagram of the beamsplitter used in our experiment
is shown in figure 1(b). Our on-chip linear plasmonic beamsplitter has a footprint of just
2µm × 25µm, making it a highly compact device. It comprises a central 2-step input grating,
with a 2µm wide gold stripe waveguide and an 11-step output grating on either end. Each
output grating has a period of 740 nm. The gold linear plasmonic beamsplitter is fabricated on
a 0.17mm thick silica glass substrate with a refractive index of n = 1.5255 using a combination of
electron beam lithography and electron beam evaporation, as described in Ref. [6]. Figure 1(c)
shows atomic force microscope (NT-MDT Smena) images of the final fabricated structure.

The light source used in our experiment is a continuous-wave laser (Thorlabs LPS-785-FC),
with a vacuum wavelength of λ0 = 785 nm and a frequency bandwidth of δν = 5.36THz,
operating above the lasing threshold. Polarised coherent laser light is injected into the optical
setup in figure 1(a) via a beam expander (BE), which is connected to the continuous-wave laser
by a polarisation-preserving single-mode optical fibre (SM). In our setup, the beam is first sent
through a neutral density filter (NDF), which attenuates the coherent laser light down to the
single-photon level, as will be explained later. The photons then pass through a half-wave plate
(HWP), a quarter-wave plate (QWP), a polarising beamsplitter (PBS) and another HWP, which
are used to refine and control their polarisation. A 100x diffraction limited microscope (DLM)
objective lens is used to focus these free-space single photons onto the input grating of the
on-chip linear plasmonic beamsplitter (a diffraction-limited spot of approximately 2µm) where
they are converted into single surface plasmon polaritons (SPPs). The single SPPs propagate
along one of the two gold stripe waveguides of the linear beamsplitter to one of its two output
gratings, where they are converted back into photons.

Out-coupled photons from the two output gratings of the beamsplitter are collected by the
same DLM objective that was used to focus input photons onto its input grating, and are then
reflected into fibre couplers (FCs) by knife-edge mirrors (KMs). Each FC is connected to a
single-photon avalanche diode (SPAD) detector (Excelitas SPCM-AQRH-15), with a dead time
of Td = 24ns, by a multi-mode optical fibre (MM). Each SPAD detector is in turn connected
to a channel of a Picoquant TimeHarp 260, which can measure the arrival time of a photon at
a detector to a precision of 25 ps. The arrival of a photon at one detector or the other results
in the generation of a bit (either 0 or 1). Hence, it is the process by which a free-space single
photon, focused onto the input grating of the linear plasmonic beamsplitter, randomly couples
into one of its two gold stripe waveguides which ultimately allows us to obtain a random bit.

The attenuation of the coherent laser source by the NDF ensures that the linear plasmonic
beamsplitter is operating in the single-excitation regime so that single-photon splitting is
realised at its input grating. We can model the attenuated light entering the linear plasmonic
beamsplitter as a weak coherent state |α⟩ = e−|α|2/2∑

n
αn√
n!
|n⟩, with mean excitation number

⟨n̂⟩ = |α|2 ≪ 1 [6]. The photon number distribution is given by pn = e−|α|2 |α|2n
n! , where p0 and p1

are the dominant components since |α|2 ≪ 1. The use of a SPAD detector at each output of the
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(c) Atomic Force Microscope Images

Figure 1. Quantum random number generation using an on-chip linear plasmonic beamsplitter.
(a) Optical Setup shows the optical experimental setup for generating random numbers with an
on-chip linear plasmonic beamsplitter. Legend for labels: single-mode optical fibre (SM), beam
expander (BE), neutral density filter (NDF), half-wave plate (HWP), quarter-wave plate (QWP),
polarising beamsplitter (PBS), diffraction-limited microscope (DLM), knife-edge mirror (KM),
mirror (M), fibre coupler (FC), multi-mode optical fibre (MM), single-photon avalanche diode
detector (SPAD). (b) Linear Plasmonic Beamsplitter shows a diagram of the on-chip linear
plasmonic beamsplitter used in our experiment. (c) Atomic Force Microscope Images shows
atomic force microscope images of the linear plasmonic beamsplitter (left), its input grating
(top centre) and its top output grating (top right), as well as height profiles of its input grating
(bottom centre) and its top output grating (bottom right).
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beamsplitter removes the vacuum component p0 by post-selection so that only the single-photon
component p1 remains (with pi ≈ 0 for i ≥ 2).

The random number generation rate is determined by the light intensity at which the setup
is operated. While increasing the light intensity increases the generation rate, there are two
important considerations which limit the light intensity [6]. Firstly, to ensure that the mean
photon number ⟨n̂⟩ ≪ 1 for light entering the linear plasmonic beamsplitter, the rate at which
photons enter the beamsplitter, r, must be much less than the reciprocal of the coherence time,
τ , of the source. For our continuous-wave laser, τ =

√
2 ln 2/πδν = 7.00× 10−14 s, and using the

method proposed in Ref. [6], we determined that r = 1.20×109 s−1 for our chosen light intensity.
Hence r ≪ 1

τ = 1.43 × 1013 s−1, as required. Secondly, to ensure that the majority of photons
arriving at each SPAD detector are detected, the photon detection rate, R, for each detector
must be much less than the reciprocal of Td. For our chosen light intensity, R = 1.4 × 106 s−1

for both detectors, so that R≪ 1
Td

= 4.2× 107 s−1.

3. Results
We were able to acquire 171,543,801 bits in 60 s, giving a random number generation rate of
about 2.86Mbits/s. In what follows, we will refer to the first 170Mbits as the raw sample. The
Pearson correlation coefficient [8] of the raw sample with 1-bit to 15-bit delays of itself is plotted
in figure 2(a). The Pearson correlation coefficient ranges from −1 to 1, where a positive value
indicates a positive correlation and a negative value indicates a negative correlation, while a value
close to 0 suggests that no correlation is present. Hence we find that small negative correlations
exist between adjacent bits in the raw sample, while short-ranged correlations between non-
adjacent bits are negligible. The correlations between adjacent bits can likely be attributed to
SPAD detector imperfections [6]. In the raw sample, the relative frequency of zeros is 0.49527
and the relative frequency of ones is 0.50473. Hence the raw sample shows a small bias towards
one. This is likely a result of asymmetry in the linear plasmonic beamsplitter and collection
optics [6].

We first deterministically rearranged or shuffled the 171,543,801 raw bits generated using our
on-chip linear plasmonic beamsplitter in an attempt to remove the correlations between adjacent
bits, and then applied the recursive von Neumann algorithm [9] to the shuffled bits in an attempt
to remove the bias. In what follows, we will refer to the first 170Mbits of the resulting sample
of 170,925,124 processed bits as the processed sample. The von Neumann scheme constructs
an unbiased sample of bits from a biased sample by mapping the bit-pairs 01 and 10, which
occur with equal probability in a biased sample in which adjacent bits are uncorrelated, to
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Figure 2. Pearson correlation coefficient of the (a) raw sample and (b) processed sample with
1-bit to 15-bit delays of itself.
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Table 1. ENT Statistical Test Suite results for the processed sample and expected results for
a true random sample.

Statistical Test Processed Sample True Random Sample

Entropy 7.999992 8.000000
χ2 Distribution 73.15% 10–90%
Arithmetic Mean 127.467 127.500
Monte Carlo value for π 3.14273000 3.14159265
Serial Correlation Coefficient 0.000114 0.000000

Table 2. NIST Statistical Test Suite results for the processed sample. ‘Tested’ shows the
number of equal-length sequences into which the 170Mbit processed sample was divided for
a test. ‘Threshold’ shows the minimum number of sequences which must pass a test for the
processed sample to pass. ‘Passed’ shows the number of sequences which passed a test. The
p-value for a test quantifies the uniformity of the distribution of the test results obtained for the
different sequences and must be greater than 0.0001 for the processed sample to pass. Medians
of test results are given for tests which comprise more than five subtests (marked with *).

Statistical Test Tested Threshold Passed p-value

Frequency 1700 1670 1683 0.126572
Block Frequency 1700 1670 1686 0.955304
Cumulative Sums 1 1700 1670 1681 0.685984
Cumulative Sums 2 1700 1670 1683 0.969205
Runs 1700 1670 1678 0.873253
Longest Run of Ones 1700 1670 1682 0.334538
Binary Matrix Rank 340 331 340 0.594330
Discrete Fourier Transform 1700 1670 1677 0.366918
Non-overlapping Template* 1700 1670 1681.5 0.555022
Overlapping Template 170 164 169 0.149743
Universal Statistical 170 164 169 0.144842
Approximate Entropy 340 331 339 0.594330
Random Excursions* 170 104 109 0.709445
Random Excursions Variant* 170 104 109 0.367453
Serial 1 170 164 169 0.839406
Serial 2 170 164 168 0.849412
Linear Complexity 170 164 166 0.751633

the bits 0 and 1, respectively. In the standard von Neumann algorithm [10], the bit-pairs 00
and 11 are simply discarded, resulting in a substantial reduction in sample size and effective
generation rate. In the recursive von Neumann algorithm [9] employed here however, these
bit-pairs are used to construct additional biased samples to which the von Neumann scheme
is recursively applied, and the reduction in the effective generation rate is kept to a minimum.
We indeed find that randomness extraction only marginally reduced the effective generation
rate to about 2.85Mbits/s. Figure 2(b) confirms that our deterministic shuffle successfully
removed the correlations between adjacent bits. The relative frequency of zeros and ones in the
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processed sample is 0.50006 and 0.49994 respectively, which confirms that the von Neumann
scheme successfully removed the bias.

The quality of the processed sample was analysed further using the ENT [11] and NIST [12]
Statistical Test Suites. In the ENT Statistical Test Suite, five key statistical quantities are
determined for the sample in question, and the values obtained are compared to the expected
values for a true random sample. As can be seen in table 1, the values obtained for the
processed sample show excellent agreement with the expected values for a true random sample.
The NIST Statistical Test Suite comprises fifteen rigorous industry standard tests, which are
mainly aimed at assessing a random number generator’s suitability for use in cryptographic
applications. Detailed NIST test results for the processed sample are presented in table 2. The
processed sample passed the NIST Statistical Test Suite, which confirms that, with standard
post-processing, our linear plasmonic beamsplitter can be used to generate random numbers of
sufficient quality to meet the stringent requirements of cryptographic applications.

4. Conclusion
We successfully demonstrated quantum random number generation using an on-chip linear
plasmonic beamsplitter. The linear plasmonic beamsplitter used in our experiment is more
compact than the plasmonic beamsplitter used in previous work [6], with a reduction in size by
a factor of 2, thereby reducing the impact of loss. In our setup, the value of each random bit
is determined by the waveguide into which each free-space single photon couples at the input
grating of the linear plasmonic beamsplitter. Raw bits, generated at a rate of 2.86Mbits/s,
initially showed small correlations between adjacent bits and a small bias towards one, due
to detector imperfections and asymmetry in the beamsplitter and collection optics. However,
by employing standard randomness extraction protocols, we obtained a sample of high-quality
processed bits, with a marginally reduced effective generation rate of 2.85Mbits/s, which passed
the ENT and NIST Statistical Test Suites. Future work could involve integrating an on-chip
source and on-chip detectors into our linear plasmonic beamsplitter to produce a highly compact,
fully self-contained plasmonic quantum random number generator chip.
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Abstract. The recent COVID-19 pandemic has made clear the need for rapid and sensitive
diagnostic tools to allow effective monitoring and control of the disease. In this study,
we theoretically model an approach to COVID-19 detection by employing quantum phase-
based surface plasmon resonance biosensing, with the intent to enhance the limit of detection
measurement compared to its classical equivalent. We demonstrate a theoretical framework of
a quantum plasmonic biosensor, designed to target the SARS-CoV-2 spike protein with high
specificity. In this work we model and simulate the operation of the biosensor in an ideal
noiseless setup as well as in a noisy setup which more realistically resembles the conditions in
a lab. The modeled sensor explores the advantages of quantum phase sensitivity and surface
plasmon resonance to achieve a precision level below the shot noise limit. The results show
that a quantum plasmonic biosensor could potentially outperform its classical counterparts in
terms of LOD in the absence of noise but does not perform as well when there is noise in the
system, offering rapid and precise identification of viral presence at very low concentrations.
The quantum state considered in this work is the NOON state, but this work opens up the
potential to work with other quantum states such as squeezed states and Fock states. This
work has the potential to lead to more precise optical diagnostic devices and pave the way for
more effective public health strategies to combat future pandemics.

1. Introduction
The ongoing and continuous evolution of viruses and bacteria is a global concern, as it results in
pandemics and epidemics [1]. Of late the world has been under attack by COVID-19. Infection
with the COVID-19 coronavirus causes serious illness. This is mainly due to the response of
the immune system of the patient or host, which results in the release of a large number of
pro-inflammatory cytokines [2, 3, 4, 5]. This “cytokine storm” leads to intense inflammatory
and immune reactions, this occurs mostly in the lungs, which results in acute respiratory failure
or distress. Widespread vaccination has been instrumental in reducing the number of infections
and hospitalizations, effectively alleviating the burden of COVID-19 [6]. The use of vaccines
has played an essential role in mitigating infections, thus preventing disease-related deaths and
hospitalizations, and is helping to control its spread. In addition to vaccination and protection
strategies, early diagnosis of COVID-19 infected individuals is crucial for pandemic management.

288 Quantum phase-based plasmonic biosensing for enhanced COVID-19 . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



Some examples of methods that are used to detect SARS-CoV-2 infection are molecular
methods [7] and lateral flow-based methods [8]. Molecular biology based tests, for example
polymerase chain reaction (PCR) tests, typically are very sensitive and specific in detecting
viral RNA and are mostly recommended for symptomatic individuals and implementing public
health measures [7]. Lateral flow-based antigen rapid detection assays detect viral proteins and,
though less sensitive than molecular tests, are advantageous because they are affordable, fast
and easily performed by individuals. These tests can be used to screen high-risk individuals,
protect vulnerable populations, ensure safe travel and resume activities, and promote economic
recovery. In order to enhance and extend regular disease detection and testing it is necessary to
focus on the development of fast techniques, which require low-infrastructure tests or allow for
self-testing with a sensitivity comparable to that of PCR testing. Diagnostic tests have played
and will continue to play a crucial role in the transition from pandemic response to pandemic
control. While the aforementioned methods have proven extremely helpful in the diagnosis of
COVID-19, optical biosensors should also be taken into consideration. This is especially true
given their ability to detect the virus quickly and accurately as well as their ability to improve
these qualities by utilizing quantum resources. In light of the recent COVID-19 pandemic, the
need for highly sensitive biosensors is highlighted. Optical biosensors are a good candidate
because they typically offer rapid, highly sensitive, and precise detection. Plasmonic-based
optical biosensors typically have high sensitivity and, consequently, low limit of detection (LOD)
compared to other optical biosensors [9]. The incorporation of quantum optics can enhance their
sensitivity and precision.

The plasmonic setup of interest in this work is known as the Kretschmann configuration
[10, 11]. It has been incorporated in commercial products such as Biacore devices; however,
these devices operate on an angular mechanism whose detection limit cannot be broken with
the use of quantum states, unlike intensity and phase-based mechanisms [12, 13]. Plasmonic
biosensors can work in an intensity-sensing approach, a wavelength-sensing approach, an
angular-sensing-based approach, and a phase-sensing-based approach [14]. In phase-based
plasmonic biosensors [15, 16, 17, 18, 19, 20], a phase shift is used to infer the presence of
specific molecules in the sample. This work focuses on the simulation of phase-based plasmonic
biosensors. In the phase-based surface plasmon resonance (SPR) biosensor, a Krestchmann
configuration-based plasmonic biosensor is integrated into one of the Mach-Zender interferometer
arms. Although classical phase-based SPR biosensors are highly sensitive, their limit of detection
(LOD) is bound by the shot-noise limit (SNL) imposed on the coherent state of light. When
quantum states of light are used as probe input states in the SPR biosensor, the biosensor
is generally referred to as a quantum plasmonic biosensor. The LOD of phase-based optical
biosensors in the context of the refractive index, n, can be calculated using the equation (the
error-propagation formula, derived using a truncated taylor series expansion) Eq. 1 below,

∆n = ∆ϕ|∂ϕ
∂n

|−1 (1)

where n is the refractive index on the biosensor surface, ϕ is the phase measured in the biosensing
setup, ∆n is the precision or LOD in the context of the refractive index and ∆ϕ is the precision in
the phase measurement or the LOD in the context of the phase. The derivative, |∂ϕ∂n |, measures
the sensitivity of the biosensor, which is a classical property. In the error-propagtion formula
we take the inverse of the derivative. The values for ∆ϕcoh which is the phase precision for the
coherent state and ∆ϕNOON which is the phase precision for the coherent state, come from the
literature [21, 22]. The optimized value for ∆ϕcoh is given by Eq. 2

∆ϕcoh =

√
η1 +

√
η2

2
√
Nη1η2

. (2)
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Where η1 and η2 are losses introduced into the two modes (reference mode and signal mode
respectively, shown in Figure. 2) of the Mach-Zender interferometer and N is the photon number.
The optimized value for ∆ϕNOON is given by Eq. 10

∆ϕNOON =
η1

N
2 + η2

N
2

2Nη1η2
N
2

. (3)

Where η1 and η2 are losses introduced into the two modes of the Mach-Zender interferometer
and N is the photon number. Certain quantum states of light, such as the Fock state and
squeezed states, have been shown to enhance detection below the SNL in an intensity-based
SPR sensing setup [23, 24, 22, 25, 26, 27, 28, 29]. In this work, the effect of the NOON state
on enhancing the detection precision below the SNL is considered. This work shows how the
use of quantum states of light in SPR biosensing has the potential to give an enhancement over
the use of classical states, and some limitations that may need to be overcome. Quantum SPR
biosensors represent the future of optical biosensing.

In SPR-based biosensing the reflection coefficient given by r (shown in Eq. 4) [10].

r =
ei2k2dr23 + r12
ei2k2dr23r12 + 1

, (4)

where

ruv =

(
ku
ϵu

− kv
ϵv

)/(
ku
ϵu

+
kv
ϵv

)
. (5)

Here, d is the thickness of the metal film, ki =
√
ϵi(ω/c)[1− (ϵ1/ϵi) sin

2 θin]
1/2 is the normal-to-

surface component of the wave-vector in the i-th layer, ω is the angular frequency of the light
in the signal mode and ϵi is the respective permittivity, where ϵ1 = ϵp, ϵ2 = ϵm and ϵ3 = ϵa for
the layers. The reflection coefficient, r, has an implicit time-dependance and can be expressed
as r(t), where t is time. The time component is actually embedded in the refractive index
on the sensor surface, n(t), which changes as binding interactions occur and is expressed as
n(t) =

√
ϵ3(t) (see Chapter 3 of [22] for details about the derivation of n(t)). The reflectance,

R, of the light is expressed as R(t) = |r(t)|2. The value of, r(t), is a unit-less ratio of electric
field amplitudes hence, R(t) is also unit-less. The refractive index of the prism used in this work
was nprism = 1.5107, the wavelength λ0 = 810 nm, and the gold film thickness, d = 50 nm.

In order to calculate ∆n two steps are needed, firstly it is necessary to calculate ∆ϕ and then
the derivative of the phase ϕ respect to na, the refractive index of the analyte. In the case of
the Mach-Zender interferometer the general expressions for ∆ϕ are known or have previously
been calculated in other works [22, 30]. In this work we use the result from the Appendix in
[22] for the minimum value of ∆ϕ which already includes the losses. To calculate the derivative
of ϕ, it is necessary to use Eq. 7. This is because Eq. 7 allows us to rewrite the phase, ϕ, with
respect to the reflectivity coefficient which itself has a dependence on the refractive index of the
analyte, na. From the expression of the phase, including the refractive index of the analyte,
we can numerically calculate the derivative of the phase with respect to the analyte. It should
also be noted that a time-dependent value of the refractive index is used in the calculations; the
derivations of this refractive index are shown in the work done here [22, 28]. To generate R(t)
as shown in Figure 1, we follow a transformation shown in [28] where the refractive index on
the biosensor surface has a dependence on the angular sensorgram given by, A(t).

A(t) =

{
Ac(1− e−kst) 0 ≤ t < τ

Aτe
−kd(t−τ) t ≥ τ ,

(6)
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Ac and Aτ are functions of the concentrations of the sample [28]. The value of Aτ is given
by Aτ = Ac(1 − e−ksτ ). The affinity constant, ks, is given by ks = ka[L0] + kd where ka is
the association constant measured in M−1s−1 (per molarity per second), kd is the dissociation
constant measured in s−1 and [L0] is the initial concentration of the ligand. The kinetic
parameters in this work are ka = 1.2 × 105M−1s−1 and kd = 7.05 × 10−4s−1 and an initial
concentration L0 of 50nM.

2. Sensing model
In this work the kinetic binding interaction between the S1 spike protein and a 20-base aptamer
“CFA0688T” from BasePairBio together with the surface chemistry architecture is theoretically
modelled. We start by studying the binding interaction between the S1 spike protein and the
20-base aptamer “CFA0688T”, which is well documented in the work of Szunerits et al. [31].
The rate constants of ligand attachment (ka) and dissociation (kd) are the focus of binding
kinetics, the affinity constant ks measures the binding strength in kinetics. These parameters
are critical in studying diesease diagnostics and even in drug discovery; for example, it has
been discovered that a drug’s association constant has a stronger correlation with its clinical
efficacy, safety, duration of action, tolerability, indication, and therapeutic differentiation than
its binding affinity [32]. An intensity-based surface plasmon resonance sensorgram derived from
an angular sensorgram with kinetic parameters ka = 1.2× 105M−1s−1 and kd = 7.05× 10−4s−1

is transformed to a phase-based sensorgram using the relationship shown in Eq. 7,

r(t) = |r|eiϕ(t) (7)

where r(t) =
√
R(t), is the reflectivity coefficient with respect to the horizontal polarization

which is the polarization which causes plasmon resonance, |r| is magnitude of the reflectivity
coefficient over time, and ϕ(t) is the phase measured over time. The transformation allows us
to modify and model the intensity-based binding reaction into a phase-based one, from which
analysis can be conducted. The kinetic parameters appear in Eq. 7 through the refractive index
term of the reflectivity coefficient. This follows from work which was done in [28], where we
transform the angular sensorgram into an intensity-based sensorgram. In this work we perform a
similar transformation then take a step further using Eq. 7 to transform the sensorgram from an
intensity-based sensorgram into a phase-based sensorgram. This then allows the sensitivity
derivative of Eq. 1 to be extracted. Figure 1 (a) shows the intensity-based figure binding
sensorgram for the binding interaction between the S1 spike protein and a 20-base aptamer
“CFA0688T”, and Figure 1 (b) shows the phase based transformed equivalent which is used to
calculate the LOD values. In this work, we consider a two-mode Mach-Zender intefereometer
system that has a Krestchman configuration plasmonic biosensor integrated. By developing such
a configuration, we can track the biological interactions on the biosensor surface as a function
of a phase shift, as opposed to traditional angle-shift and intensity-change probes. The setup
considered in this work is shown in Figure 2 and it shows how phase based plasmonic biosensing
can be setup in the lab. The SPR angle considered for this work is an angle on the slope of
the reflectivity versus incident angle plot that is close to the dip angle. This is because at the
SPR dip angle a significant number of photons will be lost (absorbed), which means no phase
measurement will be possible.

2.1. Quantum states considered
The typical states used in the Krestchmann configuration setup is the coherent state. As such we
use it as the benchmark standard for comparison with quantum states. The two mode coherent
state (TMC) is expressed mathematically as Eq. 8 below,

|TMC⟩ = |γ⟩m |σ⟩n = D̂m(γ)D̂n(σ) |0⟩m |0⟩n , (8)
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Figure 1 This is a plot which shows the sensorgrams of the kinetic binding interaction
between the S1 spike protein and a 20-base aptamer “CFA0688T”. (a) shows an intensity-
based sensorgram derived from an angular sensorgram whose kinetic parameters are ka =
1.2 × 105M−1s−1 and kd = 7.05 × 10−4s−1. (b) Shows the phase (measured in radians) based
system which is derived or transformed from the intensity based sensorgram using Eq. 7.

Figure 2 This is a picture of a surface plasmon resonance setup embedded in a Mach-Zender
interferometer to allow for phase based biosensing. The setup shown here is applicable to the
coherent state case and would have to be modified in the state preparation for the NOON
state [33, 34], the figure does give a representation of how the experiment may be setup for the
coherent state.

where D̂m(γ) = eγm̂
†−γ∗m̂ is called the displacement operator for the mode m, which has

a displacement parameter γ ∈ C. m̂† and m̂ are the creation and annihilation operators,
respectively, for the mode m. The measurement operator, M̂ , used for the coherent state is the
intensity difference measure,

⟨M̂⟩ = ⟨m̂†m̂− n̂†n̂⟩. (9)
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The measurement M̂ is implemented by taking the photon number difference or the intensity

difference between the two modes using homodyne detection. In this work we look at the use
of a quantum state of light known as the NOON state for comparison. The NOON state is an
N-photon entangled state which can be generated using the Hong Ou Mandel effect [35] or via
post processing of single photons generated via spontaneous parametric down conversion [36, 37]
and circuit QED [38]. Mathematically, the NOON state can be expressed as shown in Eq. 10,

|ψN00N⟩ =
1√
2
(|N⟩m |0⟩n + |0⟩m |N⟩n). (10)

Where m and n are the modes of the states. The measurement operator used for the NOON
state analysis in this work is written as in Eq. 11,

ÂNOON = |N⟩m |0⟩n ⟨0|m ⟨N|n + |0⟩m |N⟩n ⟨N|m ⟨0|n . (11)

The measurement operator ÂNOON can be realized experimentally via interference measurements
at the output ports of a Mach-Zehnder interferometer [39].

2.2. Analysis

Figure 3 This is a plot which shows the LOD of the plasmonic biosensor in the context of the
refractive index on the biosensor surface. Image (a) shows the detectable change in refractive
index with photon number, N, in the ideal case where there are no losses to the environment.
Image (b) shows the plasmonic sensing experiment but with the inclusion of a 20% loss in both
modes of the eperiment. We see that the NOON state is not robust against any losses to the
environment and the LOD quickly becomes unstable with increasing photon number, N.

From Figure 3 (a) it is clear that an ideal case of the simulation, i.e., when losses to the
environment are not accounted for and are assumed to be zero then the NOON state outperforms
the coherent state in limit of detection measures for varying photon numbers. However, in real
lab experiments it is crucial to account for losses to the environment, hence in these simulations
we account for environmental losses, when we add a 20% loss to both arms of the experiment,
it is apparent and clear from Figure 3 (b) that the NOON state is not robust to environmental
losses and the limit of detection measure grows exponentially fast.

3. Conclusion
In summary, this work undertakes a theoretical transformation of an SPR sensorgram from an
angular shift picture to an intensity shift picture to a phase shift picture. In this work, it is
shown that using the NOON state of light as a probe in the phase-based plasmonic biosensor
we can enhance the LOD of measurement of the refractive index in the diagnosis of COVID-19.
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The NOON state is unfortunately not robust against losses in the system, and when minor
losses are introduced, it quickly fails to surpass the SNL and becomes worse with increasing
number of photons. This is due to the fact that the ∆ϕ term in the formula for ∆n has a

scaling factor f(ϕ,N, η) = η1
N
2 +η2

N
2

2(η1η2)
N
2

that depends on the photon number N, phase ϕ, and losses

η. Hence, ∆ϕ = 1
N f(ϕ,N, η) [30]. This scaling factor diverges or grows rapidly with increasing

N when there are losses in the experiment, the divergence is described in detail in the work
done in [30]. The scaling factor is also explicitly calculated in the work shown in the Appendix
of work done in [22]. Despite this limitation, the knowledge that it is possible in theory to
break the SNL is a great positive. The answer may lie in considering other quantum states
of light, such as the squeezed states of light and or Fock basis states, which are known to be
more robust against losses. This is a possible direction for future research, both theoretical and
experimental. This work highlights the potential to use optical biosensors for disease detection
and highlights how they can be enhanced to address future pandemics. At present, regarding
the generation of NOON states, they are usually generated with a relatively small number of
photons, often less than 10. This is because the difficulty of creating and maintaining entangled
states increases exponentially with the number of particles involved. These are very low photon
numbers for practical experiments which can handle up to milliwatt power intensities; hence,
with the current state of NOON state technologies, it is better to work with the classical states.
It is worth noting that quantum technologies are continually improving and there may come a
time when it is easier to produce these quantum states at high photon numbers, in which case
it will be worth using in these states for the precision enhancement they offer. Future work
in this space will look at using squeezed states and Fock states, as these may be more robust
against environmental losses and could result in a lower LOD and may be easier to produce in
a practical setting.
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Abstract. An accurate examination of chest radiographs remains a challenge for physicians.
As part of the solution, most researchers proposed the use of algorithms to perform automatic
classification of chest radiographs. The current work continues with the effort to develop machine
learning algorithms to perform the classification of chest radiograph images as healthy and TB
infected. In this work, a combination of machine learning algorithms (i.e., a artificial neural
network, a support vector machine, and decision tree algorithms) use a majority voting technique
to classify chest X-ray images into healthy and TB-infected. The performance of individual
algorithms is optimized by hyperparameter techniques such as grid search. In this work we
develop a voting system where the three machine learning algorithms collectively classify each
image and the class with the majority number of votes becomes the new label. The voting
system of this work achieves an accuracy of 99% in classifying 800 chest radiograph images. The
system classifies TB-infected images by 98% and noninfected images by 100%, providing high
precision and recall. The voting system outperforms the individual algorithms’ performances.
The voting algorithm proposed in this work can be beneficial in medical facilities in providing
second opinions to medical professionals by reducing the difficult task of classifying abnormalities
in chest radiographs.

1. Introduction
Respiratory or chest diseases are one of the primary causes of mortality and disability worldwide
[1]. Chest infections are common diseases which include among others tuberculosis (TB) [1].
Chronic obstructive pulmonary diseases (COPDs) are considered the third highest reason for
death worldwide [1]. In 2021, TB caused by Mycobacterium tuberculosis (Mtb) with a single
bacterial agent claimed approximately 1.6 million lives worldwide [2]. On the other hand,
approximately 10 million people were reported to have developed active TB in 2020 [2]. The
death toll for 2021 was an increase from the 1.4 million TB-related deaths worldwide reported
in 2019 [2, 3]. To ensure proper treatment, control, and complete recovery, early detection of
TB becomes a crucial step [1]. Although there are numerous methods used to detect TB up
to date, chest radiography is one of the most widely used examination methods to perform TB
diagnosis due to its relatively low cost and ease of operation.
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The chest radiograph examines the thorax (chest) and identifies acute and chronic
cardiopulmonary conditions to allow medical professionals to make the diagnosis [1]. In X-ray
diagnosis, the partly transmitted and absorbed radiation is used to produce an X-ray image
[4]. The X-ray images show variations in transmission caused by structures in the object
of varying thickness, density or atomic composition [4]. The chest radiographs used in this
work contain detailed information on the health of patients, hence accurate examination of the
information is important to produce medical reports of patients [2, 4]. Conventional methods
of diagnosis involve physicians analyzing the images and making conclusions. However, the
accurate examination of the information in detail remains a challenge to physicians [1]. Arshia
Rehman et. al. [1] reported that it is a very difficult task for clinical radiologists to classify
abnormalities on chest radiographs. As part of the solution, many researchers proposed the use
of algorithms to perform automatic classification of chest radiograph images [1]. The approach
offers multiple advantages, such as reduced diagnosis errors, identification of complex patterns,
and overcoming human bias [1].

The current work continues with the effort to develop machine learning algorithms to perform
the classification of chest radiograph images as healthy and infected with TB. The approach
presented in this paper makes use of the majority voting technique where three machine
learning models (Support Vector Machine (SVM), decision tree, and artificial neural network)
are combined and a prediction of each model on the same x-ray image is considered a vote.
The majority vote count was considered to be a final prediction on a particular image under
examination. The aim of this technique was to improve the overall classification performance of
the algorithms. Collective voting has shown to outperform individual algorithms [5].

2. Methodology
2.1. Machine Intelligence Library
The traditional models, i.e., the Support Vector Machine (SVM) and the decision tree of the
current study were implemented from scikit-learn [6]; the deep learning model, i.e., the artificial
neural network was implemented from Keras [7] with Google TensorFlow [8]. All the models
operated with the aid of some scientific computing libraries, including NumPy [9] and Matplotlib
[10] for mathematical operations and data visualization.

2.2. Dataset and data pre-processing
This study used publicly available chest radiograph images from the Kaggle TB database [11].
In figure 1 are samples of chest X-ray images from the database. The images are labeled; hence
the current study follows the supervised machine learning approach. That is, the labeled data
sets were used to train the algorithms to make accurate predictions. The current work use total
of 2006 chest radiographs, where 1206 chest radiographs, 800 infected with TB and 406 healthy
were used for training and testing; 800 are reserved for validating the voting algorithm. All the
images before training and testing the algorithms are resized into 200 x 200 pixels, then flattened
into a 1-dimensional array with 40000 pixels. The pixel values were divided by a maximum value
that a pixel can take for an 8-bit image (255). As such, each pixel value was scaled to have
minimum value of 0 and maximum of 1, where 0 and 1 represented a black and white color in a
gray scale images, respectively.

Principal Component Analysis (PCA) was utilized to perform feature selection considering a
98% variance ratio to detect sensitive information from the images while minimizing information
loss. The data was split so that 80% of the chest X-ray images were for training the machine
learning models and 20% of the images were for testing the model. Lastly, machine learning
models were trained on the data set.
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Figure 1. The samples of chest X-ray images used in this work.

Figure 2. A graphic representation of the voting algorithm.

2.3. Majority Voting Algorithms
This study considers three machine learning models to cast predictions as votes, where the
majority votes determine the prediction of each X-ray image. A representation of the voting
algorithm is displayed in Figure 2.

2.4. Support vector machine
Support vector machines belong to a family of generalized linear classification [12]. They are a
set of supervised learning methods that can solve pattern classification and regression problems
[12]. The SVM work by minimizing the classification and maximizing the geometric margin. This
happens by mapping the input vector to a higher-dimensional space from which the maximal
separating hyperplane is generated [12]. Conversely, parallel hyperplanes are generated on the
side of the hyperplane that separates the data. In the current work, the kernel function which
transforms the data into a higher-dimensional space to perform separation of the data was a
linear function. The hyperplane took the form of:

m · x+ c = 0 (1)

where c is a scalar and m is a number of images, and x are features. Parallel hyperplanes are
defined as:

m · x+ c = 1 (2)

m · x+ c = −1 (3)
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Since the data in this work are linearly separable, the hyperplanes were selected so that there
were no points between them. The distance between the hyperplanes was determined as:

2

|m| (4)

The support vector machine in this case minimized |m| from

m · xi − c ≥ 1 or m · xi − c ≤ 1, 1 ≤ i ≤ n (5)

2.5. Decision tree
A decision tree is a type of supervised learning model that adopts a flow chart tree structure,
where every internal node represents a test on an attribute, the branches denote the prediction
of the test and the leaf nodes represent labels of the classes [12, 13]. This work implemented
a decision tree algorithm with an information gain function to facilitate data splitting. The
function considered class probability and log2 of class probability as follows:

information gain or Entropy =
C∑

n=2

−pi × log2(pi) (6)

Where p represents the probability of samples in a class, C represents a number of classes and
i is a number of samples. The decision tree algorithm of this work used 8 minimum number of
chest X-ray images to perform the splitting of the internal note to a maximum tree depth of 17.

2.6. Artificial neural network
This study implemented a feedforward neural network with two different activation functions:
the rectified linear unit (ReLU) and the sigmoid in the hidden layer, and the classification layer,
respectively. The activation function ReLU possesses biological and mathematical information
that helps improve deep neural network training [14]. The functionality of the ReLU activation
function depends on the thresholding values at 0. It computes the values from the following
function:

f(x) = max(0, x) (7)

The function output 0 when x < 0 implying the neuron is not activated in the case and output
linear function when x ≥ 0, neurons are activated in this case. Sigmoid activation on the
classification layer was defined as:

f(x) =
1

1 + e−x
(8)

Where e is the exponential function and x are the features. The function translates the inputs
range from (−∞; +∞) to a range in [0; 1] [15]. This enabled a prediction of either TB-infected
or healthy. The artificial neural network of this work was implemented sequentially with densely
connected layers. The model had only one hidden layer consisting of 64 neurons and one neuron
at the classification layer to facilitate a binary classification. The output of the hidden layer
was normalized from a normalization batch. The model was optimized by Adam optimizer with
a learning rate of 0.19 and a loss function of categorical crossentropy. The model was trained
with 100 chest X-ray images at the time, for 80 training cycles.

3. Results and Discussion
3.1. Performance matrices
The performance of the majority-voting algorithm depends mainly on the performance of each
algorithm casting votes in the process. Models in this current paper are evaluated for over-fitting
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Figure 3. Performance metrics of the voting algorithm

and under-fitting before they can be implemented in the majority voting. Table 1 shows the
performance scores of the models during training and testing. All the algorithms of this study
have less that 5% percentage differences in accuracy between training and testing, implying good
results. The accuracy scores were calculated at the machine level using the following formula
[16]:

Accuracy =
True positives+ True negatives

True positives+ True negatives+ False positives+ False negatives
∗ 100 (9)

The support vector machine and artificial neural network both achieve 97.93% accuracy
during testing, while the decision tree falls behind by 4.13% to 93.8%. After passing the testing
stage, the models were saved to the machine and they were grouped to cast votes, where the
majority votes on each individual chest radiograph image was considered a prediction of the
voting algorithm. This approach was used avoid the effect of not-normalized output from deep
learning models. A decision boundary of 0.5 was used to round the output values from the ANN
model into a whole number; 0 for all values less than 0.5 and 1 for all output values equal or
greater than 0.5. The performance of the voting algorithm was evaluated from the ability of
the algorithm to classify 800 images that were initially reserved for testing, as TB-infected or
healthy. The algorithm correctly classified 596 images as TB-infected and 200 images as healthy;
it incorrectly classified 4 images as healthy while they were TB-infected. This performance is
shown from the confusion matrix in Figure 3.

Table 1. Performance scores of the models during testing.

Algorithms Training Score (%) Testing Score (%)

Support Vector Machine 99.45 97.93
Decision Tree 98.26 93.80
Artificial Neural Network 99.87 97.93
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3.2. Clinical indicators
Table 2 and Table 3 are clinical indicators of the voting algorithm in the chest X-ray images.
A detailed evaluation of the majority algorithm was conducted from the clinical indicators.
The voting algorithm correctly predicted chest radiograph images by 99.50% as reflected by the
accuracy in table 1. The accuracy measure in this work denotes a total number of correctly
identified images amongst all the images. The algorithm identified TB-infected images by 100%
(positive predictive value (PPV)) and healthy images by 98.04% (negative predictive value
(VPV)) denoted by a precision value, this was dependent on the ability of the algorithm to
distinguish features from the image. The principal component analysis with 98% variance ratio
helped the algorithm differentiate features by 94.83% (sensitivity) which resulted in 100% ratio
between correctly predicted images and all predicted images. The balance between healthy
and TB-infected images was obtained by 95.15% (F1 score) from the mean accuracy and the
sensitivity of the algorithm [17]. The accuracy of the algorithm prediction depends mainly on
the quality of the input images [16]. Thus, the high accuracy of the algorithm is due to the linear
nature of the data set. The linear kernel of the support vector machine produced a maximum
margin between the two classes. On the other hand, the artificial neural network model was
able to handle the data distribution by facilitating a lower learning rate. That is, during the
training process, the weights associated with neuron connections of the model were updated at
a lower rate after forward passes of data through the network. Another advantage is that the
model had only one hidden layer; this reduced the overfitting by increasing the generalizability
of the model on the test data. However, this was the major factor in the long prediction time
of 92.98 seconds. The overall performance of the majority algorithm was confirmed by the high
percentage (95.15%) of the F1 score. The F1 score is a machine learning evaluation metric that
measures a weighted precision and sensitivity average [18].

In comparing of this work with previous work, S.I. Nafisah and G. Muhamad [17] developed
an automatic TB detection from chest radiographs using deep learning models. Their best-
performing convolutional neural network model (EfficientNetB3) achieved an accuracy of 99.10%.
As such, the current work offers a slight improvement in accuracy. Although the works used
different approaches, the slight improvement of the current work can be associated with the
collaborative functionality of the algorithms as reflected in the F1 score. This collaborative
functionality mainly depends on the number of models used in the voting process. This work
used an odd number of models to avoid ties and overrule a vote of a model which may misclassify
the input data.

Table 2. Clinical indicators of the voting algorithm on chest radiographs

Algorithm Accuracy (%) Precision (%) Sensitivity (%) Specificity (%)

SVM+DT+ANN 99.50 100.00 94.83 100.00

Table 3. Continuation of clinical indicators of the voting algorithm on chest radiographs

Algorithm PPV (%) NPV (%) F1 Score (%) Time(s)

SVM+DT+ANN 100.00 98.04 95.15 92.98
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4. Conclusions
Classification algorithms play an important role in the early screening of TB. This paper
proposed a majority voting algorithm to classify chest radiograph images as healthy and infected
with TB. The collaborative functionality of the models (support vector machine, decision tree,
and artificial neural network) provides an accuracy of 99.50%. The voting algorithm offers an
advantage to overrule missed predictions coming from one model. Another contribution to the
accuracy of the algorithm was offered by the PCA, which enabled each individual model to
detect sensitive information from the images while minimizing information loss. The use of the
voting algorithm proposed in this work can be beneficial in medical facilities in providing second
opinion to medical professionals by reducing the difficult task for clinical radiologists to classify
abnormalities on chest radiograph images.
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Abstract. As per cancer statistics, breast cancer is the most prevalent cancer in South African 

women, accounting for 22.6% of all cancers in women and 16% of cancer deaths in women. 

Phytochemicals/secondary metabolites are compounds found in plants that have antitumor, 

antiproliferative, and antioxidant effects used in traditional medicine. Current systematic studies 

on the use of phytochemicals for various diseases have proved to have significant success with 

reduced side effects. Photodynamic therapy (PDT) is a cancer therapeutic modality, which has 

been approved for treating various cancer types. Although being promising for cancer treatment, 

both phytomedicine and PDT suffers from their own limitations. Combination therapy is one of 

the avenues being explored to overcome those limitations with enhanced therapeutic outcome. 

This study aims to investigate the combined anticancer effect of IC50 dose of hypericin mediated 

PDT with 1 J/cm2 laser treatment at 594 nm to enhance the anticancer potential of P. granatum 

ethyl acetate extract against MCF-7 cells. Cytotoxicity in MCF-7 cells treated with extract, PDT 

alone and in combination was evaluated with 3-(4,5-dimethyl-2-thiazyl)-2,5-diphenyl-2H-

tetrazolium bromide (MTT) assay. Morphological changes were investigated using brightfield 

microscopy and cell death analysis using Annexin V/PI flow cytometry assay. The results 

showed enhancement in cytotoxicity (~90%) in combination treatment at a dose of 400 g/mL 

of P. granatum aril ethyl acetate extract and 0.09 M hypericin-PDT in comparison to single 

treatment. In conclusion, P. granatum and hypericin-mediated PDT in combination treatment 

for breast cancer is a viable treatment modality for further investigation.  

1.  Introduction 

In the coming decades, regardless of the availability of resources, cancer, which is already the leading 

cause of death in many high-income countries, is expected to overtake other diseases as the leading 

cause of morbidity and mortality worldwide. The condition is worrisome particularly in low- and 

middle-income countries, which now bear 80% of the global burden of this illnesses [1]. Research and 

strategic frameworks have been developed to assist to mitigate and treat this disease. Breast cancer is 

one of the most common causes of death in women and has the leading incident rate [2]. Breast cancer 

mortality rates continue to increase every year despite the increased and advanced screening and 

treatment modalities [3]. Treatment modalities for breast cancer include surgery, hormone therapy, 

radiation, and chemotherapy [4]. These treatments have the benefit of cancer killing effects but also 

induces unwanted adverse effects. This has brought about the need for improved treatment remedies 

with little to no adverse effects.  
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Phytochemicals are natural products found in plants that in recent years gained interest in cancer 

treatment modalities due to their antioxidant, antitumor, and antiproliferative potentials with little to no 

toxic effects [5]. P. granatum is a medicinal plant with anticancer, antibacterial, antimicrobial, and 

antiproliferative properties and have been used in traditional medicine throughout the Asian region. In 

recent years extracts of this plant has been explored in cancer treatment in with positive treatment 

outcomes [6].  

PDT is form a of minimally invasive cancer treatment which have gained interest as an alternative 

and palliative treatment modality recently [7]. The benefits of PDT include low invasiveness and low 

cost of treatment but has drawbacks such as low penetration depth and photosensitivity [8].  Hypericin 

is a naturally occurring compound isolated from Hypericum perforatum with phototoxic properties used 

in several PDT studies with significant cancer cell death induction [5]. Combination therapy is one of 

the avenues explored in cancer therapy to combat treatment limitations and results in a synergistic effect 

by inducing cancer cell apoptosis, inhibition of malignant growth, and cell cycle arrest [9]. This study 

aims to combine the therapeutic effects from hypericin-PDT and P. granatum extract on breast cancer 

cells. 

2.  Methodology 

2.1. Cell culture, experimental groups and treatment 

The MCF-7 breast cancer cell line (ATTC® HTB-22) was used in this study. It was grown in a 

monolayer in a T75 tissue culture flask in Dulbecco's Modified Eagles's Medium (DMEM) and 

supplemented with 10% fetal bovine serum, 1% penicillin-streptomycin, and 1% amphotericin B. Cells 

were incubated under the conditions of 95% humidified incubator operating at 37 °C and 5% carbon 

dioxide (CO2). Seeding density of control and experimental groups was 7000 cells per well in 96 well 

plates. After 24 h and 48 h treatment of cells with various concentrations (50, 100, 200, and 400 µg/mL) 

of P. granatum aril ethyl acetate extract alone and PDT with 0.0125, 0.025, 0.1 and 0.2 M 

concentrations of hypericin for 3 h were carried out. The highest cytotoxic concentration of P. granatum 

(400 µg/mL) treated for 24 h and IC50 dose (0.09 µM) of hypericin groups were used for combined 

treatment. Laser treatment was carried out using semiconductor diode laser at 594 nm wavelength, at an 

optimized fluency of 1 J/cm2. Cytotoxic studies were done after completion of all treatments. 

2.2. Morphology  

The cellular morphological alterations were evaluated for each group using Olympus CKX 41 inverted 

microscope following the treatment. 

2.3. Cell viability 

Roche cell proliferation kit (11465007001) was used to determine cell viability after treatment. MTT 

reagent (10 L) was added to each well in 90 L of culture media containing cell and incubated for 3 h. 

Thereafter 100 L of solubilization buffer was added and plate was incubated overnight. Absorbance 

was measured using multiplate reader at 570 nm. 

2.4. Apoptosis assay 

FITC Annexin V/PI (Becton Dickinson, 556570 FITC Annexin V Apoptosis Detection Kit II) assay was 

used to evaluate and quantify percentage of apoptotic and necrotic cells. After treatment, cells were 

prepared as per manufactures instructions and Annexin V protein complex was added, followed by 

addition of propidium iodide (PI) as vital dye. Measurement was carried out using flow cytometer (BD 

Accuri™ C6) BD C Sampler analysis software. 

2.5. Statistical analysis 

In this study each experiment was performed in triplicate and repeated thrice independently. The 

experimental groups were compared to control MCF-7 cells and data expressed as mean and standard 

error. The student’s t-test was used as an analysis tool for determining the difference in control and 
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experimental groups with 95% confidence interval. Data was investigated using Sigma Plot v.14.0 

software. Statistically significant values were expressed as p <0.05 (*), p < 0.01 (**) or p < 0.001 (***).  

3.  Results 

3.1.  Absorption spectra 

Absorption spectra of P. granatum aril ethyl acetate extract and hypericin were recorded in DMSO. 

Results showed that the extract doesn’t represent any absorption peak in the visible region between 400-

800 nm but at 300 nm as represented in Figure 1 (a) thus, cannot be useful in PDT. Therefore, the 

cytotoxicity effects of the extract were combined with the phototoxic effect of hypericin which has a 

strong absorption peak at 600 nm as shown in Figure 1 (b). 

 
Figure 1. Absorption spectra of (a). P. granatum aril ethyl acetate extract and (b) hypericin recorded 

in DMSO as solvent. 

3.2.  Cell viability assay 

3.2.1.  Single treatment 

Cell viability assay showed cytotoxicity at 400 g/ml concentration of P. granatum extract at 24 and 48 

h represented in Figure 2 (a). However, as shown in Figure 2 (b), the induced cytotoxicity by extract 

was less than 50%, thus IC50 dose cannot be calculated. 

 
Figure 2. Effect of single treatment on cell viability of MCF-7 cells. (a) P. granatum aril ethyl acetate 

extract treatment in concentration range of 50-400 g/ml, (b) dose response curve of P. granatum aril 

ethyl acetate extract induced cytotoxicity, (c) phototoxicity induced by different concentration of 

hypericin (0.0125- 0.2 M) irradiated at 1 J/cm2 and (d) dose response curve of hypericin induced 

phytotoxicity. (p <0.05 (*), p < 0.01 (**) or p < 0.001 (***)). 
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Cells treated with hypericin followed by irradiation after 3 h, showed a significant decrease in cell 

viability with all concentrations (0.001-0.2 M) as shown in Figure 2 (c). The dark toxicity group 

included hypericin treatment of cells for 3 h without any light irradiation, showing no significant dark 

toxicity in cells. The IC50 of hypericin was determined to be at 0.09 M concentration (Figure 2 (d)). 

The effect of DMSO as solvent on cells was eliminated through vehicle control which showed no 

toxicity in cells. 

3.2.2.  Combined treatment 

Combined treatment showed a significant decrease in cell viability as represented in Figure 3 (a).  MCF-

7 cells were treated with ethyl acetate extract (400 g/mL) for 24 h followed by hypericin-PDT at 0.001-

0.2 M concentrations. An increase in the concentration of hypericin caused a significant decrease in 

cell viability. As shown in Figure 3 (b) the calculated IC50 dose of 0.06 M for combination treatment 

is lower than effective concentration of hypericin PDT (IC50 ~ 0.09 M) and extract treatment alone.  

 

 

Figure 3. Effect of combination treatment. (a) Cell viability percent of MCF-7 cells treated with 400 

g/ml P. granatum aril ethyl acetate extract for 24 h and different hypericin concentrations (0.001-0.2 

M) irradiated at 1 J/cm2. (b) Dose response curve of induced cytotoxicity by combination treatment. 

(p <0.05 (*), p < 0.01 (**) or p < 0.001 (***)). 

3.3.  Morphological alterations 

Morphological changes of untreated and treated cells were observed for signs of cell death and 

representative images for each group is shown in Figure 4.  

 
Figure 4. Morphological alterations of MCF-7 cells after treatment. Representative images of (a) 

Untreated cells, (b) P. granatum aril ethyl acetate extract treatment at 400 g/ml for 24 h, (c) 

hypericin-PDT IC50 at 0.09 M and (d) Combination treatment with P. granatum aril ethyl acetate 

extract at 400 g with hypericin PDT IC50. (200X Magnification, Scale bar, 50 μm). 
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Alone treatment with P. granatum aril ethyl acetate extract at 400 g/mL (figure 4 (b)) on MCF-7 cells 

showed modest induction in cell damage while hypericin-mediated PDT at IC50 of 0.09 M (figure 4 

(c)) showed relatively more cells with damaged and rounded up morphology when compared to the 

untreated cells (Figure 4 (a)). Combination treatment showed significant number of cells with altered 

and damaged morphology along with a significant decrease in cells’ population (Figure 4 (d)).  

3.4.  FITC Annexin V/PI assay 

FITC Annexin V/PI assay was carried out to show the percentage of live, early apoptotic, late apoptotic, 

and necrotic cells following the different treatment. A representation of cell death for each treatment 

group is shown in Figure 5. As shown in Figure 5 (b), untreated MCF-7 cells showed ~ 98% of live cells 

while single treatment with P. granatum aril ethyl acetate extract at 400 g/mL for 24 h showed a 

significant decrease in live cells (~22%) with a marked increase in cells in early apoptosis (~20%). 

Combination treatment showed only ~56% of live cells with increase in percentage of late apoptotic 

(~18%) and necrotic (~22%) cells with ~ 4% of early apoptosis cells. 
 

 

 
 

 

 

 

 

 

 

 

 

Figure 5.  FITC Annexin V/PI assay. Representative histogram of (a) untreated MCF-7 cells (b) P. 

granatum aril ethyl acetate extract (400 g/ml) treatment for 24 h (c) combination treatment (P. 

granatum aril ethyl acetate extract at 400 g/ml + hypericin-PDT at IC50) and (d) percentage of live, 

early apoptotic, late apoptotic and necrotic cells populations for each experimental group. (p <0.05 (*), 

p < 0.01 (**) or p < 0.001 (***)). 

4. Discussion  

P. granatum extracts have shown the therapeutic effects against different types of cancer, including 

breast cancer [10]. In this study the ethyl acetate extract was found to be moderately cytotoxic at a 

concentration of 400 μg/ml at 48 h treatment (Figure 2(a)). Our study is the first report on evaluation of 

cytotoxic potential of South African cultivar of P. granatum. Cytotoxicity induced by extracted fraction 

from P. granatum arils can be explained due the presence of bioactive phytochemicals in the fruit. Others 

studies with P. granatum extracts on MCF-7 cells have reported, 320 μg/ml of methanol extract of peel 

treated for 48 h induced ~65% loss of cell viability [11], while IC50 dose of 377.88 μg/ml of ethanol 

extract of peel  and 49.08  μg/ml of arils  juice extract from P7 -Izmir 1513 Turkish cultivar was 

determined at 24 h [13]. However, the results on investigation on combination treatment utilizing 

extracted P. granatum arils phytochemicals with ethyl acetate fraction and hypericin-mediated PDT 
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against breast cancer cells showed strong cytotoxic effects, compared to single treatment with extract 

and hypericin-PDT (Figure 3(a)). Cell viability and morphological results (Figure 4) clearly showed 

hypericin-PDT significantly enhanced the cytotoxicity induced by extract alone, almost reaching a cell 

death of ~90% with 0.15 M of hypericin-PDT in combination with 400 g/mL extract treatment. 

Further, the FITC Annexin V/PI assay also showed increase in cell death percentage with almost ~40% 

of cells undergoing either apoptosis or necrosis in combined treatment group. This showed the 

combination therapy can induce both apoptosis and necrosis in MCF-7 cells, which can be due to 

additive effect of both the treatment. Although no study has been reported for combination of P. 

granatum extract with PDT, while one study have reported the combination effect of pomegranate 

extracts (40 g/mL) and genistein (~20 g/mL) on MCF-7 cells which induced apoptotic cell death in 

~50% cell population, which was more effective than single treatments [14].  Although no direct 

comparison can be made from this study, but it can be theorised that effect of hypericin-PDT causes 

extreme cell damage which promotes the cells to undergo necrosis as compare to programmed apoptotic 

pathway induced by extract alone.  

5. Conclusion 

In conclusion, combination treatment with plant based non-phototoxic and phototoxic phytochemicals 

can be potential strategy for treatment of cancer with the advantages of less drug delivery doses, better 

therapeutic outcome and minimally induced unwanted toxicity.  
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Abstract. Worldwide, lung cancer remains the main cause of malignant tumours and it 

contributes to a high mortality rate in cancer cases. Conventional therapeutic approaches for lung 

cancer are characterised as ineffective since resistance to therapy and toxic after-effects do occur 

in patients. Photodynamic therapy (PDT) is a promising therapeutic approach that requires a 

specific light source to activate a photosensitiser to induce cytotoxic cell death via the generation 

of reactive oxygen species. Curcumin is a natural compound from Curcuma longa that has been 

confirmed as a photosensitiser. This study aims to investigate the in vitro effects of curcumin-

mediated PDT on lung cancer. Lung cancer cell lines (A549) were grown in complete media in 

an incubator maintained at 85% humidity, 5% CO2, and a temperature of 37 ℃. Treatment of 

cells was achieved by exploring different concentrations of curcumin, and the cells were 

irradiated with a 470 nm diode laser at 10 J/cm2 fluency. Post-PDT tests, including microscopic 

evaluation of treated cells and biochemical analysis, were performed to determine the cellular 

response of the cells treated. The results revealed morphological alterations and decreased 

viability in treated cells, which signifies cytotoxic damage. Thus, the increased cytotoxic effect 

established in this study suggests that curcumin can be an effective natural photosensitiser (PS) 

over synthetic ones for mediating lung cancer PDT. Further, in vivo studies may be needed to 

evaluate how curcumin can be utilized for lung cancer PDT in clinical settings. 

1.  Introduction 

Lung cancer is a leading cause of human mortality worldwide, and both males and females are affected. 

These mortality rates are predominantly contributed by aggressive local invasion and distant metastasis 

in patients. Smoking highly predisposes people to the risk of lung cancer [1]. The conventional therapy 

for lung cancer includes chemotherapy, surgery, and radiotherapy. Hormones and immunotherapy are 

exploited as secondary treatment modalities. However, these therapies are noted to be very expensive 

and non-target-specific, leading to unsolicited toxicities, severe side effects, and general deterioration 

of the patients’ effects [2]. 

PDT is stated as a low-cost and safe approach that is very promising for cancer treatment. PDT 

methods utilise light with an appropriate wave number to activate the photosensitiser. This will trigger 

reactive oxygen species (ROS) production, leading to apoptosis in tumour cells [3, 4]. 

Natural compounds are now greatly considered excellent candidates for novel drug discovery, and 

curcumin is mentioned as such. Curcumin is a yellow biological compound from the Curcuma longa 

Linn (turmeric) plant that has been largely used as a spice, food colourant, cosmetics, and drug [4]. It 

can be produced in affordably gram-scale quantities while requiring simple storage and handling. 
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Biologically curcumin is safe even at elevated doses of 12 g/kg per day, and the Food and Drug 

Administration (FDA, USA) affirms that it is generally safe [5]. It presents a wide spectrum of 

pharmacological and therapeutic efficacy, including antibacterial, antiviral, antioxidation, 

chemotherapeutic, antiamyloid, chemopreventive, anti-inflammatory, anticancer, antiarthritic, and 

thrombo-suppressive, with minimal or no aftereffects [4]. Curcumin can enhance different biochemical 

reactions by nucleophilic reactions (irreversible and reversible reactions) and donating hydrogen 

molecules to trigger oxidation. Moreover, curcumin has photokilling, photobiology, and photochemical 

potentials and is also noted to display a wide absorption spectrum (300–500 nm) [5, 6]. This indicates 

that curcumin may satisfactorily meet the prerequisites of an efficient photosensitiser. Nonetheless, it 

seems no clinical application of curcumin in cancer PDT has been approved to date. This study, 

therefore, explores curcumin as photosensitiser in lung cancer PDT. 

2.  Methodology 

2.1.  UV-visible spectroscopy 

Curcumin (PS) can be photo-excited by blue light of different wavelengths depending on the solvent in 

which it is prepared [4]. Curcumin PS (C1386, Sigma-Aldrich) was freshly prepared in PBS according 

to the manufacturer’s instructions, and the different concentrations (100, 50, 25, and 10 μM) from the 

stock preparation were subjected to analysis. The Uv-visible spectrophotometer (Genway, Lasec) was 

set at 200 nm to 800 nm, and the absorption of the PS at various concentrations was recorded. 

2.2.  Curcumin PS subcellular localisation in A549 cells 

A549 cells were seeded on glass coverslips placed in 3.4 cm2 culture plates (Corning Inc.) with 3 mL 

culture media and incubated for 24 hours to let the cells attach. The media was removed, and the cells 

were rinsed in PBS. Curcumin PS (16 μM) prepared in 3 mL of prewarmed media was pipetted into the 

culture plates, and the cells were incubated for 24 hours. The media was removed, and the cells were 

washed three times in PBS to get rid of the unabsorbed traces of the PS. The cells were maintained for 

15 mins at room temp in 1 mL paraformaldehyde (Sigma-Aldrich) at 4% in PBS (v/v). One mL of 0.5% 

TrixtonX-100 prepared in PBS (v/v) was used to permeabilise the cells for 15 mins and the cells were 

washed three times with PBS. A 200 uL of 4-6-diamidino-2-phenylindole (DAPI, Invitrogen) at 300 nM 

concentration was used to counterstain the cell for 5 mins. The cells were washed, and the coverslips 

with stained cells were removed from culture plates and inverted onto slides, then sealed. A drop of the 

mounting medium was added, and the slides were examined using the fluorescent microscopic 

instruments (Carl Zeiss Axio Z1 microscope). 

2.3.  Cell culture and analysis 

Lung cancer cell lines for this study were purchased from ATCC (A549, ATCC® CCL-185). The cells 

were seeded in culture flasks containing RPMI-1640 (Roswell Park Memorial Institute 1640) complete 

media and incubated at 85% humidity, 5% CO2, and a temperature of 37°C to grow. Full-grown cells or 

monolayers of confluent cells were detached using TryplExpress and washed in Hanks Balances Salt 

Solution (HBSS) by centrifugation. Cells obtained were then seeded at 1 x 104 cells per well in 96-well 

plates for biochemical assay and 2.5 x 105 cells in 3.4 cm cultured plates for morphological and 

localisation analysis and incubated for 24 hours to enable the cells to attach. 

2.3.1.   Curcumin dark cytotoxicity 

A549 cells treated in the dark for 24 h with various concentrations of curcumin (1, 2, 4, 8, 16, 32, and 

64 μM) were washed with PBS to remove unabsorbed curcumin. Fresh media was added to the cells, 

and the cells were incubated for another 24 h. Viability analyses were assayed using an MTT assay 

(Proliferation Kit I (MTT), Sigma-Aldrich). 
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2.3.2.   Irradiation treatment and post-analysis 

A549 cells were seeded for biochemical and morphological analysis to attach. The attached cells were 

subjected to freshly prepared curcumin PS of various concentrations (1, 2, 4, 8, and 16 μM) for 4 h. PBS 

was used to wash the cells, and a final volume was pipetted into the culture for irradiation. The 

irradiation of cells was performed for 125 seconds, at 10 J/cm2 fluency using a 470 nm blue light laser 

(Laser provided by the National Laser Centre of South Africa). After irradiation, PBS was removed and 

replaced with prewarmed fresh medium, and cells were then maintained for 24 h in the incubator. Post-

irradiation analysis including, cell viability studies was done using the MTT assay (Cell Proliferation 

Kit I, Sigma), while the cytotoxic effect of the treatment was evaluated using the lactate dehydrogenase 

(LDH) cytotoxicity assay (CytoTox96®, G1780-Promega). Also, morphological studies were then 

performed using the light microscope.  

2.4.  Statistical analysis 

All analyses were performed in triplicate, and the GraphPad Prism software was used to determine the 

IC50, mean, and standard errors for the biochemical assays. The significant levels (p < 0.05*, p < 0.01**, 

or p < 0.001***) between the control and tested variables were determined by exploring Dunnett’s 

analysis of variances (one-way ANOVA) method. 

3.  Results and Discussion 

3.1.   Uv-visible spectroscopy 

Figure 1 reveals the obtained spectra for the PS. The maximum absorption for curcumin was recorded 

at λ = 470.3 nm. A steady linear increase in absorption peak intensity was also noted as the 

concentrations of curcumin increased. This established wavelength for curcumin PS was then explored 

during the irradiation treatment of A549 cells.    

 
Figure 1.  Curcumin PS absorption spectra of concentrations. 

3.2.  Curcumin PS subcellular uptake in A549 cells 

The images (Figure 2) indicate a considerable cellular uptake of curcumin PS by A549 cells. The DAPI 

stain (control) counterstained the cell nuclei. The merged image shows an overlapping between the green 

fluoresces from curcumin PS and the blue fluoresce from the nuclei, which is suggestive of an efficient 

internalization of curcumin PS in A549 cells. Potential internalization of PS in the cell is noted as an 

important prerequisite for an effective photodynamic effect [7]. 
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Figure 2. Fluorescence image with (A) fluorescence of curcumin (PS) uptake by A549 cells, (B) Blue 

fluorescence of DAPI from the cell nuclei (control), (C) light blue fluorescence of merged images of A 

and B. 

3.3.  Biochemical assays 

3.3.1.  Curcumin PS dark cytotoxicity 

The dark cytotoxicity effect was assayed for non-irradiated curcumin-treated cells. Most of the 

concentrations of curcumin utilised did not produce significant toxicity when compared to the control 

(cell without treatment) (Figure 3A). However, significant decreases in cell proliferation were noted 

with cells treated with 32 and 64 μM of curcumin. The findings suggest curcumin PS at optimised 

concentrations of 1, 2, 4, 8, and 16 μM may be more suitable in lung cancer PDT since no dark 

cytotoxicity may be induced at these concentrations.   

3.3.2.  LDH cytotoxicity evaluation 

The release of lactate dehydrogenase (LDH) by injured cells can be linked to cytotoxic effects associated 

with cell membrane damage or cell death [8]. No change in LDH was noted with cells treated with 1 

and 2 μM of curcumin PS and laser light irradiation when compared with the untreated cells (control). 

However, a significant increase in LDH levels (***p < 0.001) was recorded for cells treated with light 

irradiation and curcumin PS at 4, 8, and 16 μM (Figure 3B). This indicates cytotoxic damage was 

induced via curcumin-mediated PDT. Also, the cytotoxic impact of curcumin in the mediation of PDT 

was noted to be highly significant with an increase in its concentration.  

 
 

Figure 3. Biochemical assays with (A) Dark cytotoxicity after cell treatment with curcumin only, (B) 

LDH cytotoxicity post-PDT.  
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3.3.3.  MTT cell viability evaluation 

The viability of treated cells treated cells was determined using the MTT assay. Mitochondrial 

dehydrogenase can be produced by living cells. This enzyme can convert MTT to formazan, a purple 

crystal [9]. Levels of significance between the untreated cells (control group) and PDT groups at *p < 

0.05 and ***p < 0.001 were noted for treated groups that utilised 4, 8, and 16 μM of curcumin PS. No 

significant differences were established for the treated groups that utilised 1 and 2 μM of curcumin 

(Figure 4C). The findings showed that curcumin PS and laser light treatments can substantially induced 

a decrease cell viability, depending on the concentration of the PS.  

3.3.4.  IC50 value determination 

The lowest inhibitory concentration (IC50) was determined using the data obtained from the MTT 

viability assay. The IC50 value, as indicated on the graph, is 3.5 μM. (Figure 4D). This implies that the 

optimal concentration for curcumin PS in lung cancer-mediated PDT is 3.542 μM, and this indicates a 

50% induced cytotoxic effect. 

   
Figure 4. Biochemical assays with (C) MTT cell viability post-PDT, D) IC50 value estimation. 

3.4.  Morphological elevation of A549 cell post-PDT 

The morphology of lung cancer cells without treatment (control) showed well-attached cells with normal 

morphology. Nonetheless, morphological changes were observed 24 h post-PDT included the shrinkage 

of cells, cell membrane damage, unattached cells, floating cells, and dead cells (Figure 5). 

 

 
Figure 5. Microscopic image of A549 cells post-PDT 
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4.  Conclusion 

The effectiveness of curcumin-mediated PDT on A549 cells was demonstrated via cellular uptake, 

biochemical, and morphological studies. Effective uptake of curcumin by A549 cells was seen. Also, 

low viability and increased cytotoxicity were established following curcumin and light irradiation 

treatments of A549 cells. The curcumin-mediated PDT also triggered morphological alterations and cell 

death. This promising finding on curcumin in lung cancer PDT shows that curcumin can be a good 

natural photosensitizer to be exploited in cancer therapy. 
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Abstract. Over the last three decades, biosensors based on photonic crystals (PhCs) have been 

developed and continue to receive significant recognition owing to their distinctive 

electromagnetic properties and broad applications. Studies that have used refractive index as a 

parameter to design optical biosensing devices based on PhCs have resulted in optical devices 

that are sensitive with quick response time for small variations in samples. In this study, a 1-

dimensional (I-D) PhC biosensor chip was developed for the diagnosis of TB. A pathogen-

specific mycolic acid (MA) TB biomarker was studied based on the detection of refractive index 

changes on functionalised PhC biosensing surface. The MA biomarker was used as the 

biorecognition element to capture anti-mycobacterium tuberculosis antibodies, and a custom-

built optical biosensing setup was used for optical biosensing to monitor biomolecular 

interactions between the antigen and antibody. Functionalised and successfully characterised 

gold nanoparticles (AuNPs) were introduced on the biosensing surface to enhance the detection 

signal. The biosensing surface was further characterised using atomic force microscopy (AFM). 

Analysis of biomolecular binding events on the biosensing surface was achieved using the optical 

biosensing setup by measuring transmitted light through the biosensor chip, and successfully 

distinguishing differences between the experiment and control samples. From our findings, it 

was realised that mycolic acid antigen can be used as a biomarker for active TB and can be 

successfully immobilised on a biosensing surface to capture anti-mycobacterium tuberculosis 

antibodies. It was evident that the PhC-based optical biosensing technique was successful in 

detecting small refractive index changes on the biosensing surface for the diagnosis of TB. These 

results pave the way toward the development of a PhC-based point-of-care (POC) diagnostic 

device for TB. 

1.  Introduction 

The PhCs are periodic nanostructures that manipulate the flow of light and have garnered significant 

interest in the field of biosensing with their potential application in the development of point-of-care 

(POC) diagnostic devices. PhC-based biosensing plays a crucial role in the development of point-of-

care diagnostics. They can be engineered to exhibit strong light-matter interactions, resulting in 

enhanced sensitivity for detecting analytes. By tailoring the structural properties of PhCs, such as the 

periodicity and refractive index contrast, the interaction of light with biomolecules can be optimised, 

leading to increased sensitivity in detecting molecular binding events [1–3]. PhC-based biosensors offer 
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label-free detection, eliminating the need for fluorescent or radioactive labels [4–6]. This simplifies the 

assay procedure and reduces costs. The interaction of analytes with the PhC structure causes changes in 

the optical properties, such as the shift in the wavelength or change in intensity, enabling direct detection 

without the use of additional labels or probes [6]. 

One of the advantages of PhC-based biosensors is their capability for real-time monitoring of 

biomolecular interactions. The changes in the optical properties of the PhC structure occur 

instantaneously upon analyte binding, allowing the detection and analysis of binding kinetics and 

affinity [6]. Real-time monitoring enables dynamic measurements, enhancing the understanding of 

biomolecular interactions and enabling timely diagnostic decisions. In this work, a 1-D PhC surface was 

modified and used as the biosensor chip. A PhC biosensor chip was developed by immobilising the 

mycolic acid TB antigen surface of the PhC. Mycolic acid was used as a biorecognition element to 

specifically bind the anti-mycobacterium tuberculosis antibody as the analyte. Furthermore, gold 

nanoparticles (AuNPs) were covalently conjugated with a secondary antibody and introduced on the 

biosensing surface. The introduction of functionalised AuNPs to the biosensing surface plays a crucial 

role in changing the material refractive index. AuNPs have unique optical properties that can be easily 

manipulated compared to bulk gold. These special characteristics provide a plethora of advantages, 

especially in biosensing and diagnostic imaging. One of the major attributes is the interchange of light 

with electrons on its exterior [7]. The resonance wavelength and bandwidth of the AuNPs are dependent 

on the shape, particle size, refractive index of the surrounding media, and temperature [7]. Herein, 

Covalent conjugation chemistry was applied for the bioconjugation of AuNPs with the secondary 

antibody. EDC and NHS chemistry were used to bind goat anti-rabbit IgG H&L secondary antibody to 

PEG. Bioconjugation occurs upon successful binding of the antibody to the AuNPs surface, thus 

resulting in a wavelength shift in absorption spectrum by a few nanometres when analysed using UV-

vis absorption spectroscopy [8]. 

The AuNPs were characterised before and after bioconjugation using ultraviolet-visible (UV-vis) 

spectroscopy before introducing them on the biosensing surface. The biosensing surface was also 

characterised layer-by-layer during the development process of the biosensor chip using atomic force 

microscopy (AFM). The biosensor chip was analysed using a custom-built PhC setup, transmitted light 

intensity was measured, and a shift in the wavelength due to refractive index changes was detected using 

a spectrometer. The acquired data were analysed using OriginPro software to visualise the transmission 

spectra between the neat PhC, experiment, and control samples.   

2.  Materials and Methods 

2.1.  Atomic force microscopy 

The AFM was used to perform layer-by-layer characterisation of the biosensing surface for surface 

morphology studies of the PhC biosensor chips at different stages of the functionalisation process. 

Herein, the 1-D PhC biosensor chip was washed with absolute ethanol and blow-dried with nitrogen 

(N2) gas. The chip was subsequently subjected to oxygen plasma treatment. The PhC was immersed in 

(3-Aminopropyl) triethoxysilane (APTES) (1%, v/v) (Sigma-Aldrich, A3648) at room temperature 

overnight. Post incubation, the PhC was washed thoroughly by sonication in absolute ethanol for 5 

minutes and followed by sonication in ultrapure water (resistivity of 18 MΩ) for 5 minutes. The clean 

PhC was blow-dried with N2 gas and placed in the incubator at 90°C for 1 hour. The silanised PhC 

surface was functionalised with stearic acid (STA) (141 mM) (Sigma-Aldrich, S4745). Mycolic acid 

(MA) from mycobacterium tuberculosis (bovine strain) (0.5 mg/mL) (Sigma-Aldrich, M4537) was 

immobilised on the STA monolayer by incubating the chip in a solution of MA overnight at room 

temperature. Post incubation, the chip was rinsed thoroughly with 1x phosphate buffered saline (PBS) 

(Sigma-Aldrich, D1283). A solution of bovine serum albumin (BSA) (1%, v/v) (Roche Diagnostics, 

10711454001) was added to the chip for an hour. Anti-mycobacterium tuberculosis primary antibody 

(8.8 mg/ml) (Abcam, ab905) added to the MA monolayer and incubated overnight. A goat anti-rabbit 

IgG H&L secondary antibody (2.1 mg/ml) (Abcam, ab6702) was conjugated to gold nanoparticles 
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(AuNPs) (Sigma-Aldrich, 797707) and herein called the bioconjugate. (AuNPs-IgG) and introduced on 

the surface containing primary antibody. In the specifity control sample, the primary antibody was not 

introduced on the surface; however, the TB bioconjugate was introduced on the surface containing MA. 

AFM images were captured with a Vecco AFM system (Digital Instruments, USA). 

2.2.  Transmission electron microscopy 

The morphological analysis of the AuNPs used in this study was performed using a High-Resolution 

Transmission Electron Microscope (HRTEM) (JEOL JEM-2100, Japan) operated at a voltage of 200 

Kilovolt (KV). A copper grid was used for sample preparation and dipped into a sample of AuNPs 

suspended in PBS. The HRTEM operates at an imaging mode with high magnification, thus enabling 

high-resolution imaging of the crystallographic structure of nanomaterials at the atomic scale level. In 

this analysis, the HRTEM analysis was used for analysing the morphology, particle size and shape to 

confirm the structural properties of the AuNPs for subsequent studies. 

2.3.  Ultraviolet-visible (UV-vis) absorption spectroscopy 

UV-vis absorption spectroscopy was performed to characterise the gold nanoparticles (AuNPs) before 

and after bioconjugation. Covalent and direct bioconjugation strategies were explored. To perform 

covalent conjugation, N-hydroxysuccinimide (NHS) (13 mM) (Sigma-Aldrich, 56480) and 1-Ethyl-3-

(3-dimethylaminopropyl)-carbodiimide) (EDC) (5 mM) (Sigma-Aldrich, E7750) with similar molar 

ratio were added to heterobifunctional polyethylene glycol (PEG) (SH-PEG-COOH) (Sigma-Aldrich, 

757845) and shaken for an hour on an orbital shaker. Subsequently, the anti-mycobacterium tuberculosis 

antibody was introduced to the reaction mixture and incubated for 2 hours. The mixture was complex 

was added to 200 µL of AuNPs and incubated for an hour on an orbital shaker. To perform physical 

conjugation, the anti-mycobacterium tuberculosis antibody was added directly to 200 µL AuNPs. The 

mixture was incubated on an orbital shaker for 30 min. Additionally, neat AuNPs were used as a 

reference. Bioconjugation was confirmed by measuring the samples using NanoDrop 8000 

spectrophotometer (Thermo Fisher Scientific, United States). 

 

Figure 1: A custom-built photonic crystal biosensing setup used to measure transmitted light. The 

setup consists of a broadband LED light source, collimating lenses (L1 and 2), XYZ stage, a 10x 

microscope objective, and an imaging system consisting of a CCD camera and computer. 
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2.4.  Photonic crystal biosensing 

A custom-built optical biosensing setup with a transmission spectroscopy conformation was used to 

perform PhC biosensing in air (Figure 1). The setup was assembled using a broadband light-emitting 

diode (LED) light source. The light was collimated using a combination of collimating lenses and 

focused on the sample stage. Light transmitted through the PhC biosensor chip on the stage was collected 

using a 10x microscope objective. A 50/50 beam splitter directed the light to the imaging system and 

the spectrometer using a fiber. Transmitted light was focused into the fiber using a focussing lens and 

directed to the USB 4000 portable spectrometer (Ocean Optics Inc, United States) connected to the 

computer. The imaging system enabled the visualisation of biosensing activities on the sample stage and 

was formed by a charge-coupled device (CCD) camera connected to a computer. SpectraSuit software 

was used to perform spectroscopic analysis of the different samples. The samples were prepared in 

triplicates under the same conditions and the analysis was repeated three times (n=3). During sample 

analysis, background measurements were taken before each recording. The acquired data was further 

analysed using OriginPro8 software to plot wavelength-shift differences between the samples. 

3.  Results 

3.1.  Atomic force microscopy 

Atomic force microscopy was used in this study to perform layer-by-layer characterisation of the PhC 

biosensor chip surface during the chip functionalisation process. The samples included neat PhC, 

control, and experiment samples. The control sample consisted of mycolic acid immobilised on the 

biosensing surface as the biorecognition element and the goat anti-rabbit IgG H&L secondary antibody 

bioconjugated to AuNPs (TB-bioconjugate). There was no primary antibody on the surface of the control 

sample. Mycolic acid used in this study can only bind to the anti-mycobacterium tuberculosis antibody, 

and the secondary antibody is designed to bind to the primary antibody. The experiment sample 

consisted of mycolic acid, an anti-mycobacterium tuberculosis primary antibody, and the TB 

bioconjugate. The images taken using AFM are shown in (Figure 2), and each of the scans represents 

a 5µm X 5µm lateral area that was scanned. 

 

Figure 2: Atomic force microscopy micrographs of the PhC, control, and experiment group 

displayed in 3-dimensional and 1-dimensional view projection. Figures A and D show the 1-D PhC 

displayed in 3-D and 1-D view. Figures B and E show the control sample in 3-D and 1-D view 

projection. The experiment sample displayed much more surface roughness compared to the control 

sample. 
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Figure 2A and D shows the neat 1-D PhC surface depicting the periodic arrangement of the grating 

structure. The consistent crest and trough pattern of the PhC periodicity is represented in Figure 2A. The 

surface is uniform, with no signs of irregularities, defects, or contaminants. Prominent surface roughness 

was observed in the experiment sample (Figure 2C and F) when compared to the control sample (Figure 

2B and E). The Z-range increased from 150 nm in the neat 1-D PhC sample used as a reference to 344 

nm in the control sample. The experiment sample containing immobilised bioconjugated AuNPs 

displayed a z-range of 473 nm. 

3.2.  Transmission electron microscopy 

The morphology and size of AuNPs were evaluated. Figure 3 shows the TEM image of bare AuNPs, 

specifically Au NanoUrchins used in this study. Under TEM analysis, the AuNPs appeared multi-

branched with spiky, uneven surfaces. The AuNPs had an average size of 60 nm.  

 

 

Figure 3: Transmission electron micrograph of gold NanoUrchins. The nanoparticles displayed a 

multibranched, spiky, uneven surface morphology with an average size of 60nm. The length of the 

scale bar is 50nm. 
 

3.3.  UV-vis absorption spectroscopy 

To characterise the AuNPs before and after bioconjugation using covalent conjugation chemistry and 

physical conjugation, UV-vis absorption spectroscopy was performed (Figure 4). At 250 nm – 350 nm, 

there is no absorption peak for the AuNPs. At 250 nm – 350 nm, the high absorption intensity of 

antibodies physically conjugated (TB-Bioconjugate-P) to the AuNPs was detected, and lower absorption 

intensity was recorded for the covalently bioconjugated antibodies (TB-Bioconjugate-C). At 500 nm – 

750 nm, approximately 645 nm absorbance peak for the AuNPs was detected, and a redshift in both the 

covalent and physically conjugated AuNPs was detected. In this region, a notable difference in 

absorbance intensity was also recorded between the AuNPs, TB-Bioconjugate-P, and TB-Bioconjugate-

C.  
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Figure 4: Absorbance spectra of neat AuNPs, covalent conjugated AuNPs (TB-Bioconjugate-C), 

and physical bioconjugated AuNPs (TB-Bioconjugate-P). There are clear differences in absorbance 

intensity of the antibody (250 nm – 350 nm) and the AuNPs (500 nm – 750 nm) when comparing the 

two bioconjugation techniques. 

3.4.  Photonic crystal biosensing 

A custom-built PhC biosensing setup was used to differentiate and detect differences between the neat 

1-D PhC, MA, MA with immobilised primary antibody (PAb), MA with immobilised PAb and 

bioconjugated secondary antibody (SAb), and MA with immobilised bioconjugated SAb (Figure 5). 

Transmitted light intensity was measured between the five samples. There were clear resonance 

wavelength-shift differences between the samples analysed. The neat PhC reference sample (herein 

referred to as the reference sample) was detected at a resonance wavelength of 650.08 nm, which 

corresponds to the manufacturer’s recommendations. The MA sample was detected at a wavelength of 

653.28 nm, MA with immobilised PAb was detected at a wavelength of 660.27 nm, MA with 

immobilised PAb and bioconjugated SAb was detected at 664.45 nm, and MA with immobilised SAb 

(herein referred to as the control sample for specificity) was detected at 653.28 nm. A redshift of 3.2 nm 

was detected when MA was compared to the reference sample, a redshift of 14.37 nm was detected 

when the sample containing immobilised PAb (herein referred to as the experiment sample) was 

compared to the reference sample, a redshift of 10.19 nm was detected when the sample containing 

MA/PAb and AuNPs bioconjugated SAb (herein referred to as the signal enhancement sample) was 

compared to the reference, and a redshift of 6.8 nm was detected when the sample containing AuNPs 

bioconjugated SAb (herein referred to as the specificity control sample) was compared to the reference 

sample. Additionally, a blueshift of 11.17 nm was detected between the specificity control sample and 

the experiment sample.      
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Figure 5: Photonic crystal spectrograph for the detection of anti-mycobacterium tuberculosis 

antibodies. The resonance wavelength of neat 1-D photonic crystal (PhC), mycolic acid (MA) 

mycolic acid with immobilised primary antibody (PAb), MA with immobilised PAb and 

bioconjugated secondary antibody (SAb), and MA with immobilised bioconjugated SAb was 

obtained using the custom-built PhC biosensing setup. There were clear detectable resonance 

wavelength differences between the five samples. 

4.  Discussion 

The PhC-based biosensing surface was characterised layer-by-layer using AFM during the surface 

functionalisation process to confirm the binding of molecules on the surface. Immobilisation of 

molecules on the biosensing surface was achieved through covalent attachment and the formation of 

self-assembled monolayers. Samples, including the neat PhC, control, and experiment, were studied. 

The neat PhC was used as the reference sample. A biorecognition element (MA) was immobilised on 

both the control and experiment samples. However, a complementary PAb was not introduced on the 

surface of the control sample, but rather a bioconjugated SAb was introduced to both the control and 

experiment samples. In the control, the bioconjugate was used to test for the specificity of the 

biorecognition element. In the absence of a primary antibody on the surface of the control sample, the 

prominent surface roughness observed in the experiment sample (Figure 2C and F) was not detected 

(Figure 2B and E). Various structures resembling AuNP-antibody complexes were visualised in Figures 

C2 and F of the experiment sample (Figure 2). This also supports findings by Lee et al., 2015 who 

demonstrated the possibility of visualising AuNP-antibody complexes as a result of the presence of 

immobilised AuNPs. The increased surface roughness in the experiment sample could be attributed to 

the immobilisation of the AuNPs contained in the bioconjugate bound to the experiment sample. This is 

also supported by the Z-range values of 150 nm in the neat 1-D PhC sample, 344 nm in the control 

sample, and 473 nm in the experiment sample. This can be an indication that the immobilisation of the 

SAb to the AuNPs was successful, and further attached to the PAb in the experiment sample. 

On TEM, the AuNPs appeared multibranched with a spiky uneven surface. Multibranched and spiky 

AuNPs have a highly porous and rough surface structure, providing a significantly larger surface area 

compared to their spherical counterparts [10]. This increased surface area allows efficient 

immobilisation of biomolecules, leading to enhanced sensitivity in biosensing applications. The larger 

surface area also results in improved binding affinity, thus improving the detection limits of the 
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biosensor [10]. The unique surface morphology of multibranched and spiky AuNPs can lead to signal 

amplification in biosensing. The presence of multiple branches or spikes on the nanoparticles creates 

numerous nanogaps, which can trap and amplify the signal produced during the sensing process. This 

amplification effect enhances the detection sensitivity and improves the signal-to-noise ratio of the 

biosensor [10–12].  

The AuNPs were further functionalised with a signal or secondary antibody using both the covalent 

and physical bioconjugation techniques. Bioconjugation occurs upon successful binding of the 

antibodies to the AuNPs surface, thus resulting in LSPR spectrum redshift  which is an increase in 

wavelength by a few nanometres [13]. From the findings, it was realised that covalent conjugation 

resulted in high binding efficiency of antibodies to the surface of the AuNPs indicated by the sharp 

decline in the absorption intensity of the antibodies at 250 nm – 350 nm and a redshift in the wavelength 

at 500 nm – 750 nm (Figure 4). The physical conjugation strategy resulted in lower binding efficiency 

of antibodies to AuNPs indicated by the high absorbance intensity of the antibodies at 250 nm – 350 

nm, and a less prominent redshift in the wavelength at 500 nm – 750 nm (Figure 4). The AuNPs do not 

absorb at 250 nm – 350 nm; hence no absorption peak was detected. 

After the characterisation of the biosensing surface, PhC-based biosensing of the chip in air was 

performed using the custom-built optical biosensing setup. During analysis, wavelength shift between 

the samples was studies. There were distinct differences in wavelength redshift between the five samples 

analysed. The redshift detection is due to changes in the refractive index between samples [14]. The 

reference sample (neat PhC) exhibited a resonance wavelength of 650.08 nm, consistent with the 

manufacturer's specifications. Notably, the MA sample demonstrated a redshift of 3.2 nm compared to 

the reference, while the introduction of immobilised PAb led to a larger redshift of 14.37 nm, marking 

the experiment sample and a positive TB sample in diagnostics. Further modifications involving the 

incorporation of AuNPs bioconjugated SAb onto the MA/PAb structure resulted in a redshift of 10.19 

nm when compared to the reference sample. However, this shift was not greater than the one detected 

in the absence of the bioconjugate (14.37 nm). This indicates the possibility of detecting anti-

mycobacterium tuberculosis antibodies without the introduction of nanomaterials. Additionally, the 

specificity control sample involving AuNPs bioconjugated SAb showed a redshift of 6.8 nm relative to 

the reference, serving as a benchmark for specificity. Moreover, a notable blueshift of 11.17 nm emerged 

when comparing the specificity control sample (MA/SAb) to the experiment sample (MA/PAb). 

Overall, the differences in resonance wavelength shifts across the various samples provide valuable 

information and a diagnostic foundation that can be used to distinguish between negative and positive 

TB samples, offering potential implications for sensor development for TB diagnostics. These findings 

suggest a possible diagnosis of TB using a label-free PhC optical biosensing platform, and further 

exploration in this direction could lead to advancements in bioanalytical techniques and sensor design. 

5.  Conclusion 

In conclusion, the study successfully detected anti-mycobacterium tuberculosis antibodies using a 1D 

photonic crystal-based biosensor chip. Mycolic acid was effectively immobilised on the biosensor chip 

to facilitate specific binding to anti-mycobacterium tuberculosis antibodies. To rule out non-specific 

binding, a bioconjugated secondary antibody was introduced, which did not bind to the biorecognition 

element, and this was confirmed using atomic force microscopy (AFM). AFM also revealed distinct 

differences in height and surface roughness among the samples studied. The bioconjugated secondary 

antibody was successfully bound to the primary antibody on the biosensing surface, inducing a change 

in surface refractive index. Additionally, the developed custom-built PhC optical biosensing setup 

enabled the detection of refractive index changes through wavelength shifts between the five samples 

studied. The observed redshifts in resonance wavelengths across various samples were indicative of 

specific binding interactions. The distinct spectral responses and shifts provide a significant diagnostic 

foundation for the detection of negative and positive TB specimens. These findings collectively suggest 

the promising prospect of diagnosing tuberculosis using the label-free PhC optical biosensing platform. 
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Subsequent studies will focus on the reproducibility of the assay for label-free detection and the limit of 

detection studies. 
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Abstract. In this work we derive the distance modulus from Gaia parallaxes for Kepler Input
Catalogue (KIC) stars located within 10 arcmin in the field of NGC6819. The mean distance
modulus is used to determine probable new KIC members of NGC6819 cluster. We find 7
probable KIC new astrometric distance members which have been previously overlooked in the
literature as revealed by Gaia Data Release 2 (DR2). Of these, one is a solar-like star (SOLR),
one γ Dor star (GDOR), 2 rotational variables, 1 eclipsing binary and 2 unknown types. There
is no signifant difference in the mean distance modulus when probable new astrometric members
are included in deriving the mean distance modulus.

1. Introduction
Space photometric and astrometric observations obtained with missions such as Kepler and Gaia
respectively, have been useful in the study of stellar variability. TheGaia space craft, a European
Space Agency mission, was launched in 2013 to provide provide the astrometry of stellar sources
and precise 3D map of our galaxy. The second data release of Gaia contains parallaxes and
proper motions for a large sample of stars (Gaia DR2; [13]). Gaia DR2 parallaxes have been
useful in obtaining precise distance and luminosities of pulsating stars [2] used to refine the
Hertzsprung–Russell diagram diagram. Pulsating stars are located in both the field and open
clusters. The stellar clusters belonging to the disk of the Galaxy are refered to as open clusters
and constitute ideal laboratories to study stellar formation and evolution [9]. Open clusters are
groups of stars with the same age and same initial chemical composition, formed at a single
event from the same gas cloud. [9] used Gaia DR2 to obtain a list of members and mean cluster
parameters such as distances and proper motions for 1229 clusters. The open cluster NGC6819
was among the clusters studied by [9].

NGC6819 centered at, RA = 19 : 41 : 18 , DEC= 40 : 11 : 12, is one of the open clusters
located in the Kepler and Gaia field of view. It is a moderately old cluster (≈ 2.5Gyr; [4]) with
near-solar or slightly super-solar metallicity ([Fe/H]= +0.09±0.03; [7]). Using photometry from
the Kepler Input Catalogue, [3] determined an unreddened distance modulus of 12.20±0.06 mag.
[10] found the distance modulus to be 12.22 mag in BV photometry. [3] found eight δ Scuti, 39
new solar-like candidates, three γ Dor variables and several eclipsing binaries in the field with
some being photometric distance members. We studied NGC6819 because it is special in a sense
that it has dozen stars in the range between 10th and 12th magnitude in 5

′
circle. Moreover, in

kepler field of view in the years between 2009 − 2013, the center of the galaxy was observed in
200× 200 pixel and provided a unique high precision long time series data set.

1 mengistieg@unizulu.ac.za
2 oyigamba@gmail.com
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Determination of membership of stars in open clusters is not an easy process; one needs to
take all available information into account. All stars in a cluster tend to have the same motion
in three dimensions. The proper motion in Right Ascension (pmRA) and proper motion in
Declination (pmDec) can be measured and members tend to have the same proper motions. A
star is probably a member of the cluster if it has the same RV or pmRA and pmDec (or both).
In addition, one can use distance modulus to deduce membership. The mean proper motion,
radial velocity and distance modulus for all cluster members in NGC6819 were found to be
pmRA = -2.6±0.5, pmDec = -4.2±0.5 mas/yr [23], 11.747±0.086 mag [1].

In this paper we study the field containing the open cluster NGC6819 using Gaia DR2
parallaxes & proper motions and time series photometry obtained using theKepler space mission.
The aim is to study the probable new members in detail with Asteroseismolgy.

2. Data
Part of the data in this study were obtained with NASA’s Kepler telescope. We used the
publicly available Kepler data (Q0 - Q17) in this study, where Q stands for quarters referring
to the interval in which the data are downloaded on certain time interval, i.e., Q0 is a 10-d
commissioning run. The long cadence (LC) data were used. The light-curve files of the stars
contain simple aperture photometry (SAP) flux and a more processed version of SAP with
artefact mitigation included, i.e., presearch data conditioning (PDC) flux. Jumps between
quarters were calculated and resulting periodograms were obtained. For the Kepler Input
Catalogue (KIC) stars, revised effective temperatures were used. Parallaxes and proper motions
were obtained from the second data release of Gaia.

3. Method and analysis
We selected all Kepler Input Catalogue (KIC) stars measured by Gaia within a radius of
10 arcmin of the cluster centre and with Kepler magnitude Kp < 15 mag. In the selected
region the field contains 233 KIC stars. Fig. 1 shows the luminosity-effective temperature (HR)
diagram with luminosities derived from Gaia parallaxes.

To determine the luminosities from Gaia DR2 parallaxes, one requires knowledge of the
apparent magnitudes, interstellar extinctions, and bolometric corrections. A correction for
interstellar extinction needs to be applied to the r magnitude using r0 = r - 0.874AV [21].
The value of AV listed in the Kepler Input Catologue (KIC) is from a simple reddening model
which depends only on galactic latitude and distance. In the case of the cluster NGC6819, we
take uniform AV as was previously done [3, 1]. From the Gaia DR2 parallax (π), the absolute
magnitude is calculated using rabs = r0 + 5(log10 π + 1). The absolute bolometric magnitude
is given by Mbol = rabs + BCr - Mbol⊙ with the solar absolute bolometric magnitude Mbol⊙ =
4.74 and BCr is the bolometric correction.

The luminosity relative to the Sun is found using log L/L⊙ = -0.4Mbol and the resulting
values for each of the 233 selected stars are shown in Fig. 1 and Fig. 2 as filled circles. Probable
cluster members are shown as filled circles (black) in Fig. 1. These were matched with the KIC
stars within 10 arcmin of the cluster centre. We used the well known KIC cluster members to
obtain distance modulus (DM) to the cluster (DM = 12.30±0.12 mag). New members were then
chosen from those with a DM close to the mean value that we have found, together with the
Gaia mean proper motions (pmRA = -2.920±0.035 mas/yr, pmDec = -3.862±0.038 mas/yr)
of the known KIC members. Stars which were clearly non-members (outliers) based on their
distances and proper motions were removed.

4. Results and Discussion
The list of the new KIC members with their classification type, distances, and proper motions
are shown in Table 2. The mean cluster distance and proper motion were obtained by including
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Figure 1. The large filled circles (black) denote stars considered as members while the small
filled circles (red) denote all KIC stars within 10 arcmin of the cluster centre.

-1

 0

 1

 2

 3

 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9

lo
g 

L
/L

⊙

log Teff

Figure 2. Small filled circles (red) denote all KIC stars within 10 arcmin of the cluster centre.
New KIC members according to Gaia proper motion and distance modulus (parallax) are shown
as (green) open circles.

KIC new members to the well known members. Our focus was to improve the mean distance of
the cluster. We found mean distance DM = 12.30±0.12 mag. There is no significant difference
in the mean distance modulus when probable new KIC members are included in deriving the
average distance modulus. Fig. 2 is the HR diagram showing the location of the new KIC
members according to Gaia proper motion and distance modulus. The new KIC members are
shown as green open circles (Fig. 2).

In Fig. 3 we show periodograms of five stars of known classification as indicated in each
panel. In the survey of the field of NGC6819, [3] classified and measured rotation periods
of 129 stars. The presence of harmonics in the frequency spectra or periodogram are good
indicators of starspots. To classify a star as a rotational variable, one needs to examine the
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Figure 3. Periodograms of five stars of known classification.
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Figure 4. Periodogram of KIC 5112741 showing two dominant peaks.
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Table 1. A list of 7 stars with proper motion and distance modulus consistent with that of
NGC6819 open cluster. The columns are KIC - Kepler Input Catalogue; pmRA - proper motion
in Right Ascension; epmRA - error in proper motion in Right Ascension; pmDE - proper motion
in Declination in milli-second of arc per year; epmDE - error in proper motion in Declination;
Plx - parallax in milli-second of arc; ePlx - error in parallax; Kp - Kepler magnitude; the
values of effective temperatures log(Teff ), luminosities, logL/L⊙; Type - variations seen in the
periodograms; DM - distance modulus in mag; eDM - error in distance modulus in mag.

KIC pmRA (mas/yr) epmRA (mas/yr) pmDE (mas/yr) epmDE (mas/yr) Plx (mas) ePlx (mas)
5023953 -2.728 0.035 -3.770 0.037 0.3292 0.0203
5024084 -3.070 0.033 -3.822 0.034 0.3395 0.0181
5024429 -2.937 0.050 -3.745 0.046 0.3282 0.0238
5024587 -2.953 0.029 -3.987 0.033 0.3493 0.0164
5112585 -2.928 0.035 -3.899 0.037 0.3485 0.0195
5112741 -2.861 0.037 -3.789 0.040 0.3411 0.0207
5112749 -2.764 0.039 -3.762 0.040 0.3632 0.0223

Table 2. Table continued from column 8 Kp - Kepler magnitude; the values of effective
temperatures log(Teff ), luminosities, logL/L⊙; Type - variations seen in the periodograms; DM
- distance modulus in mag; eDM - error in distance modulus in mag.

Kp log(Teff) logL/L⊙ Type DM (mag) eDM (mag)
12.612 3.6792 2.0232 SOLR 12.4127 0.1338
14.718 3.8187 1.1013 GDOR 12.3458 0.1156
14.943 3.7913 1.0463 - 12.4193 0.1573
13.952 3.8616 1.3971 ROT 12.2840 0.1018
14.750 3.7283 1.0776 - 12.2890 0.1214
12.449 3.6680 2.0770 EB 12.3356 0.1316
14.953 3.8013 0.9446 ROT 12.1993 0.1332

periodogram and see if there are any peaks in the low frequency range (peak at frequency less
than about 1 d−1) which can be attributed to rotation. Two stars were found to have peaks in
the low frequency range in their periodograms: KIC5024587 (peak at 0.097 mmag, frequency =
0.061 d−1) and KIC5112749 (peak at 0.115 mmag, frequency = 0.154 d−1). We have identified
and classified them as rotational variables. Harmonics is clearly present in the periodogram of
KIC5024587, at f3 = 2f5. Where f3 = 0.257 d−1 and f5 = 0.128 d−1. Thus, a starspot is present
in KIC 5024587. Further more, there is no harmonics in the periodogram of KIC 5112749, hence
there is no starspot. We have measured the rotation period (Prot) of the two stars showing
rotational modulation as KIC5024587 (Prot = 3.8662 d) and KIC 5112749 (Prot = 6.4975 d).

All cool stars have convective envelopes. In the periodogram, solar-like oscillations are easily
identified because of the localized comb-like structure with amplitudes which decrease sharply
from a central maximum. The periodogram of KIC5023953 in Fig. 3 (bottom panel) shows
comb-like structure typical of a solar-like oscillator. [15] assigned KIC5023953 (WOCS 3011)
a radial velocity binary likely member (BLM). [19] classified KIC 5023953 (WOCS 3011) as
single-lined binary (SB1) member with 93% membership probability and radial velocity, vr =
+3.01±0.11 km/s. KIC 5023953 is to the left of the red giant branch where one expect to find
clump stars, hence confirming the result reported in the literature.

Variability is detected in the light curve and periodogram of KIC 5112741 (Fig.4). The
periodogram of KIC5112741 shows two dominant periods of 8.854 and 11.576 d. The low-
frequency peak might be because of binarity. We therefore, interprete the cause of variability
as contact binary (eclipsing binary). It is interesting to note that KIC 5112741 which we have
classified as an eclipsing binary occupies the position where one expect to find red giant showing
solar-like oscillation.

Multi-periodic pulsating stars with frequencies in the range 0.5–5 d−1 are generally considered
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to be γ Dor variables [3]. Based on this typical characteristic, only one candidate KIC5024084
was found to exhibit such frequencies. The highest amplitude (9.903 mmag) is at f = 0.490 d−1,
but there are other peaks as well with no harmonics. The fact that harmonics are absent means
there is no starspot. Assuming the frequency of the highest peak is the rotational frequency
(Frot), this implies Prot = 2.041 d. This is a γ Dor showing rotation modulation.

5. Conclusion
Stellar variability of the probable new KIC members were studied in detail using Kepler time
series photometry and we have found a mean distance modulus DM = 12.30±0.12 mag. We
also found a γ Dor variable with no harmonics present in the periodogram, thus no starspot.
One star showing solar-like oscillation in its periodogram was found. We were able to interprete
variability in one of the probable new KIC members as due to contact binary. Two stars could not
be classified into any well known variable based on the visual inspection of their periodograms.
Possible future work should look at estimating the basic parameters of the eclipsing variable
(KIC 5112741).
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A. Moitinho, C. Soubiran, L. Casamiquela, R. Carrera, and U. Heiter. Age determination for 269 Gaia
DR2 open clusters. , 623:A108, March 2019.

[7] A. Bragaglia, E. Carretta, R. G. Gratton, M. Tosi, G. Bonanno, P. Bruno, A. Cal̀ı, R. Claudi, R. Cosentino,
S. Desidera, G. Farisato, M. Rebeschini, and S. Scuderi. Metal Abundances of Red Clump Stars in Open
Clusters. I. NGC 6819. , 121:327–336, January 2001.

[8] T. M. Brown, D. W. Latham, M. E. Everett, and G. A. Esquerdo. Kepler Input Catalog: Photometric
Calibration and Stellar Classification. , 142:112, October 2011.

[9] T. Cantat-Gaudin, C. Jordi, A. Vallenari, A. Bragaglia, L. Balaguer-Núñez, C. Soubiran, D. Bossini,
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Abstract. Observing and modelling solar energetic particles (SEPs) can aid in establishing an early
warning system to prevent any hazardous impact on humans and technology in space, due to high levels
of ionising radiation. During the Hohmann-type transfer from Earth to Mars of the MAVEN spacecraft,
the Hohmann-Parker effect allows for the application of one-dimensional SEP transport. Soft X-ray data
from the GOES satellite is used to approximate the acceleration and subsequent injection of the SEPs
in the model due to solar flares. The transport of SEPs are then modelled along the Parker heliospheric
magnetic field, and compared to electron intensity observations from the MAVEN and WIND spacecraft.
Understanding SEP behaviour along Earth-Mars transfer trajectories will be necessary, in particular so that
the Hohmann-Parker effect can be fully exploited for the safety of future crewed missions.

1. Introduction
Solar energetic particles (SEPs) are highly energetic particles accelerated near the Sun which consist of
electrons with energies ranging from 1 keV - 10 MeV, and ions ranging between 50 keV - 10 GeV [1; 2].
Understanding how SEPs are produced and transported is fundamental in the protection of future crewed
space missions, as these particles contribute to radiation exposure to astronauts and could cause acute
radiation sickness, cancer, as well as other hazardous health conditions [3; 4; 5]. These particles are
created by solar events, mostly solar flares and coronal mass ejections, where after the particles travel
predominantly along the Parker [6] heliospheric magnetic field (HMF) [7]. The Parker HMF is assumed
to be attached to and rotating with the photosphere of the Sun [2]. The magnetic field produced by
the Sun is frozen into the solar wind (SW) plasma without any force exerted on it, which causes the
field to curve into an Archimedean spiral in the solar equatorial plane, where it curves more at lower
SW speeds and curves less at higher SW speeds [8]. The HMF can be understood by considering ideal
SW conditions that have a steady radial outflow of constant speed, which is independent of radial and
latitudinal position [8; 3].

As most planetary missions use the Hohmann [9] transfer manoeuvre, the transfer of a spacecraft into
an elliptical trajectory orbit between two planets, studying SEPs in the HMF can help establish a system
to warn organisations that have human activity in space [10; 11]. The Hohmann-Parker effect uses ideal
SW conditions to show that a spaceship using the Hohmann transfer manoeuvre to transfer between two
planets will experience a small angular magnetic connection to either one or the other planet [3]. During
a transfer between Earth and Mars, the spacecraft will initially be connected to Earth’s magnetic field
line which is shown in Figure 1(a), and later connects to the Mars’ field line.

The Neupert [12] effect, which refers to a relationship between the soft X-ray (SXR) photon flux
and the flux of SEP electrons accelerated during a solar flare, can be used to develop a model that
approximates the injection of SEPs into the interplanetary space along the HMF [3; 5; 13]. This paper
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uses data from the geostationary operational environmental satellite (GOES), global geospace science
wind satellite (WIND), and the Mars atmosphere and volatile evolution (MAVEN) spacecraft to observe
how SEP electrons are transported from solar events towards Mars to determine if it could be used as
a sufficient early warning system. Data from GOES1 is used to approximate SEP injections along the
HMF and the resulting modelled SEP intensity is compared to WIND and MAVEN electron observations.
For this work an one-dimensional SEP transport model is used, as motivated by the good magnetic
connectivity during the Hohmann-type transfer trajectory, which means that perpendicular transport due
to random walking magnetic field lines [14] are neglected.

2. The modulation model
The distribution function,

f (x, v, t) , (1)

gives the particle number density in the general six-dimensional (x, v) space at time t where the time
evolution of f is described by the Boltzmann equation [15]

∂ f
∂t︸︷︷︸
A

+ v · ∇ f︸︷︷︸
B

+
F
m
· ∂ f
∂v︸  ︷︷  ︸

C

=

(
∂ f
∂t

)

c︸︷︷︸
D

. (2)

Here, term A is the time-dependent change and term B describes the change in the guiding centre position
around the magnetic field which drifts parallel to the HMF [16]. For the spatially one-dimensional case,
this reduces to v · ∇ f = v∥

∂ f
∂s = µν

∂ f
∂s . Term C is the pitch-cosine angle change due to particles moving

to different regions in the HMF, which for the one-dimensional case reduces to F
m · ∂ f

∂v =
ν

2L

(
1 − µ2

)
∂ f
∂µ ,

which uses the mirroring condition with the focusing length, L [17]. Term D is the time rate change of
the pitch-angle dependence due to collisions,

(
∂ f
∂t

)
c
= ∂

∂µ

(
Dµµ

∂ f
∂µ

)
where Dµµ is the pitch-angle diffusion

coefficient [18].
The one-dimensional focused transport equation derived here is also referred to as the Roelof [19]

equation which demonstrates how SEPs transport in the HMF and can be written as

∂ f
∂t
+ µv

∂ f
∂z
+

v
2L

(
1 − µ2

) ∂ f
∂µ
=

∂

∂µ

(
Dµµ

∂ f
∂µ

)
, (3)

which give the evolution of the distribution function for the one-dimensional scenario, f (s, µ, t), where s
is the line element in the ẑ direction and µ is the pitch-angle of the SEPs along the HMF [20]. From
equation 3 an omnidirectional distribution function can be calculated once the distribution function
(equation 1) is obtained. The omnidirectional intensity is j = p2 f , where p2 is the particle momentum
which is assumed to be constant for these mono-energetic simulations so that

j ∝
∫ 1
−1 f (s, µ, t) dµ

∫ 1
−1 dµ

=
1
2

∫ 1

−1
f (s, µ, t) dµ, (4)

where j is measured in particles/cm2/s/sr/MeV [20]. The mean free path is calculated from the pitch-
angle diffusion coefficient Dµµ, as,

λ∥ =
3v
8

∫ 1

−1
dµ

(
1 − µ2

)2

Dµµ (µ)
, (5)

1 https://www.swpc.noaa.gov/products/goes-x-ray-flux
2 https://student.helioviewer.org
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(a) (b)

Figure 1: Panel (a) shows the trajectory of the MAVEN spacecraft’s voyage from Earth to Mars, in
purple, in a system co-rotating with the Earth and the Sun at the origin to demonstrate the Hohmann-
Parker effect. The Parker HMF spirals represent the magnetic foot point of the Earth at Earth’s initial
and final coordinates during the MAVEN voyage. Panel (b) is an image taken from Helioviewer2which
shows the active region NOAA 12051 that was active on the surface of the Sun between 121 to 128 DOY
before it disappeared behind the Sun’s western limb.

which is the average distance particles would move between collisions that are parallel to the guiding
centre position around the HMF [21].

The Parker [6] HMF on which the SEPs are assumed to travel, is given as

B⃗HMF = AB0

(r0

r

)2 [
r̂ − tanψϕ̂

]
, (6)

where ϕ̂ is the unit vector in the azimuthal direction, A is the magnetic field polarity at Earth (which
is at 1 AU), at r = r0, r is the radial distance, ψ is the winding angle of the Parker HMF, and B0 is
the normalization value [17]. The line integral of the magnetic field, dl⃗, in spherical coordinates can be
written as

dl⃗ = dr r̂ + rdθ θ̂ + r sin θdϕ ϕ̂, (7)

where, for the Parker HMF, dϕ = −ΩVsw
dr and dθ = 0 [2]. This line element integral is used to trace Parker

HMF lines in Figure 1(a).

3. MAVEN spacecraft
MAVEN was launched into a Hohmann-type orbit in November 2013 and arrived at Mars in September
2014 [3; 22]. The SEP instrument on board MAVEN measured the energy and angular distributions of
electrons and ions [22]. In Figure 1(a) the coordinates for Earth, Mars, and MAVEN were obtained from
NASA’s heliocentric trajectories website 3 between the 323 day of year (DOY) in 2013 and the 246 DOY
in 2014. These coordinates were plotted using a Python3 code in a coordinate system co-rotating with
Earth with equation 6 overlayed to illustrate the Parker spirals at ideal conditions at Earth and Mars on

3 https://omniweb.gsfc.nasa.gov/coho/helios/heli.html
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Figure 2: From top to bottom, panels (a)-(f), are the measurements of the SEP event between 126-129
DOY. Panel (a) is the SXR flux time profile measured from GOES in W/m2. Panel (b) is the total magnetic
flux as well as the magnetic components of the HMF which is measured in nT. Panel (c) is the SW speed
observed from the ACE spacecraft, which is measured in km/s. Panel (d) is the simulated SEP injections
in the HMF near the Sun. Panel (e) is the SEP electron flux observed by the WIND spacecraft, which
measures the electrons in particles/cm2/s/sr/MeV, with an overlay of modelled solutions for different
values at λ∥. Panel (f) is the SEP electron flux observed from the MAVEN spacecraft, which measures
the electrons in particles/cm2/s/sr/MeV, with an overlay of modelled solutions for different values at λ∥.
During this time interval MAVEN was located at radial distances between 1.31 AU on DOY 126 and
1.32 AU on DOY 129. The time interval is from 6 May (DOY 126) to 9 May 2014 (DOY 129).

323 DOY. Figure 1(a) demonstrates that MAVEN is initially well connected to the magnetic field line
of Earth and gradually connected to the magnetic field line of Mars as the spacecraft neared the end of
its voyage. It is apparent that the Hohmann elliptical trajectory is curved similarly to the shape of the
Parker HMF spiral. Therefore, the SEPs follow approximately the same magnetic connection between
Earth and Mars for this time interval and an one-dimensional SEP transport model can be used.

4. Results
The model used was a modified version of the one-dimensional SEP transport FORTRAN90 code to
simulate the propagation of SEPs along a single magnetic field line, developed by Strauss & Fichtner
[23] 4. The model solves the focused transport equation (equation 3) to obtain the generalised one-
dimensional distribution function (equation 1), where f (x,u, t) = f (s, µ, t), that can then be compared
to SEP observations. The model used an ideal condition where the speed of the SW remains constant
at Vsw = 350 km/s. In the model, λ∥ was adjusted to correspond to the data and thus treated as a free

4 https://github.com/RDStrauss/SEP_propagator
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parameter.
The time interval in Figure 2 ranged between 126 to 129 DOY in 2014. GOES observed six major

flares, of which the SEPs of only four flares were observed at the MAVEN and WIND spacecraft, the
other two flares were not located near the magnetic foot point of the Earth, therefore SEPs from these
flares were observed by neither WIND or MAVEN. Figure 1(b) shows the active region NOAA 12051
that produced the solar flares that occurred between 126 to 129 DOY in 2014. The most prominent flares
observed on the electron SEP counters in GOES were C-class, M-class and X-class flares. An M-class
flare is 10 times stronger than a C-class flare and an X-class is 10 times stronger than an M-class [24].
The magnetic foot point of the Earth is the region of the Sun that is magnetically connected to Earth,
which is located approximately at W60 [25]. The NOAA 12051 flare occurred at approximately S13W86
on the Sun’s surface, which is close to the magnetic foot point of the Earth.

From Figure 2 there was a quiet magnetic field observed up until 128 DOY, after which the magnetic
field appears to be more perturbed. The SW speed ranged between 325-400 km/s, which is within ideal
wind speeds. The GOES data was used to determine when injections take place while the magnitude of
the SEP injection for each flare was adjusted manually to fit the data. There were four injections placed
in the model, which represents the flares from the GOES data. λ|| was adjusted in the one-dimensional
model until a reasonable fit was obtained to fit the data. The best fit of the mean free path was when
λ∥ = 0.2 AU and the background was set to 0.01 particles/cm2/s/sr/MeV, which shifted the model’s
default line to the data.

5. Conclusion
The GOES data demonstrated that there was a connection between the SEPs released in solar flares
and the magnetic foot point of the Earth; the majority of solar flares that occurred near the magnetic
foot point of the Earth were observed along the Parker spiral towards Earth and Mars. The different
flare classes affected the number of particles observed in the data. The mean free path of the particles
differed during each of the solar flares in Figure 2, indicating that the SEPs interacted differently with the
turbulence along the HMF. The MAVEN data is given in Figure 1(a) demonstrated that MAVEN followed
the Hohmann bi-tangent orbit which mostly correlated with the Hohmann-Parker effect, therefore the
SEPs ejected from solar flares follow approximately the same trajectory between Earth and Mars. A
later section of the MAVEN mission does not follow the Parker spiral that connects Earth with the Sun,
which could lead to an ineffective Earth-based (Earth-Sun L1) warning system if transporting astronauts
between Earth and Mars. Here, a Mars-Sun L1 observing system would be able to provide accurate
warnings. SEP warnings from Mars L1 would also apply for much of the return journey [5]. Furthermore,
an Earth-Sun L4 mission would support most SEP warning schemes as described in [26] with X-ray and
extreme ultraviolet observations (and others) of SEP events originating just behind the western limb of
the Sun as viewed from Earth. These SEP events can be hazardous to astronauts as shown by [27].
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Abstract. Drift effects due to gradients and curvature in the heliospheric magnetic field
(HMF) have long been known to affect cosmic ray (CR) modulation. Thus far, only drift
effects due to the geometry of the HMF proposed by Parker [1] have been studied. However,
several other HMF models exist, including the model proposed by Fisk [2], which, notably, has
a latitudinal component. The Fisk-Parker hybrid HMF proposed by Burger & Hitge [3] assumes
that the HMF is Parkerian at the poles and in the ecliptic plane, and Fisk-like at mid-latitudes.
In this proceeding, the effects of the Fisk-Parker hybrid HMF on CR drifts are discussed; these
results show, for the first time, that a Fisk-type HMF results in a CR drift velocity profile which
differs significantly from what has first been described for the Parker HMF by Jokipii & Thomas
[4]. Furthermore, different approaches to modelling drift due to the heliospheric current sheet
are investigated; these include the models proposed by Burger [5] and Engelbrecht et al. [6].

1. Introduction
Previous studies on galactic cosmic ray (GCR) modulation (e.g., Burger et al. [7] and Sternal
et al. [8]) have shown that Fisk-type heliospheric magnetic fields (HMFs) potentially play a role
in GCR transport. However, no previous study has self-consistently modelled the influence of
Fisk-type fields on GCR drift velocities. The present study aims to investigate this.

Given a spatially inhomogeneous magnetic field B⃗, a charged particle (such as a cosmic ray)
will drift (an effect detailed in introductory plasma physics texts, e.g., Chen [9]). Drift effects
have been taken into consideration in cosmic ray modulation studies for several decades, proving
instrumental in explaining, for example, the 22-year GCR intensity cycle observed by neutron
monitors (see, e.g., Engelbrecht et al. [10] and references therein). Isenberg and Jokipii [11]
show that, for a nearly isotropic distribution of cosmic rays, the average drift velocity due to
spatial variation in B⃗ is given by v⃗d = ∇ × κAêB, where êB = B⃗/B is the unit vector in the
direction of the magnetic field. The quantity κA is the drift coefficient (Forman et al. [12]), given
by κA = pv/(3qB) = vRL/3, where q is the particle magnitude, p is the particle momentum, v
is the particle speed perpendicular to the magnetic field and RL is the Larmor radius. Note that
this drift coefficient only holds when the influence of turbulence on particle drifts is negligible
(e.g., Engelbrecht et al. [13]).

2. The Parker heliospheric magnetic field
The heliospheric magnetic field, or HMF, is most commonly assumed to be described by the
model proposed by Parker [1], given by the equation
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B⃗ = A
(r0
r

)2
r̂ − Ar20

rVSW
Ωsin θϕ̂. (1)

The quantity A represents the magnetic field strength at a heliocentric distance r0 from the
Sun, r is the heliocentric distance, VSW is the solar wind speed, Ω is the solar equatorial rotation
rate and θ is the colatitude, measured from the solar North pole. Furthermore, A has a sign. If
it is positive, B⃗ is directed away from the Sun in the Northern hemisphere and directed towards
the Sun in the Southern hemisphere. If it is negative, the direction of B⃗ is reversed.

Fig. 1 shows field lines for the Parker HMF. In the ecliptic plane, a given field line will form
an Archimedean spiral about the Sun. At other colatitudes, field lines will lie on cones centered
around the rotation axis.

3. The heliospheric current sheet
The heliospheric current sheet, or HCS, is the structure separating regions of opposing polarity
in the dipolar HMF, where B drops to zero. The HCS is known to play a role in cosmic ray drift;
for A > 0, protons drift from over the polar regions of the Parker HMF towards the HCS, along
which they drift to the edge of the heliosphere (see Jokipii & Thomas [4]), with drift directions
being reversed for A < 0.

A number of HCS drift models (e.g., the models of Burger [5] and Engelbrecht et al. [6])
have been developed, as the expression for the gradient and curvature drift velocity (given in
the introduction) has to be modified in order to model drift along the HCS. Burger [5] employs
a hyperbolic tangent function to do so, such that

v⃗d = ∇× κA tanh [k (θns − θ) cos ν] êB, (2)

where the HCS is given by Kóta & Jokipii [14] as θns = π/2 − arctan (tanα sinϕ∗), with
ϕ∗ = ϕ+ ϕ0 + r (Ω/VSW ) and

cos ν =

[
1 +

(
r
∂θns
∂r

)2

+

(
1

sin θ

∂θns
∂ϕ

)2
]−1/2

. (3)

The factor k determines the width of the region over which current sheet drift occurs, and α
is the heliospheric tilt angle.

Engelbrecht et al. [6] transform the drift coefficient in a similar manner:

v⃗d = ∇× κAf (δ) êB, (4)

where f (δ) = 2S (δ) − 1, with S being a higher-order smoothstep function and δ =
(1/2) + r (θns − θ) / (4RL). When δ > 1, S (δ) = 1, while S (δ) = 0 when δ < 0. Furthermore,
the first and second derivatives of S (δ) are zero when δ ≥ 1 or δ ≤ 0. This ensures that HCS
drift effects only impact particles within 2 Larmor radii of the current sheet.

4. Fisk-type HMF models
In the HMF model proposed by Fisk [2], a polar coronal hole (PCH) is assumed to be centered
around the Sun’s magnetic axis, which rotates at the equatorial rate. At the PCH, VSW is high
compared to VSW elsewhere. Furthermore, the differential rotation rate of the Sun’s photosphere
(e.g., Snodgrass [15]), into which HMF lines are rooted, is taken into account. Field lines expand
nonradially with the fast solar wind from the PCH. At the heliographic North pole, where no
differential rotation occurs, a single field line connects the photosphere to the source surface,
beyond which the solar wind expands radially. The angle between this line and the rotation axis
is the Fisk angle, denoted by β; see Zurbuchen et al. [16].
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Figure 1. Field lines calculated for a
Parker field at three different latitudes.
Figure taken from Engelbrecht & Burger
[17].

Figure 2. Field lines calculated for
a Fisk-Parker hybrid field at three
different latitudes. Figure taken from
Engelbrecht & Burger [17].

The Fisk-Parker hybrid field proposed by Burger & Hitge [3] is Parkerian at the poles and
the equator, and Fisk-like at mid-latitudes. The components of the refined hybrid model are
given by Burger et al. [7]:

Br = A
(r0
r

)2
(5)

Bθ =
Ar20
rVSW

ω∗ sinβ∗ sinϕ∗ (6)

Bϕ =
Ar20
rVSW

[
ω∗ cosβ∗ sin θ +

d

dθ
(ω∗ sinβ∗ sin θ) cosϕ∗ − Ωsin θ

]
, (7)

where ω is the differential rotation rate, and ω∗ = ωFS and β∗ = βFS vary with the latitude-
dependent transition function FS . When FS = 1, the components reduce to those of a pure Fisk
field, and when FS = 0, the components reduce to those of the Parker HMF.

In the ecliptic plane, a Fisk-Parker hybrid field line (Fig. 2) will form the Archimedean
spiral seen for a Parker field line (Fig. 1). However, in contrast to the Parker model, field
lines originating at intermediate colatitudes display considerable latitudinal excursions and a
significant azimuthal dependence.

5. The Parker drift velocity field
In figures to follow, drift effects for protons are shown, and a relatively high value of k = 60 is
assumed when the Burger [5] HCS drift model is used, as higher values of k result in a transition
function more closely resembling the Heaviside step function (e.g., Mohlolo et al. [18]). Fig.
3 shows drift velocity profiles for the Parker HMF, calculated from the Burger [5] HCS drift
model using Eq. 2 (brighter regions are associated with higher drift speeds). A solar wind speed
of 400 km/s, a proton energy of 2 GeV and the HCS expression used by Jokipii & Thomas
[4] have been assumed for comparative purposes. In the left panel, for which A > 0, protons
are seen to drift towards the Sun from over the polar regions, towards the HCS away from the
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poles and outwards along the HCS. In the right panel, for which A < 0, drift directions are
reversed with respect to the A > 0 field. For negatively charged particles, such as electrons,
drift velocities are reversed with respect to the profiles shown in Fig. 3. Away from the HCS,
the Parker drift velocity field does not show azimuthal variation, as the Parker HMF (Eq. 1)
has no ϕ-dependence.

Figure 3. A > 0 (left) and A < 0 (right) drift
velocity profiles for the Parker HMF. A proton
energy of 2 GeV has been assumed.

Figure 4. Drift speed profiles for 1 GeV
(left panel) and 10 GeV protons (right panel)
calculated from the Engelbrecht et al. [6] drift
model.

In Fig. 4, the total (3D) drift speed calculated from the Engelbrecht et al. [6] model is shown
for 1 GeV (left panel) and 10 GeV protons (right panel). Because of the RL-dependence of the
transition function employed by these authors, the HCS drift region increases in width as the
proton energy increases. The log-scaled colouring implemented in Fig. 3 has been removed in
order to show greater detail.

6. The Fisk-Parker drift velocity field
In figures to follow, the Engelbrecht et al. [6] drift model will be implemented, while the HCS
expression of Kóta & Jokipii [14] will be used. In deriving the Fisk-Parker hybrid HMF, a
constant solar wind speed is assumed (see Burger & Hitge [3]); an observationally-motivated
average value of 600 km/s is chosen (McComas et al. [19]).

Fisk-type fields show drift velocity profiles which differ significantly from those calculated for
the Parker HMF. In Fig. 5, drift velocity profiles calculated from Fisk-type fields are compared;
v⃗d for the Fisk-Parker hybrid HMF is shown on the left, while the drift velocity calculated from
a pure Fisk HMF, as derived by Zurbuchen et al. [16], is shown on the right. For comparative
purposes, the HCS has been removed for both fields to emphasise gradient and curvature drift
effects due to the different geometries.

Fig. 5 shows that Fisk-type drift velocity fields (both hybrid and pure) feature high-|v⃗d|
structures extending from over the Sun’s poles. The structures are associated with directional
changes in the drift velocity. Other “true” Fisk-type drift features (i.e., features not resulting
from the transition function used in the hybrid field) include mid-latitude structures associated
with reduced drift speeds and directional changes (e.g., the structures seen between 20 and 25
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AU and around 135◦ ≤ θ ≤ 150◦ in both panels of Fig. 5). A feature which is unique to the
hybrid field is a series of whorl-like mid-latitude structures associated with reduced drift speeds
and directional changes - see 60◦ ≤ θ ≤ 75◦ and 105◦ ≤ θ ≤ 120◦ in the left panel (hybrid field)
of Fig. 5.

In Fig. 6, calculated using the Engelbrecht et al. [6] HCS drift model for 1 GeV protons, it

can be seen that a change in the sign of B⃗ (i.e., a switch from A > 0, shown in the left panel,
to A < 0, shown in the right panel) again results in a reversal of the direction of v⃗d.

Azimuthal variations in the Fisk-Parker hybrid drift velocity profile are shown in Fig. 7,
which assumes the Engelbrecht et al. [6] drift model and a proton energy of 1 GeV. The high-
speed protrusions seen over the poles are seen to form large-scale spiralling structures in 3D, and
the mid-latitude reduced-drift structures seen at a given azimuth are projections of reduced-|v⃗d|
tubes associated with directional changes throughout the heliosphere.

Figure 5. A > 0 drift velocity profiles for
the Fisk-Parker hybrid (left panel) and pure
Fisk (right panel) HMF models.

Figure 6. As for the Parker model, drift
velocity directions are reversed when A < 0
(right panel).

7. Conclusions
Drift velocity profiles calculated from Fisk-type HMF models differ significantly from those
calculated using the Parker model. Differences arise from the fact that Fisk-type fields, in
contrast to the Parker HMF, have both a strong latitudinal component and a significant
azimuthal dependence. Because drift velocities associated with Fisk-type fields have not yet
been self-consistently implemented in modulation studies investigating the effects of the HMF
models on GCR intensities (e.g. Sternal et al. [8]), it remains to be seen how the implementation
of the results of this study would alter previously-drawn conclusions as to the influence of Fisk-
type fields on GCR modulation. This will be the subject of a future investigation.

Future work will also include looking into the effect of turbulence, known to reduce drift
effects (e.g., Engelbrecht et al. [13]), on drift velocity profiles associated with a Fisk-type
HMF. Furthermore, drift velocity profiles associated with other Fisk-type HMF models (e.g.,
Schwadron & McComas [20] and Hitge & Burger [21]) will be considered.
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Figure 7. The A > 0 Fisk-Parker hybrid HMF drift velocity profile for 1 GeV protons at
ϕ = 0◦, ϕ = 120◦ and ϕ = 240◦.
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Abstract. Current astronomical observations show that the universe is undergoing an
accelerated expansion and, although the standard model of cosmology is the closest we have to
a standard theory of gravitation, it fails to adequately describe our Universe without the ad
hoc introduction of dark energy and dark matter to late-time cosmology and inflation to early-
universe cosmology. This has certainly created dilemmas for the wider astronomical community
and several alternative cosmological models are being considered. Most current work is limited to
the study of background dynamics so a brief overview of the equations that govern the evolution
of cosmological perturbations in the Rh = ct model is presented. This model is consistent with
observations and has received particular attention in the last few years. Like the ΛCDM model,
the Rh = ct model is based on FLRW cosmology with the total energy density ρ and pressure p
of the cosmic fluid satisfying the condition of the vanishing total gravitational mass condition:
ρ+3p = 0. The results derived will be compared to those from the standard model and analysed
to see if the model allows for the formation of structure in the Universe.

Introduction
In modern cosmology the Cosmological Principle says that, on large enough scales, the Universe
is homogeneous and isotropic. Furthermore, current observations suggest that it is expanding
[1]. This expansion should satisfy the Einstein Field Equations (EFEs) for a universe whose total
matter content may be assumed to be a perfect fluid. In particular, there should be some time
dependence in the metric describing this expansion. To preserve the homogeneity and isotropy
of space and incorporate time evolution a time-dependent expansion factor a(t) is introduced
to describe the time evolution of a homogeneous, isotropic universe [14]. Thus, to explore what
sort of cosmological expansion is allowed by the theory, it is necessary to figure out what kind
of cosmological expansion solves the EFEs.

Mathematically, there are several geometries that obey the Cosmological Principle but only three
are of considerable cosmological interest: flat space, spherically-curved space and hyperbolically-
curved space – where the latter two are a bit less obvious. However, the 4-dimensional space-time
metrics that describe these spatial geometries are diagonal, which makes things much easier. Ad-
ditionally, uniform scale expansion of the pure space hyper-surface can be incorporated into each
of these metrics by multiplying each of the three pure space components by the scale factor.
One is then free to insert these metrics into the EFEs and constrain the scale factor in the form
of differential equations.

However, it is not actually necessary to insert three different metrics into the EFEs. Changing
to co-moving coordinates allows all three metrics to be combined into one to obtain the standard
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Friedmann-Lemaitre-Robertson-Walker (FLRW) metric with the mostly positive signature:

ds2 = −c2dt2 + a2(t)

[
1

1− kr2
dr2 + r2

(
dθ2 + sin2 θdϕ2

)]
. (1)

The results are substituted into the EFEs and collapsed down to the two Friedmann equations:

(
ȧ

a

)2

≡ H2 =
8πG

3
ρ− kc2

a2
, (2)

ä

a
= −4πG

3

(
ρ+

3p

c2

)
(3)

where c and G are defined in the usual way. H is the Hubble parameter and the curvature
parameter k = {−1, 0, 1} for hyperbolically-curved, flat and spherically-curved space. The
quantities ρ and p = wρc2 are the mass density and pressure, respectively. w is the equation of
state (EOS) parameter.

Birkhoff’s Theorem
The imaginary surface beyond which all null geodesics recede from an observer is called the
gravitational horizon. The radius at which this happens is the Schwarzschild radius. To un-
derstand this radius in a cosmological setting, imagine an observer situated at the centre of a
spherical cavity of proper radius RC and then surround them with a spherically-symmetric mass
with a surface of proper radius RS < RC . The space-time outside this gravitating, nonrotating,
spherical mass must then be given by the Schwarzschild metric [2, 15].

The density ρ = ρ(t) is a function of cosmic time only so if RS is allowed to increase, eventually
a threshold will be reached of enclosed mass – at which point RS becomes the gravitational
horizon,

Rh =
2GM

c2
, (4)

where

M(Rh) =
4πR3

h

3
ρ (5)

is the proper mass enclosed within a sphere of proper radius Rh. Thus, for k = 0

Rh =
c

H
(6)

The Rh = ct Model
According to Weyl’s postulate, any proper radius R(t) used in an FLRW cosmology to express
– not the co-moving distance r between two points but, rather – the changing distance that
increases as the Universe expands must be expressible as the product of the constant co-moving
distance and a universal function of time: R(t) = a(t)r [14].

Therefore, Rh = c/H(t) means that aH = c/r is a constant and the Universe is expanding but
with zero acceleration. This corresponds to either an empty universe (in which ρ = p = 0) or
one characterised by an EOS parameter w = −1/3. John (2019) refers to this as the non-empty
‘always coasting’ model. Furthermore, this also means that a ∝ t and H(z) = H0(1 + z). H0 is
the current value of the Hubble parameter and z is the redshift related to the scale factor in the
usual way. This, of course, leads directly to Rh = ct.
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Cosmological Perturbations
The Cosmological Principle breaks down on smaller scales where there is clear evidence that
the Universe is not homogeneous. The large-scale structures observed today are believed to
have formed through small density perturbations whose growth rate depends on the dynamical
expansion of the Universe [10].

To study these perturbations, it is convenient to define the dimensionless density contrast
δ = δρ/ρ0 in terms of the density fluctuation δρ(t, x⃗) and the unperturbed density of the
homogeneous background ρ0(t) [7]. In units where c = 1, the resulting differential equation
describing the growth of density perturbations is

d2δ

dt2
+ (2− 3w)H

dδ

dt
=

3

2
H2 (1 + 3w) (1− w) δ +

c2s∇2δ

a2
, (7)

where c2s = dρp is the sound speed squared. The second term on the LHS is due to cosmic
expansion and always suppresses the growth of the perturbations. The combined term on the
RHS relates gravity and pressure. One is free to describe a flat comoving geometry using Fourier
decomposition

δ(t, x⃗) =
V

(2π)3

∫

k
δk(t)e

ιk·x d3k,

where the complex Fourier coefficients δk only depend on the cosmic time and k and x are the
comoving wavevector and radius, respectively [7]. For 3w = −1, the dynamical equation is

δ̈k +
3

t
δ̇k =

κ2c2

3H2
0 t

2
δk. (8)

For p < 0 the pressure term drives the growth of perturbations. The solution to this equation is

δk(t) = C1t
−1+

√
1+k2c2/3H2

0 − C1t
1−
√

1+k2c2/3H2
0 , (9)

where the mass conservation condition δk=0 = 0 was used. For real δ(x), δ(x)=δ∗(x) implies
δ∗k = δ−k.

It is often convenient to assume the perturbation is a Gaussian random field so that the waves
in the Fourier decomposition have random phases. This way, the field may be specified entirely
by its power spectrum [10], written as

P (k) = ⟨|δk(t)|2⟩,

where the averaging is done over all space.

The solution δk(t) has an explicit time dependence that also appears in its power spectrum,
so, although the general shape of the graph remains the same, its turning point slowly tends
towards higher values of k as the Universe ages. In contrast, the power spectrum in the ΛCDM
model is time-independent so the peak does not change as the Universe ages [12].

Conclusion
Rh = ct hints at a great simplification of the Universe. Where the standard model predicts
a decelerating expansion in the early radiation-dominated Universe (without inflation) and an
accelerated late-time dark energy-dominated Universe, the Rh = ct model suggests that, as per
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the Cosmological Principle and Weyl’s postulate, the mean effect of deceleration and accelera-
tion is that the Universe has been expanding at the same rate a(t) ∝ t since the Big Bang. This
simplification agrees with several late-time results: it correctly gives the age of the Universe as
well as several galaxy clusters and agrees quite well with supernovae data. [1, 11].

Furthermore, Rh = ct makes no ad hoc assumptions of early-time inflation and late-time
acceleration due to dark energy. But despite these successes, there is the problem of the non-
physical equation of state. Further work is being done to investigate this model in alternative
and/or modified theories of gravity to resolve this issue. In particular, why does it agree with
late-time cosmology so well?
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Abstract. In this paper, we contrast and test the Broos method and the Likelihood Ratio
method to evaluate the reliability and completeness of the cross-matching method, and the
resulting catalogues, to determine which method is better suited to optimally combine large
radio and optical surveys. The radio and optical surveys used for the cross-matching was the
MeerKAT Galaxy Cluster Legacy Survey (MGCLS), and the Dark Energy Camera Legacy
Survey (DECaLS) respectively. The test was carried out by selecting nine clusters with varying
degrees of completeness. The selected clusters were then used to perform the cross-matching
where the corresponding statistical properties were calculated by both methods. We found
that there is no change in the completeness between the two methods; however, there does
seem to be some difference in the reliabilities. The Broos method produced consistently larger
reliabilities at lower and intermediate completeness levels, while the likelihood ratio method
stayed consistent throughout. We decided to incorporate the Likelihood Ratio method into our
cross-matching procedure because of its stability in reliability across all levels of completeness.

1. Introduction
The Southern Hemisphere finds itself in an era of large radio and optical astronomical surveys.
One challenge is to effectively combine and cross-match source catalogues from surveys in
different wavelengths, thereby maximizing the science impact of surveys. We used the Likelihood
Ratio method to cross-match compact source catalogues extracted from MGCLS with optical
sources detected in DECaLS DR8. These matched catalogues can then be further explored
for various science applications and to possibly improve the cross-matching method for future
surveys.

One of the aspects of the cross-matching method that we set out to study is the manner by
which the statistical properties of the cross-matched catalogues are calculated. It is important
to know what the limitations of the different methods are so that the appropriate method can be
implemented depending on the data that are available. The two main methods used in our cross-
matching code to calculate these properties are the Broos method [1] and the Likelihood Ratio
method [2]. The reason we are considering these two methods is because of the differences in the
way they calculate the necessary properties. The Likelihood Ratio method is a natural choice for
these calculations since we are already using the method to perform the cross-matching between
the radio and optical surveys. This technique was tested and adapted for cross-matching by
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[2] and was later also used as a tool to identify optical and infrared counterparts by [3]. The
Likelihood Ratio method calculates false and true positives by determining the probability of
each match that was made [3].

The Broos method developed by [1] uses a technique in which they simulate the behavior
of their matching algorithm to detect all false positive and true negative matches; they do this
by creating two populations, an associated population and an isolated population. These two
populations are used to divide the data into two separate cases, one in which the source has
a real counterpart (associated population) and one in which there is no counterpart (isolated
population) [1]. This method was initially formulated to eliminate false positive matches, which
arises from the fact that there were orders of magnitude more source entries in their IR catalogues
than what was present in their X-ray catalogues [1]. These two methods will be compared by
their ability to formulate matches between sources (completeness) and by the accuracy of those
matches (reliability).

In Section 2 we will discuss the procedure that was used to compare and test the Broos and
Likelihood Ratio methods. The results of the comparison will be given in Section 3, and they
will be discussed and concluded in Section 4.

2. Method of comparison
The comparison procedure started by selecting nine galaxy clusters from the surveys that had
a variety of completeness levels, which has been produced in the cross-matching procedure. To
do so, we first had to determine the redshift range of the galaxy clusters in our surveys. This
is an important step in the selection process since our optical surveys (DECaLS) contain only
photometric redshifts, which are known to be less reliable than their spectroscopic counterparts.
The photometric redshifts were derived from fitting spectral energy distributions to broad-
band photometric measurements as described in [4]. We use the boundaries determined by [5]
to exclude clusters that are not found in the photometric redshift range 0.15 < zph < 0.40.
These boundaries were determined by [5] to be the point of separation between photometric and
spectroscopic redshifts. This separation is caused by broad band measurements that could not
take place due to the lack of u-band filters in DECaLS [5]. Figure 1 shows the distribution of
galaxy cluster redshifts used to identify acceptable galaxy clusters in the MGCLS survey to use
for this comparison.

Figure 1. Distribution of MGCLS galaxy cluster redshifts. The red dashed vertical lines show
the redshift range that can be used for accurate photometric redshift studies.

Galaxy clusters identified to have redshifts in the range where photometric redshifts are
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accurate can be used for the comparison, we can choose three clusters that have a low,
intermediate, and high completeness level. Growth in the completeness as a function of
Likelihood Ratio (LR) is used so that we can determine whether the methods can make accurate
matches, which is independent of the amount of matches found. With this in mind, we selected
the nine clusters from table 1 and 2 from [6]. The selected galaxy clusters can be seen in our
Table 1. To test and compare the methods, we ran the cross-matching code as described in
[7], and [6] for all nine clusters using both methods. We then plotted their completeness and
reliability outputs against LR. In the cross-matching method, the LR cutoff at 0.5 is used as
the probability above which a match can be considered reliable. The cutoff is also used to find
a balance between completeness and reliability in LR. In general, the higher the LR, the more
reliable but less complete the matched sample. These plots can be seen in figure 2 in the results
section.

3. Results

Table 1. The selected galaxy clusters. This table is divided into three main groups Low,
Intermediate, and High, indicating the relative level of completeness found in that group. The
individual galaxy clusters and their corresponding completeness values [6] are also indicated.

Low Intermediate High

Cluster Name Completeness Cluster Name Completeness Cluster Name Completeness

J0014.3-6604 0.185 J0449.9-4440 0.397 Abell 370 0.483
Abell 33 0.328 J0232.2-4420 0.411 Abell 2744 0.492
J0416.7-5525 0.356 J0177.8-5455 0.420 Abell 2813 0.502

We present the nine selected MGCLS clusters that were used to generate the statistical
properties of both methods, as well as the graphs of the output of those methods which are used
for the comparison of their performance. Figure 2 shows the comparison between the Broos and
Likelihood Ratio method for three of the selected clusters. We only show three clusters here - one
for each level of completeness, as all three clusters per level of completeness show the same trend.
We decided to only show the graphs for the cluster with the lowest completeness (J0014.3-6604),
the lowest intermediate completeness (J0449.9-4440), and the highest completeness (Abell 2813).
When comparing the two methods, we see that in each of the three cases, the completeness (blue
line) is the same for both methods. This indicates that both methods found the same number of
matches during the cross-matching procedure. If we now look at the reliability (red dashed line)
in the 0 < LR < 0.50 region, we see that for all three clusters, the Broos method has achieved
maximum reliability quicker at lower LR than the Likelihood Ratio method. This means that
even the first few matches that are made by the Broos method can be considered to be accurate
matches, whereas the Likelihood Ratio method could give more false positives at lower LR.

Looking at the reliability at an LR of 2 shows that there exists a discrepancy between the
two methods. The difference between the maximum reliability of the two methods is greater
in the lower completeness level and smaller at larger completeness levels. However, there does
seem to be a trend where the Broos method’s reliability decreases with increasing completeness.
But the reliability of the Likelihood Ratio method is not very sensitive to changes in varying
completeness levels. However, little emphasis will be placed on these trends, as it is hardly ever
necessary to use LR values as large as this.
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Figure 2. This figure shows the completeness (blue s olid l ine) and the r eliability ( red dashed 
line) of the Broos method and the Likelihood Ratio method plotted against the probability 
of finding a  m atch. The c luster c ompleteness i ncreases f rom t op t o b ottom. The l ine a t 0.50 
(black vertical dotted line) is the LR cutoff which is used to provide an estimate of the spurious 
identification rate [7].
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4. Conclusion
We have set out to investigate the comparison of the Broos and Likelihood Ratio methods, with a
special emphasis placed on their ability to calculate statistical properties from the cross-matching
procedure. We achieved this by using data from MGCLS and DECaLS to perform the cross-
matching, which we then used to calculate the properties of the two methods. To ensure that
our comparison is accurate, we excluded galaxy clusters from the test based on their redshifts
according to the findings of [5]. They showed that photometric redsifts are not consistent
with spectroscopic redshifts at low and high redshifts. For the sake of a complete comparison,
we also selected clusters based on their completeness values to test the methods under various
circumstances. The test was performed by completing the cross-matching for each of the selected
clusters with the two methods calculating the statistical properties during the procedure. The
comparison was then made by plotting the completeness and reliability determined by both
methods for each selected cluster. We found that the two methods reached the same completeness
in every case, but varied in their determination of reliability. We also found that the Broos
method outperformed the Likelihood Ratio method in the region 0 < LR < 0.50, as its reliability
reaches a maximum much faster at lower LR in most circumstances. This indicates that when
the uncertainty in the matching is larger (low LR), the certainty that a match is a true match
is greater with the Broos method than with the Likelihood Ratio method.

From this comparison, we found that the Broos method decreased in reliability as the
completeness levels increased, which is in stark contrast to the stability shown by the Likelihood
Ratio method. It is also important to note that the Broos method was born out of necessity
to deal with surveys that differed wildly in number of source entries [1]. Thus, the ability of
the Broos method to produce accurate matches is independent of the number of source entries
in the surveys used for the cross-matching procedure. From this comparison we find that the
methods’ usability is dependent on the data used, and on whether the researcher chooses to
prioritize completeness or reliability. After incorporating the most suitable method, future work
will involve determining the cluster membership for all clusters found in MGCLS.

References
[1] Broos P S, Feigelson E D, Townsley L K, Getman K V, Wang J, Garmire G P, Jiang Z and

Tsuboi Y 2007 The Astrophysical Journal Supplement Series 169 353

[2] Sutherland W and Saunders W 1992 Monthly Notices of the Royal Astronomical Society 259
413–420

[3] McAlpine K, Smith D, Jarvis M, Bonfield D and Fleuren S 2012 Monthly Notices of the
Royal Astronomical Society 423 132–140

[4] Hilton M, Hasselfield M, Sifón C, Battaglia N, Aiola S, Bharadwaj V, Bond J R, Choi S K,
Crichton D, Datta R et al. 2018 The Astrophysical Journal Supplement Series 235 20

[5] Kesebonye K C, Hilton M, Knowles K, Cotton W D, Clarke T, Loubser S I, Moodley K and
Sikhosana S P 2023 Monthly Notices of the Royal Astronomical Society 518 3004–3016

[6] Loubser I 2023 North-West University Research Repository
https://doi.org/10.25388/nwu.21975542.v1

[7] Knowles K, Cotton W, Rudnick L, Camilo F, Goedhart S, Deane R, Ramatsoku M,
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Abstract. The Centre for Space Research at the North-West University, South Africa,
commissioned a solar telescope in 2021. The first science application of the solar telescope
was investigating the differential rotation rate of the Sun. The solar differential rotation
rate is known to be latitudinally dependent. In this study, the photospheric rotation rate
is experimentally determined by tracking multiple active regions over successive days using a
dedicated hydrogen-alpha solar telescope. The observational campaign runs over a period of 46
days between 15 August and 14 October 2022. A total of 29 active regions are studied. The
results of this study are compared to three published models. On average, a faster rotation rate is
observed when compared to accepted model predictions. Factors influencing the observational
data are investigated, such as the influence of the number of successive observations of each
active region, the area of active regions (containing multiple sunspots), as well as the location
of each active region with respect to the solar limb.

1. Introduction
The rotation of the Sun is not uniform; instead it exhibits differential rotation where its angular
rotation rate is greater at the solar equator compared to the solar poles [1]. The solar differential
rotation rate has been extensively studied during the past 50 years, including its connection to
the tachocline which is the transition region between the radiative zone and the differentially
rotating convective zone (see e.g. [2], [3], [4], [5]).

Studies such as [6], [7], [8] and [9] have investigated this phenomenon and have engaged in
real-time solar observations spanning several years. In general, there are two approaches to
determine the photospheric rotation rate. The first method utilizes spectrographic observations
of Doppler displacements in specific spectral lines near the solar limb [10]. The second method
involves analyzing the longitudinal movements of semi-permanent features on the solar disk, such
as sunspots, faculae, and magnetic field patterns [10]. This study makes use of the latter method,
following sunspot movement across the solar disk. The main objective of the study is observing
sunspots and analyzing their latitude dependent differential rotation rate. Furthermore, this
analysis involves comparisons between observational data with three existing models documented
in literature.

2. Solar rotation periods
There are two distinct solar rotation periods, namely the synodic- and the sidereal period [11].
The sidereal period is measured from a solar-centric reference frame and refers to the time
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required for a solar feature to complete one revolution around the Sun [12]. The synodic period
is an Earth-based reference frame and represents the apparent rotation period as observed
from Earth. Due to the orbit of the Earth around the Sun, this synodic perspective influences
the apparent rotation rate of a sunspot. Taking this orbital factor into account, the synodic
period at the equator is derived as approximately 26 days. While observations are conducted
in synodic time, the conversion to the sidereal period is necessary since historical rotation rates
are universally reported in terms of the sidereal period.

Equation (1) shows the conversion of the synodic period to the sidereal period

P =
S × E

S + E
, (1)

where P represents the sidereal period and S the synodic period [13]. E is the orbital period
of the Earth (365.25 days).

3. Differential rotation models
Several researchers have investigated the solar differential rotation rate with the aim to establish
a theoretical equation that accurately characterizes this phenomenon. The approach involved
continuous solar observations spanning multiple years to derive an estimation of the latitude-
dependent solar differential rotation rate. The models considered within this investigation all
have approximately the same form, with only the coefficients differing between models.

The rotation profile of the Sun as determined by [8] using a periodic standard functional fit
given by

ω(θ) = 2.902− 0.464 sin2 θ − 0.328 sin4 θ µrad/sec, (2)

shows the rotation rate ω in micro radians per second, where θ is the solar latitude. The first
term refers to the solar equatorial rotation rate (when θ is equal to 0◦), followed by the second
and third periodic terms which denotes the rotation rate of the photosphere at different solar
latitudes.

In the study by [7] they determined the fit to be

ω(θ) = 2.779− 0.351 sin2 θ − 0.442 sin4 θ µrad/sec, (3)

where θ also represents the solar latitude. Finally, [6] obtained the functional fit

ω(θ) = 2.904− 0.492 sin2 θ µrad/sec, (4)

where θ is again the solar latitude.

4. Instrumentation and imaging
This study made use of the recently commissioned North-West University (NWU) Solar
Observatory in Potchefstroom, South Africa. The observational instruments include a Lunt®

50 mm aperture hydrogen-alpha (Hα) telescope mounted on an iOptron® CEM 60 equatorial
mount. A monochromatic charged-coupled device (CCD) camera is used for imaging. The
resolution of the of CCD camera is 1360 x 1024 pixels and each pixel has a size of 4.65 x 4.65
µm. The focal length of the telescope is 350 mm and therefore provides a resolution of 2.74
arc-seconds/pixel. For solar observations, this equates to approximately 2.1× 103 km/pixel on
the solar disk. Although sunspots vary considerably in size (≈ 10 - 160×103 km), the resolution
provided by this setup is enough to resolve sunspots on the solar surface. Daily solar images were
captured with the Hα telescope throughout the two-month campaign. It should be mentioned
that, in principle, this study could also be performed with a standard white-light solar telescope.

Division D: Astrophysics and Space Science 357/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



However, the Hα telescope (restricted to the 656.2 nm emission line) was used since it offers
more detail regarding the chromospheric conditions within and around the active regions (ARs),
such as magnetic field properties, plages and spicules. However, the study focuses solely on
determining the locations (heliolatitude and heliolongitude coordinates) of either single sunspots
or sunspot groups within ARs and its change over time. The daily-captured solar images are
vertically flipped since the NWU Solar Observatory is located in the southern hemisphere. This
enables easy comparison with international data networks. A Stonyhurst diagram, a convenient
spherical coordinate system [14], is superimposed onto the solar images. Next, the heliolatitude
and heliolongitude coordinates of each sunspot (AR) are recorded. For cases where ARs contain
multiple sunspots (sunspot groups), the most prominently identifiable sunspot (the largest) is
traced. Finally, the results are converted from the synodic period to the sidereal period using
equation (1). As an example, this process is illustrated in figure A1 in Appendix A where two
successive full-disk solar images are shown between 19 June and 21 June 2023 while tracking
AR 3335. This AR is located in the southern hemisphere (−16.5◦), the two observations were
done 46.2 hours apart, the change in heliogrpahic longitude was determined to be 25.3◦, which
resulted in a differential rotation rate of 2.7 µ rad/sec.

5. Observational results
Figure 1 shows the sidereal rotation rates of the 29 tracked ARs during the observational
campaign. While the presumption holds that sunspots follow a constant heliographic latitude,
minor deviations were noticed, typically measuring less than 1◦. For completeness sake, the
small deviations in heliographic latitude are averaged. These are expressed in radians, while the
averaged change in heliographic longitude over time is expressed in micro radians per second (µ
rad/sec), which equates to the sidereal differential rotation rate. The standard deviation of the
rotation rate for each AR is calculated based on ARs sharing the same latitude or falling within
a range of ±0.1 radians. Negative heliographic latitudes refer to the southern hemisphere, while
positive values indicate the northern hemisphere. The results are categorized into two distinct
groups. The first group shows faster-than-anticipated periods, while the second group aligns
closely with the models, within the bounds of standard deviation error margins. Figure 1 shows
several sunspots rotating at a faster rate than predicted by the models of [6], [7], and [8]. The
scattering of raw data is expected, as discussed in the paper by [9], in which the equatorial
rotation rates were examined for the years 1921 through 1982, spanning a 62 year period and
effectively illustrates the level of variability one can expect while tracing equatorial tracers for
the purpose of determining the equatorial rotation rate. The sidereal rotation rates recorded
during this observational campaign show a stronger alignment with the models proposed by
[8] and [6]. While some ARs adhere to the projected model trends, our primary focus is on
understanding the reasons behind the deviations in other ARs and there are multiple influential
factors that contribute to these deviations.

The number of successive days that an AR is observed plays an important role in determining
the differential rotation rate (more observations lead to a more accurate rotation rate).
Therefore, terrestrial weather conditions play an influential role and may limit the amount
of observation days. In an ideal scenario, an extended observation period coupled with a larger
count of tracked ARs would increase the reliability of the results. However, this project was
restricted to a two-month observation period. The study of [9] also highlights sunspot size as
a significant contributor to the scatter of data. Sunspots and sunspot groups of greater size
exhibit a comparatively slower rotation rate than smaller- and single sunspots. This suggests
that sunspots at the same latitude could potentially display differing rotation rates due to their
size. The influence of sunspot size on its differential rotation rate is a important focus area for
future work.
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Figure 1. Sidereal differential rotation rates of 29 ARs as determined by the observational
campaign from 15 August to 14 October 2022 at the NWU Solar Observatory. The left y-axis
shows the rotation rate in µrad/s. The right y-axis shows the period of each AR in days. The
three models are shown in the legend.

6. Discussion and conclusion
Six influencing factors were recognized for the observed deviation of the observational data
from the model patterns in this study. Improving these factors will substantially increase the
precision of future research. While some ARs conform to the anticipated model trends within an
acceptable error margin, the primary emphasis remains on the exploration of ARs that deviate
from the model profiles.

Firstly, the number of successive days that an AR is observed influences the final result. The
credibility of data decreases with a lower number of successive observations, and particularly
affect ARs monitored over only a two-day period. Secondly, the sizes of sunspots has an influence
on the rotation rate as shown by [9], where smaller sunspots travel at a faster rate compared
to larger sunspots or sunspot groups. Several additional factors also contribute to the observed
variability in the collected data. For instance, a 1◦ discrepancy in the recorded longitude leads
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to a 0.2 µrad/s change in the final rotation rate outcome. The error introduced by manually
operating the telescope and imagining processes contribute to inaccuracies. Minor inaccuracies
at this stage of the data processing can progress into an error in the results. Future software and
hardware upgrades of the solar telescope will enable full automation of telescope and imaging
processes. These upgrades will mitigate errors that arise due to manual operation. Moreover,
complications arising from projection near the solar limb play a role. ARs close to the solar
limb present a challenge, as a sunspot in this area might seem to have a smaller ∆ϕ (change
in heliographic longitude), when, in fact, the sunspot is moving away from the observer along
the curvature of the Sun. Furthermore, the time span between observations, if exceeding 24
hours, can alter the data and impacts the overall average which gives rise to outliers. Lastly,
the duration of this observational campaign spanned 46 days. In contrast, [8] observed sunspots
and sunspot groups for over 15 years, compared to [6] which spanned a decade. This disparity
is reflected in the equatorial rotation rate variation observed by [7], who analyzed sunspots for
only a year. Consequently, extended observation periods are advantageous in accumulating a
more substantial sunspot sample size. In conclusion, this study pursued three key objectives:
imaging sunspots and sunspot groups (within ARs) and determining their heliographic latitude-
dependent differential rotation, comparing data from the NWU Solar Observatory with the
discussed models, and contributing to a larger data collection for theoretical comparison. The
results of this study shows a faster-than-expected rotation rate at most heliographic latitudes,
especially close to the solar equator. The possible reasons for this are discussed in the text.
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Appendix A.

Figure A1. Colourised full−disk examples of daily solar images captured by the 50 mm Hα
telescope from the NWU Solar Observatory to determine the differential solar rotation rate. AR
3335 is used as an example between 19 and 21 June 2023. Other ARs are also shown. The
details are discussed in the text.
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Abstract. The MeerKAT radio telescope is the newly built South African precursor radio 

telescope array for the mid-frequency component of the Square Kilometre Array (SKA1-Mid). 

Its excellent sensitivity and wide field of view, combined with commensal access to a large 

number of MeerKAT surveys, allows astronomers to gain new insights in time-domain radio 

astronomy, particularly in uncovering the population of faint radio transients and variables. In 

this study, we use the South African Radio Astronomy (SARAO) Science Data Processing (SDP) 

images from the MHONGOOSE Large Survey Project (LSP) to search for new radio transients. 

We used the Transient Pipeline (TraP) on the cloud compute infrastructure of the Inter- 

University Institute for Data Intensive Astronomy (IDIA) to characterise the light curves of point 

sources in the field using statistical variability parameters. Here we show the first results of our 

search for radio transients/variables in the MHONGOOSE data set of NGC1566 showing the 

preliminary detection four variable sources which are likely to be AGNs. 

 
 

Keywords: Transients; Variables; Radio Astronomy 

 

 

1. Introduction 

 

Commensal searches for transients and variables are proving to be an effective technique to explore the 

radio sky, especially when using facilities with a wide field of view. These searches can increase our 

understanding of the populations of sources in the radio sky by constraining transient rates and 

interesting sources (e.g.,[1]). Transient radio astronomy focuses on a wide range of observing 

frequencies (30 MHz – 150 GHz, e.g.,[2]), in this work we used observations at L-band (covering 900– 

1670 MHz), that is, the mid-frequencies of the MeerKAT [3] searching for dynamic and explosive events 

happening out in space using the MeerKAT radio telescope. MeerKAT is an ideal telescope for 

searching for dynamic and explosive events taking place in the universe. These events can be triggered 

by different events such as stellar flares, supernovae, etc. MHONGOOSE is targeting 30 different 

galaxies (pointings) observed over 10 epochs per pointing [4]. 
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In this work, we present transient searches from the MHONGOOSE survey, specifically from the 

observation of the field of NGC 1566 obtained from 21 October 2020 to 02 November 2020. NGC1566 

is an active (Seyfert 1), spiral galaxy in the southern hemisphere at a distance of 21 Mpc.  
 

2. Methodology 

 

For this project we use the Science Data Product (SDP) 4k continuum images, which are automatically 

generated by the South African Radio Astronomy Observatory (SARAO) data pipeline. Each one of the 

10 images represents a ~5 hr-long observation. SDP images are generally used for quality assurance 

and are not subject to robust calibrations. However, the advantage is that they are available immediately 

after the observation is concluded and potentially allow for the discovery of image-domain transients in 

near-to real time. In this project we are testing the use of the SDP image for transient detection and 

benchmark this against transient searches in the calibrated continuum images from the MHONGOOSE 

project derived from the simultaneous narrow-band continuum data. In this paper we focus on early 

results from the SDP images. 

 

The analysis of the data and search for radio transients was performed using software developed by the 

LOFAR Transients Key Science Project team, named the Transients Pipeline (TraP, [5]). TraP is built 

to search for transients in the image plane, whilst also storing light curves and variability statistics of all 

detected sources. A full and detailed overview of the TraP can be found in [5]. Table 1 shows some of 

the input parameters used on TraP. When running the images through the pipeline, a detection threshold 

of 8𝜎 was used, which is the threshold for blind detection of a source, along with an analysis threshold 

of 3𝜎, which is the threshold used for analysing information about the source (such as position and flux, 

and uncertainties in those quantities). We used the Cube Analysis and Rendering Tool for Astronomy 

(CARTA, [6]), an image visualization and analysis tool, to inspect the positions of the new sources in 

the original images from one epoch to another. We also inspected the light curves of these new sources 

and check the position for counterparts from other survey catalogues. 

 

 

Table 1. The parameters used within the TraP. 
 

 
detection threshold 8𝜎 
extraction_radius_pix 1500 pixels 

force beam True 

new_source_sigma_margin 1 

elliptical_x 2.0 

beamwidths_limit 1.0 

analysis_threshold 3𝜎 
 

 

3. Results and Discussion 

 

We analysed the first results in terms of the distribution of the statistical parameter of all the point 

sources in the NGC 1566 field where we plotted 𝑉 against 𝜂 in Figure 1. For each detected sources the 

dimensionless variability parameter (𝜂 and 𝑉, see equation 35 and 36 of [5]) were calculated by the TraP. 

Any sources with variability parameters exceeding 2𝜎 for one or both values of 𝜂 and 𝑉 are considered 

as potentially variable. Variable sources are typically identified using the two key variability parameters 

calculated by the TraP: the reduced weighted 𝜒2 of a fit assuming a constant brightness, 𝜂, and the 

coefficient of variation, 𝑉 = s/<I> (where 𝑠 is the standard deviation of the flux density measurements 

and <I> is the average flux density of the source, as defined in [5]. 
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Figure 1. The distribution of the variability parameters 𝑉, a coefficient of variation, 𝜂, the significance 

of the variability for each light curve detected. The dotted line represents the 𝑉 limit of 0.27 and 𝜂 limit 

of 288.2. Our sources are blue in colour where four sources are highlighted (S1-S4) and discussed in the 

text. They are marked with an orange rhombus shape. 

 

In the following discussion we highlight four different sources that stand out in terms of their 𝜂 and V 
variability statistics (S1-S4 in Figure 1, and Table 2).  Figure 2 shows the individual light curves of 

the four sources labelled in Figure 1. From the first light curve (S1 = SRC29675: top left), one can notice 

that the flux starts around 0.34 mJy then it jumps up where we have our peak flux of 0.85 mJy it drops 

and goes up again. For SRC28339 (= S2, top right) the flux starts at 0.48 mJy then it jumps up where we 

have our peak flux of 0.87 mJy it drops and goes up again. As for the third light curve (S3 = SRC28214: 

bottom left) it starts with a flux around 0.9 mJy then went up and drop the pattern repeat and it has a peak 

flux of 1.7 mJy. The last light curve (S4 = SRC29725: bottom right) starts at a flux of 3.2 mJy then went 

up again and then drop down which has a peak flux of 3.78 mJy before it drops down; it is one of the 

brightest sources that has been observed in our data. 
 

 
 

Figure 2. The observed radio light curve of SRC29675, SRC28339, SRC28214 and SRC29725 showing 

the dates and peak fluxes. Typical uncertainties in the flux density measurements are in the range of 

0.04-0.07 mJy and are too small to be visible in the light curve. 
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Table 2. Properties of the variable sources identified in the field of NGC 1566. 
 
 

 Source ID RA 

(2000.0) 

DEC 

(2000.0) 

Peak 

flux 

(mJy) 

Peak 

flux 

error 
(mJy) 

R(mag) 𝑉 𝜂 

S1 29675 04:17:27.2 
 

-55:13:07.8 0.8486 0.0042 20.6055 0.332 438.1 

S2 28339 04:20:28.6 
 

-55:10:47.2 0.8713 0.0048 19.0882 0.280 259.8 

S3 28214 04:20:44.7 -55:24:34.8 1.7697 0.0059 24.3780 0.248 867.6 

S4 29725 04:17:15.4 -54:45:16.9 3.7872 0.0067 18.8728 0.134 1344.8 

 

 
 

 
Figure 3. Plot showing radio versus optical flux density of our sample of objects from different classes, 

Adapted from Figure 1 of [7]. Four variable sources identified are shown with black symbols. 
 

 

The light curves shown in Figure 2 do not show any obvious correlated variability and seems to suggest 

that radio transient behaviour – at least to first first order – are not due to calibration issues. This will need 

to be investigated further with the aid of the independently reduced narrow-band continuum data for this 

field from the MHONGOOSE survey. 

 

3.1. SRC29675 (=S1) 

 

For SRC29675 we searched Simbad for counterparts, given the coordinates of the source and found no 

known association for this target and in PanSTARRS no counterpart was found. However, the Dark 

Energy Survey (DES) DR1 catalogue indicates a possible association with J041727.13-551307.7 and 

the NED catalogue shows a counterpart WISEA J041727.12-551307.6 (far infrared). In Figure 3, 

SRC29675 is shown as a black circle, is an area close to the optically-selected Quasar sample (blue dots) 

near the FIRST sensitivity limit. It is likely an AGN. 
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3.2. SRC28339 (= S2) 

 

For SRC28339 we searched for the existing multi-wavelength catalogues by querying the location in 

Simbad and no associated source was found. However, in Gaia the source was associated with EDR3 

4778660198581705344 and on DES catalog as J042028.54-551047.1. It was confirmed on NED that is 

a galaxy WISEA J042028.55-551047.2, with magnitude of 19.08 mag in the optical R band (Table 2). 

Looking at Figure 3, this source is represented by black triangle, in a region dominated by AGN. 

Therefore, it is safe to say this source is likely to be an AGN.  

 
 

3.3. SRC28214 (= S3) 

 

For SRC28214 we searched Simbad for a counterpart given the coordinates of the source and found no 

known association for this target. In PanSTARRS there is no counterpart. However, in DES DR1 there 

is a very faint counterpart, DES J042044.62-552434.7 at an optical R-band magnitude of 24.4 mag [7]. 

In the NED catalogue there is a source associated with WISEA J042044.62-5524350 [8] within an 0.2 

arcmin search radius. From Figure 3, we mark this source as a black square. It lies somewhat removed 

from the optically-selected quasar sample towards fainter magnitudes. It is likely an Active Galactic 

Nuclei (AGN) as it can be traced via the diagonal line (representation of the change in optical and radio 

flux as a function of distance) to the sample of AGN. The vertical cut-off of the optically-selected quasar 

distribution is a selection effect representing the completeness limit of the SDSS sample. 

 

3.4. SRC29725 (= S4) 

 

We searched the existing multi-wavelength catalogues by querying the location in Simbad and there was 

no counterpart. However, in DES D R1 there is a counterpart,  J041715.28-5445116.9, with a R-band 

magnitude of 18.9 mag. This is the brightest optical counterpart to a variable radio source in our sample. 

From Figure 3, it lies in clearly in the Quasar dominated area. 

 
 

4. Conclusion 

 

We searched for transients and variable sources in MeerKAT observations of the NGC 1566 fields. We 

identified four variable sources in this field, however no notable transients were detected. We were able 

to considerably enhance the known population of variable AGNs in this MeerKAT field and gain a better 

knowledge of these sources by recognizing the variability of these sources through imaging surveys. 

Studies of AGNs can establish whether the variability is due to external factors like scintillation or 

intrinsic factors [9]. 
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Abstract. In this research, mesosphere-lower thermosphere (MLT) tidal waves (Diurnal Tides 

(DT) and Semidiurnal Tides (SDT)) were extracted from the SuperDARN HF radar observations 

of meteor echoes at Kerguelen (49.22°S, 70.14°W), Antarctica using the Short-Time Fourier 

Transform (STFT) for the year 2008 data. Here, we have developed a robust data-driven hybrid 

time series-forecasting model (named the Empirical Wavelet Transform (EWT) long short-term 

memory (LSTM) network (EWT-LSTM) and Empirical Mode Decomposition LSTM (EMD-

LSTM)). These models are compared to a standalone LSTM and a Wavelet Denoising WD-

LSTM. The extracted tidal wave signals from HF Radar data were divided into 70% for training 

model and remaining 30% to test the simulations. In terms of the power spectra, significant peaks 

of both the DT and SDT were observed. The performance of the model was assessed using the 

testing data set after models had been trained using training data sets. Results showed that the 

hybrid LSTM model based on the EWT outperforms other models and is followed by the EMD-

LSTM. This study demonstrates that the performance of the deep learning LSTM model is 

improved by preprocessing the signal using signal decomposition techniques like EWT and 

EMD before pushing it into the LSTM. 

1.  Introduction  

The Kerguelen HF radar (49.22°S, 70.14°W), is part of the global Super Dual Auroral Radar Network 

(SuperDARN) [1]. The initial design of these HF radars was for the detection of plasma irregularities in 

the E and F regions of the ionosphere, and hence the analysis of the behavior of plasma in the auroral 

oval and the polar cap. However, these HF radars also indicated a capability to detect coherent echoes 

at the closest range gates which were termed “grainy-near-range echoes” [2]. The meridional wind is 

found to be dominated by the semidiurnal tide most of the year, with maxima in spring and autumn. The 

study by Hall et al., [2] also reported a significant presence of 24‐hour (diurnal) and 8‐hour tides in the 

meridional wind component of the SuperDARN radar. Thus, the SuperDARN radar meridional wind is 

able to capture these tidal waves, but it is primarily known to be dominated by semidiurnal tides most 

of the year [2,3]. 
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The strategic location of SuperDARN radars makes them susceptible to intense storms that can cause 

heavy icing on antennas and hence the malfunctioning of the HF radar. Thus, with the new developments 

in the field of deep learning for time series forecasting, there is a need to explore new pattern-finding 

techniques to better estimate missing data on MLT velocities and wave dynamics. Thus, the study aims 

to utilize the meridional neutral wind data measured by the Kerguelen SuperDARN HF to extract diurnal 

and semidiurnal tidal wave time series. Data-driven hybrid time series forecasting models that are based 

on the decomposition of time series are thereafter used to forecast the tidal wave signal.      

2.  Method and Data 

The data used in this study is from the Kerguelen HF radar, which is part of the SuperDARN HF radar 

network (http://psddb.nerc-as.ac.uk/data/access/coverage.php?menu=4&source=1&class=20&script=1 
) located both in the Southern and Northern Hemispheres (See Figure 1). This network consists of more 

than 30 low-power HF radars that are designed to face up into the Earth's upper atmosphere. The 

geographical locations of these radars begin at mid-latitudes and extend into the polar regions. 

SuperDARN HF radars operate continuously and observe the motion of charged particles (plasma) in 

the ionosphere and other effects that provide important information about the Earth's space environment. 

In terms of their operating principles, SuperDARN radars are coherent scatter radars where the 

ionosphere's signal is analogous to the Bragg scatter of X-rays in crystals [1,4]. Although it is possible 

for the transmitted signal to be dispersed in different directions, in this design, the signal of primary 

importance is that which is returned along the same path as the transmitted signal, allowing radars to 

detect direct backscatter. The scale size of the irregularities from which the signal is scattered is closely 

correlated with the half-wavelength of the transmitted signal, primarily due to the nature of Bragg 

scatter. 

 

In general, SuperDARN radars are designed to operate in the HF band of the radio spectrum between 8 

and 20 MHz [1] however, most radars can be tuned to operate over a narrower range of frequencies, 

typically between 10 and 14 MHz [4]. Of importance to this research is that the ionization that is created 

in the atmosphere by meteors can also lead to backscattered signals in SuperDARN data [2,3]. Since the 

meteor trail height normally runs between 85 and 120 km, this backscattered signal is typically detected 

at close ranges [2,5]. The detection of these coherent echoes at the closest range gates which were termed 

"grainy-near-range echoes" [2] makes it possible to study both the zonal wind and meridional winds 

with a mean height of ~94 km in the Mesosphere-Lower Thermosphere region of the atmosphere. Thus, 

in this study, tidal wave activity is extracted from the meridional wind component of what is known to 

be SuperDARN radar neutral wind data. 

 

 

 
 

Figure 1. The technical specification of SuperDARN radar at Kerguelen (49.22 S, 70.14 E) 

(https://superdarn.ca/pydarn). 
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The tidal wave (semidiurnal and diurnal tides) activity was extracted by transforming the meridional 

wind time series to a frequency domain using the Fourier Transform (FT) method. Because of the need 

to retrieve both the frequency and time-space of these tides, the Short-Time Fourier Transform (STFT) 

method is found to be a better option to use in this study. The STFT method is based on windowing the 

time series into smaller segments that are assumed to be stationary. The FT is then applied to the 

partitioned segments while systematically advancing the window in time along the full length of the 

time series. To extract tides, the wind velocity used was a 4-day equivalent of hourly meridional wind 

data, which is advanced by 1-day (24 hours of data points) at a time. A Fourier transform is then applied 

to each of the 4-day stationary windows, creating what is called a dynamic Fourier spectrum. In this 

dynamic Fourier spectra, a 12-hour cycle and a 24-hour cycle are selected, representing the semidiurnal 

and diurnal tides, respectively. 

 

In this study, four models are developed and used for forecasting the tidal wave signal. One is a 

standalone LSTM model (LSTM), and the other three models are hybrid LSTM models. These models 

are said to be hybrid because they use signal preprocessing techniques such as the empirical wavelet 

transform (EWT) (EWT-LSTM model), the empirical mode decomposition (EMD) (EMD-LSTM 

model) decomposition step, and the wavelet denoising (WD-LSTM). After preprocessing the tidal wave 

signal, the STFT power spectra of tidal waves time series are then divided into 70% training and 30% 

testing data sets, where the training data set is used as training input data for the data-driven forecasting 

models based on long short-term memory networks (LSTM). A block diagram showing the architecture 

of the model design is shown in Figure 2(a).  

 

The LSTM is a type of recurrent neural network (RNN) architecture that is designed to address the 

limitations of traditional RNNs when dealing with long-term dependencies in sequential data. It was 

introduced by Sepp Hochreiter and J ̈urgen Schmidhuber in 1997 [6]. It is a family of RNNs that is often 

used with deep neural networks. A single cell structure of the LSTM is made up of three gates: (1) a 

forget gate, which controls if/when the context is forgotten; (2) an input gate, which controls if/when a 

value should be remembered by the context; and (3) an output gate, which controls if/when the 

remembered value is allowed to pass from the unit. During the training process, this LSTM's unique 

structure is capable of successfully addressing the issues of gradient loss and gradient explosion. More 

details about the LSTM can be found in a study by Hochreiter et al., [6]. The structure of a single LSTM 

cell is shown in Figure 2(b). Figure 2b shows the single cells of the LSTM and all its 3 gates which 

include the input gate (it), forget gate (ft) and the output gate (oi). Equations of the gates, cell state, 

candidate cell states and the final output are also shown. A detailed operation procedure of each cell of 

the LSTM is given in a study by Hochreiter [6].    
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Figure 2. (a) The architecture flow of the model and (b) The structural representation of the long short-

term memory (LSTM) unit. 

 

In terms of the signal decomposition methods used here, the Empirical Wavelet Transform (EWT), 

which was introduced by Gilles [7], decomposes a signal or an image on wavelet-tight frames that are 

built adaptively. In 1D space, like the time series that is used in this study, the procedure consists of 

detecting the supports of some intrinsic mode functions (IMFs) in the Fourier spectrum and then using 

these supports to build Littlewood-Paley-type wavelets [7]. On the other hand, empirical mode 

decomposition (EMD) is an adaptive, intuitive, direct, and highly efficient decomposition method that 

has been described in detail by [8]. In this method, the signal is decomposed into a nearly orthogonal 

combination of simple time series [9]. These elements are also known as residuals and IMFs. The time 

series are analyzed using the EMD methodology while still being in the time domain. 

The predictive performance models designed in this study are tested using model performance statistics. 

A Taylor diagram [10] and statistical evaluation metrics such as mean Absolute error (MAE), correlation 

coefficient (R), root means squad error (RMSE), and standard deviation (STD) will be utilized. 

3.  Results and Discussion  

 

As mentioned above, the time series of both the SDT and DT was obtained by taking the STFT of the 

Kerguelen HF meridional wind component for the period January to December 2008. The dynamic 

Fourier spectra are shown in Figure 3(a), and the time series of the DT and SDT, respectively, are shown 

in Figure 3(b). The power spectrum was normalized by 𝜎
2

𝑁⁄ , here N is the number of data points and 

𝜎2  is the variance of the time series. In Figure 2(b), the horizontal red line indicates the 95% confidence 

level using a chi-square test, assuming white noise as the background spectrum [11]. In terms of tidal 

wave activity, there are significant peaks in both the DT and the SDT all through the year. Similar to 

what was reported by Hibbins et al., [12] a maxima in the SDT component is observed in both spring 

and autumn. Moreover, the power spectra also indicate a burst of activity for quasi-two-day waves 

(QTDW) at the beginning of the year.  
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Figure 3. Normalised power spectra (b) of hourly meridional wind for year 2002, and (b) the time series 

of the extracted diurnal tide (DT) and semidiurnal tide (STD) power spectra.  

 

In this research, we employ four different forecasting models on the DT and SDT time series shown 

in Figure 3(b). All these models are based on the LSTM, and the LSTM system used here is a Python 

TensorFlow (https://www.tensorflow.org/learn) LSTM system. The other model is the WD-LSTM, 

which is based on the signal denoising using the Daubechies (usually termed as db8) wavelet family in 

the PyWavelets (https://pywavelets.readthedocs.io/en/latest/) wavelet transform software for Python. 

The final two models are based on denoising the signal using EMD (EMD-LSTM) and EWT (EWT-

LSTM), respectively. The architecture of the data-driven LSTM models used here is similar to that of 

Mbatha and Bencherif [13]. As shown in Figure 3(b), for the training and testing of models, the DT and 

SDT signals were divided into 70% training (grey shaded area) and 30% testing (white area). 

 
Figure 4. Model Performance statistic and the testing data sets and model forecasts for DT and SDT.  

 

Figure 4 (b and d) depicts the actual testing datasets (black line) and their forecasts (green line: LSTM, 

black dashed line: LSTM, red dotted line: WD-LSTM, blue line: EMD-LSTM, and black dashed line: 

EWT-LSTM) for DT (b) and SDT (d) data. The corresponding RMSE and MAE statistics are shown in 

Figure 4 (a and c). In general, it is notable that the four models can significantly track the original data. 

But the performance statistics shown in Figure 4 (a and c) indicate that EWT-LSTM outperforms other 

models, with relatively low RMSE and MAE values for DT and SDT signals, respectively. For a more 

comprehensive presentation, the four data-driven predictive models were examined using a graphical 

demonstration of the Taylor diagram, as displayed in Figure 5 for DT (a) and SDT (b), respectively. It 

should be noted that there seems to be a prediction delay that is observed in both Figure 4(b) and (d). 

This is associated with the random nature of the signal introduced by the fact that the RNN LSTM 

always need to update the new information by using the previous or old information that it stored.    

 

The Taylor diagram indicates two statistical metrics (i.e., correlation coefficients and standard 

deviations of each model), which are used to quantify the comparability between models and the actual 

data. The distance from the reference point (observation) is a measure of the RMSE. It is noted that only 

the non-negative correlation (which is above 0.8 for all models) is shown, which indicates that all 
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models’ patterns follow those of the original data. Based on the Taylor diagram, it is found that the point 

of the EWT-LSTM is closest to the observed point (shaded red dot), followed by the EMD-LSTM and 

the WD-LSTM. This indicates the higher ability of LSTM models, which are based on the signal 

decomposition step. The EWT method of signal decomposition seems to outperform the EMD 

presumably [7,13]. 

 

 
Figure 5. Taylor diagram graphical representation of 4 predictive models developed for forecasting DT 

(a) and STD (b) time series. 

4.  Conclusion   

The main objectives of this study were to extract the time series of power spectra of the DT and the SDT 

and apply the relatively new deep learning model (LSTM) that is based on signal processing methods 

like WD, EWT, and EMD to simulate daily observations of these tidal waves in the MLT region. The 

performance of these models is evaluated using several statistical metrics namely the correlation 

coefficient, root mean squared error (RMSE), mean squared error (MAE), and the standard deviation. 

In general, the LSTM model shows a good memory ability in forecasting the atmospheric tides 

variability. The sensitivity of the LSTM is improved significantly by preprocessing the signal using 

WD, EWT, and EMD methods. The EWT method seems to produce the best hybrid LSTM model.  A 

study by Gilles [7] compared the performance of the EMD and EWT signal decomposition methods. 

This study reported that EMD is a useful decomposition method even though it lacks mathematical 

theory. Thus, this study introduced the EWT as a better approach for signal decomposition because of 

its well-defined mathematical theory. EWT method uses Fourier transforms theory to produce EWT 

frequency domain segmentation of the time series. On the other hand, the EMD is a simplified method 

that extract intrinsic mode functions through identifying local extrema between two successive zero 

crossings of the signal and joining all maxima by cubic spline line considered as upper envelop and then 

calculating the mean of the upper and lower envelope for successive IMFs all the way to the residue.  
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Abstract. Operating from the University of Zululand, Unizulu Science Centre (USC) had been 
running face to face matric workshops for 25 years, presenting practicals and sharpening skills 
for over 200 000 matric science students. The 2020 lockdown presented a dilemma: matrics 
needed assistance more than ever, but schools were closed and large gatherings impossible. USC 
piloted a unique offline, digital video project (Essential Skills for Matric Science – ES) which 
was reported on at the 2021 SAIP conference.  USC worked to convert a 4 hour contact workshop 
into first 8, then later 16, one-hour videos, highlighting the essential skills for Matric Physical 
Sciences Paper 1 – the physics paper. While these videos were made available on the internet 
(via the SAIP website) for download or streaming, they were physically distributed on memory 
sticks to teachers, along with an accompanying workbook. Local industry funding initially and 
then further SAIP funding (with support from Allan Gray) saw 100 000 booklets printed and 
2000 memory sticks manufactured over the next three years. These have been distributed to 
schools in all nine provinces and also used as the basis for teacher training, especially by the 
SAIP. The framework for ES has already been used to generate a similar tool for Life Science 
and Chemistry. Videos and booklets for Mathematics are under development. Looking back over 
three years, it is essential to try to measure the impact of this project and how it can be made 
more effective for the future. A simple evaluation tool was used with key stakeholders who had 
been very involved in ES during this time, to gather their inputs on the ES project, how well it 
had worked and what could be improved. A synthesis of their responses will be presented to 
inform an evaluation of what has been achieved and what can be achieved in future. In particular 
the transition of ES from a distance only model (during lockdown) to a hybrid one (after 
lockdown) will be discussed.  

1. Introduction 
Unizulu Science Centre (USC) was established in November 1986 on the main Unizulu campus. It 
moved to its current location in Richards Bay in 1996 and serves the three (out of 12) northern 
educational districts of KwaZulu-Natal, comprising about 550 secondary schools. One of its main 
outreach programmes has been matric workshops which have been presented face to face to over 
200 000 pupils over the last 25 years. The 2020 lockdown presented a dilemma: matrics needed 
assistance more than ever, but schools were closed and large gatherings impossible; so USC piloted a 
unique offline, digital video project (Essential Skills for Matric Science – ES) which was reported on at 
the 2021 SAIP conference.  A 4 hour contact workshop was converted into first 8, then later 16, one-
hour videos, highlighting the essential skills for Matric Physical Sciences Paper 1 – the physics paper. 
A firm partnership with the SAIP saw these videos made available on the internet for download or 
streaming, but they were mostly physically distributed on memory sticks to teachers, along with an 
accompanying workbook. Local industry funding initially (from South32) and then further SAIP 
funding (with support from Allan Gray) saw 100 000 booklets printed and 2000 memory sticks 
manufactured and distributed over the next three years. 
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During the COVID lockdown the production and distribution of resources was prioritised as matric 
needs were critical. Looking back now over these three years (2020 - 2022), it is essential to try to 
measure the impact of this project and how it can be made more effective for the future. 
 
2. Review of Research into Free Choice (or Informal) Learning Evaluation 
The “Physics Education” track has changed over the years and now covers “Physics for Development, 
Education and Outreach.” While Physics Education Research (PER) in a formal setting has been 
developed over many years and has been discussed extensively in this group, development and outreach 
take place outside the classroom and cannot be evaluated in the same way. ES is a good example of an 
outreach project which, although covering the formal curriculum, happens in an out of school setting 
thus requiring unique evaluation tools. 

Falk and Dierking [1] stress that: “Learning in Museums (Science Centers and outreach 
programmes) is not the same as the learning expected and assessed in schools. Measuring learning in 
and from museums requires different tools and different assumptions.” Brody et al [2] suggest that: “If 
we take learning to include outcomes such as knowledge, understanding, attitudes, beliefs, values as 
well as interpersonal and social skills, then the opportunities afforded for assessment are substantial.” 
Thus free choice learning evaluation can include more than just an evaluation of learning gains and 
offers rich opportunities for the promotion of physics education. 

Johnson, and Majewska [3] further elucidate the differences between formal, informal and non-
formal learning and discuss the research methods appropriate for each sector. With free-choice or 
informal learning, it is easier to take a constructivist [4] approach, acknowledging pupils’ prior 
knowledge and socio-economic backgrounds [5]  which can also be tested in the evaluation more easily 
than in formal education. Further useful material is available in two National Research Council studies 
from 2009 [6] and 2012 [7]. 

ES makes extensive use of PhET simulations and PASCO experimental equipment. Many studies 
have been done around the effectiveness of PhET simulations in instruction [8] and [9] in different 
contexts and locations. There have also been studies done around the use of PASCO interfaces, 
equipment and software [10], but these have mostly been at university, rather than at school, level. They 
have also been conducted mostly in more developed countries. It is hoped that this study will be able to 
contribute further to this literature and especially comment on the effectiveness of incorporating both 
PhET and PASCO resources into instructional materials – especially at secondary school level and in 
an African context. 

Finally, Stocklmayer and Gilbert [11] argue for: “greater complementarity between formal school 
science education and the opportunities offered for science learning that are available outside of school, 
in what we will call the ‘informal sector’.” suggesting that ES forms a good bridge between the formal 
and informal education sectors. 
 
3. Methodology 
An evaluation tool was developed to be used with key stakeholders who had been very involved in ES 
during this time, to gather their inputs on the ES project, how well it had worked and what could be 
improved. A simple, one-page questionnaire (attached as an appendix) with a combination of qualitative 
and quantitative questions was sent via email (as the author was in the USA) to 40 stakeholders in ES 
in May 2023. Responses were received from 20 people. A synthesis of their responses is presented below 
to inform an evaluation of what has been achieved and what can be achieved in future. With the huge 
distribution of ES to all 9 provinces and 100 000 pupils it was not feasible to try to do a detailed follow 
up. The results from this limited set of stakeholders are intended to be indicative, rather than prescriptive.  
 
4. Results 
The questionnaire is attached as an appendix or can be requested from the author. Responses will be 
summarised and grouped in logical sections. 
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Question 1 asked in what role the respondent had encountered ES. Of the 20 responses, most (9) 
came from facilitators of some kind and 4 from South African Institute of Physics (SAIP) facilitators, 
with 3 from Science Centre staff and 2 from teachers. The remainder was made up of a translator (into 
Afrikaans) a science advisor with the Education Department and an industry representative. While there 
was a broad spectrum of respondents, it would have been pleasing to have more responses from teachers 
who actually employed the materials, rather than just from facilitators who mostly distributed them. 

In response to question 2: “in which years did you use the resources?” the following results emerged: 
 

 
 
Figure 1: Graph of number of respondents using ES in a particular year. 
 

While it is understood that some respondents only learnt of the resources after the first year, it is 
pleasing that some had used them for all 4 years, during which time the resources increased and 
improved. 

Question 4 asked respondents how useful they had found the ES materials on a Likert Scale from 1 
(not helpful) to 9 (extremely helpful). All answers were either 8’s or 9’s so the general response 
(understanding that Likert Scale responses should not be simply averaged) would have fallen between 
8 and 9. This is very pleasing especially when taken with the more detailed responses to question 10. 

Subsequent questions interrogated the contents of ES. Question 7 asked which of the four essential 
skills presented (graphs, free-body diagrams, equations and multiple choice questions) were most useful, 
generating the results in Fig. 2. 

Before this workshop took an “essential skills” approach, it started as a “graphs” workshop, so it 
was pleasing to see that this skill stood out as being considered the most important. Most respondents 
commented that all sections were extremely useful, especially as skills rather than content was 
emphasised, addressing pervasive gaps. A sample comment follows: 

“Each school/teachers have their different strong or weak sections of the physics, I would 
always ask teachers where do they lack and use ES to help them to teach their specific problem 
section.” 

On being asked if any of the four skills were considered less important, 19 respondents said “no” 
and one said perhaps free-body diagrams and multiple choice questions. The survey asked for 
suggestions of other important skills, which was mostly left unanswered but a few useful suggestions 
were made, including: converting units, dimensional analysis and data analysis. 
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Figure 2: Graph of number of respondents choosing each skill as most useful 
 

Each instructional video ended with an optional short, 5 minute, interview with various people in 
physics and industry. Question 6 asked if these had been used, which they mostly had, but more pleasing 
was the comments about these videos: 

• the career videos inspired learners, who can “see themselves” (or their “mirror self”) in the 
interviews,  

• videos are extremely informative and there is no career guidance at schools;  
• [pupils] were encouraged to take science as a career and change to taking science stream 
• I have used them mostly with the grade 10 early in the year to pursue them to take science and 

pure maths.  
It was encouraging to see that these interviews appear to have succeeded in adding a human dimension 
to the science and making it more relevant to the lives of pupils. 

Finally the survey asked in question 8: “In what practical ways could ES be improved or made more 
useful?” Most respondents answered: “none”, but some useful suggestions were offered, many of which 
have already been implemented: 

• send out earlier in the year (implemented in 2023) 
• make a Grade 10 resource  (in progress) 
• get feedback from teachers and students (like this survey) 
• make a section for teacher development (SAIP is assisting with this) 
• more simulations and experiments (we are working with PhET and PASCO on this) 
On being asked in question 9 which other subjects would benefit from the ES approach, respondents 

answered maths (8), chemistry (7) and biology (4). Geography and accounting were each mentioned 
once. This confirms our development work which has already completed ES programmes for biology 
(2021) and chemistry (2023) and maths is in process.  

A pressing question (10) is whether ES is still needed now that the COVID lockdown is over and 
face to face teaching has been resumed. All respondents answered “yes” to this question and gave 
reasons which were encouraging. They mentioned that there are still not enough teachers or that teachers 
are missing. Furthermore that we need to supplement teaching and provide digital resources for the 4th 
Industrial Revolution. That ES addresses pervasive knowledge gaps (for pupils and teachers) and puts 
particular emphasis on skills – which get higher cognitive learning. Finally the comment that students 
still ask for the resources. There are advantages and disadvantages to face to face, distance and hybrid 
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teaching models which have become even more apparent during the years of COVID. It was encouraging 
to see that ES could work well in multiple settings, ensuring its prolonged use after COVID was over. 
 
5. Limitations and future study 
We are well aware that this study was limited in many ways: in terms of geographical area, scope of 
work (only ES for physics) and number of respondents.  A larger scale survey, especially one including 
more teachers and some pupils would yield new and valuable insights into ES. 

ES provides many opportunities for future study and there is already a huge dataset available spread 
throughout South Africa. While many studies have been done on digital or online materials overseas 
there are very few in Africa, suggesting possibilities for exploring new areas. Further research together 
with PhET (simulations) and PASCO (experimental interfaces and data-logging) would provide 
valuable feedback to their efforts as well. 
 
6. Conclusion 
The survey results helped to confirm that ES has been a success. It has assisted many thousands of pupils 
and teachers throughout SA. Indeed, a project which South32 helped us to start in 2020 in order to serve 
just the 5000 matrics of the King Cetshawyo District in KwaZulu-Natal has endured for four years and 
now been distributed to over 100 000 pupils and their teachers in all 9 provinces. What began as a crisis 
response to COVID continues to be relevant and helpful after the pandemic has ended. The ES 
programme has been widely reported on all over SA and at at least 2 international conferences. The 
initial Physics materials have now been expanded covering Biology and Chemistry and work has begun 
on Mathematics resources. The Physics booklet has been translated into Afrikaans and work has begun 
on an isiZulu translation. 

Furthermore, questions asking for suggestions for further development mostly confirmed the 
direction which we have already taken. Besides this confirmation, the survey yielded valuable 
suggestions and insights which can only improve and expand ES in the future. 
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Appendix: Questionnaire 
 
SAIP QUESTIONS ABOUT ESSENTIAL SKILLS (ES – the programme of videos and booklets 
for matric science) 
 
Three short functional/ technical questions: 
1) In what role did you encounter ES?  - Teacher, student, SAIP facilitator, advisor, other . . . .? 
2) In which year/s did you use the resources? (2020, 2021, 2022 and/or 2023) 
3) Describe how you made use of the resources - ie. Showed videos on data projector, TV, laptop? 
Sound? 
 
Longer questions: 
4) How helpful did you find the ES resources: (Please circle a number from 1 – 9 below) 
NOT HELPFUL:   1       2 3          4          5 (AVE.)     6          7 8           9  EXTREMELY HELPFUL 
5) The ES materials comprise 16 separate videos, each about 1 hour long. How many of these did you 
complete with a single class/ in a single year? (Or just state NOT APPLICABLE if you just distributed 
ES resources) 
6) Did you show the short interviews/ careers videos at the end of each section? What was the 
response to that? 
7) The course highlights four Essential Skills for Physics: Graphs, Free Body Diagrams, Equations and 
MCQ 

- Which of these sections/ skills did you find most useful/ relevant? Why? 
- Do you think some of these which are included are less important? 
- Are there others (not included) which you feel are important? 

8) In what practical ways could ES be improved or made more useful for you? 
9) In which other subjects would you like to have access to an ES programme? 
10) Is there still a need for ES now that we can teach face to face after COVID? Why? 
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Surreptitiously feeding education theory to physics
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Abstract. Physics is acknowledged to be one of the academic disciplines that students find
the hardest, certainly to master but even simply to succeed in. Reasons proposed for this are
varied but often incorporate the necessity of working in both the abstract (mathematical) and
concrete (physical) realms and the need to transfer knowledge between these realms, while, at
the same time, expending great cognitive effort to make sense of the real, physical world in many,
often seemingly different and unrelated, contexts. I have found the education theory of LCT
(Legitimation Code Theory) and its concept of semantic waves to be a powerful explanatory
device for this process. I briefly introduce this theory and then give examples of the ways in
which I make the translations between these realms explicit to physics students during lectures.

1. Introduction
This journey began for me when a student, I will call him “Anthony”, who was in the Waves 201
class that I was lecturing, commented to me: “The problem with this course is that what the
physics and the equations are telling me is different to what I think ought to be happening, my
common-sense view!” This comment encapsulates a range of reasons why students find physics
so hard. I have found the education theory of LCT (Legitimation Code Theory) to be a powerful
way of explaining the difficulties students have with reconciling these different representations
that Anthony referred to. As I have become more aware of the potential pitfalls involved with
learning physics, I have been able to spot when my students are falling into them and I have
become more explicit about pointing them out and trying to equip students to navigate them
successfully.

I will briefly outline the LCT concepts involved and how they relate to the inherent difficulties
of learning physics. I then give examples of the areas of difficulty that students have and the
ways in which I make the transitions between representations explicit in my teaching.

2. Legitimation Code Theory
Legitimation Code Theory (LCT) is an education theory that seeks to understand what is
valued (“legitimated”) in various aspects of teaching and learning activities. The aspect of LCT
that is relevant in this paper is that of “semantics”. Firstly, “semantic gravity” is the extent
to which a concept is contextualised (corresponding to high semantic gravity) or abstracted
(corresponding to low semantic gravity). Secondly, “semantic density” is the amount of meaning
that is condensed into a concept, word, or symbol. High semantic density means that there is
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a large amount of meaning contained in the notation and low semantic density means that the
language is more ‘everyday’, with less specific meaning attached to the notation [1].

Concepts can thus be mapped onto two perpendicular axes, showing the degrees of semantic
gravity and semantic density in the concept under consideration. Semantic gravity (or, less
commonly, semantic density) can also be plotted versus time. For instance, this is often used to
track the levels of semantic gravity through a lecture or some other learning activity (see, for
example, [2]).

3. LCT and physics
Physics is the academic subject that attempts to make sense of the real physical world (that
is, aspects of the world that are non-living). It does this by isolating and abstracting relevant
phenomena from the world by observation and experiment. From these observations physical
laws and principles are formulated. These laws and principles are usually expressed and
manipulated in symbolic mathematical equations. From the mathematical manipulations of
physical laws and principles, predictions are made that are tested by experiments. The results
of these experiments lead to the refining, extension or reformulation of the physical laws and
principles, improving our ability to make sense of and understand the real physical world.

Thus physics involves transitions from the real world to an abstracted, but still contextual,
experimental situation, through physical laws and concepts to generalised and abstract
mathematical representations and then all the way back to the real world. It is impossible
to do physics well without being proficient in these transitions and this is one reason why
physics is generally acknowledged to be such a difficult subject to study [3, 4]. The necessity for
a physicist to transition from the real world through concrete representations to physical and
mathematical representations means that the process of learning physics lends itself to being
understood in terms of the semantics dimensions of LCT.

The real world, the concrete nature of experiments, and the contextual problem statements
of typical assessment questions correspond to high semantic gravity (rooted in context) and low
semantic density (everyday use of language). As we transition towards the realm of physical
laws and principles, semantic gravity decreases (the concepts are more abstract) and semantic
density increases (the meaning contained in words becomes more specific and technical). Finally,
in the mathematical realm, we find the lowest semantic gravity (most abstracted concepts) and
highest semantic density (a large amount of meaning contained in a single symbol). Generally, in
physics, we find that low semantic gravity tracks with high semantic density, although this is not
exclusively so, for instance, it is necessary for students to watch out for meaningful words (with
high semantic density) in otherwise concrete and contextualised (low semantic gravity) problem
statements. For example, phrases like “rough surface” or “light string” convey meanings that
are crucial to the successful solution of the problem.

In a typical physics lecture, time is spent in all these different realms. A lecturer may start
with a concrete, contextual example and move up through the physical ideas involved to a
mathematical formulation. Then perhaps they come back to interpret what a result means in
the real world. When these different semantic gravities are plotted versus time a wave-like path
is produced. These are called “semantic waves”.

Referring back to Anthony’s remark that I opened with, he was, in fact, expressing the
difficulties he was having in translating between the different representations (the concrete, the
principles and the mathematics) and making sure they were all ‘telling the same story’. In
LCT terminology, he was struggling to ‘ride the semantic waves’. Anthony is not alone in this
confusion and struggle and I will give some examples of the difficulties that I have noticed that
students have in making these transitions and the ways that I have attempted to help them in
my lecturing practices.
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4. From “making sense” to physics and back
4.1. Cognitive Dissonance
I am sure that the reader is familiar with introductory questions similar to this one which has
been adapted from Paul Hewitt’s “Conceptual Physics” textbook [5]:

A car travelling at 100 km/h strikes an unfortunate bug and splatters it. The force of
the collision

A is greater on the bug.
B is greater on the car.
C is the same for both.
D cannot be compared without more information.

In a typical first-year class all four answers are given! When I remind my students about
Newton’s Third Law, they are happy to change their answer to option C, but they clearly don’t
really believe it in their hearts. This is an example of what is known as “cognitive dissonance”
[6] in education theory and it is a sign that there are discordant beliefs that need to be reconciled
in order for learning to happen [7].

When I observe an example of this in my teaching, I use it as an opportunity to tell my
students “If ever you find yourself thinking ‘I don’t understand this, so I must just learn it ’, it is
a sign that something is wrong and you need to wrestle with it until it makes sense.” Sometimes,
it is the student’s common-sense view that is mistaken, and at others, their understanding of
the physics concepts is incomplete. I use the above example to open the door to a fruitful
class discussion that serves to both reduce misconceptions about Newton’s Third Law and also
to model the process of wrestling with conflicting understandings in order to achieve cognitive
consistency [7].

4.2. When intuition fails
There are times when our intuition, or common-sense view, fails us. When this happens, there
are valuable lessons to be learnt. One such example of where this happens that I use repeatedly
with introductory physics students are conceptual physics questions such as the “Next Time
Questions” compiled by Hewitt [8]. If these questions are answered too quickly, it is easy to get
them wrong. This is an opportunity to point out to my students the value of wrong answers,
as they give us a starting point for addressing misconceptions. If the right answer is given too
early, I assume that everyone understands and move on, leaving a large portion of the class still
struggling with cognitive dissonance.

There are also times when intuition fails in later years. In special relativity, we just have
no intuition at all of what happens when we travel at speeds comparable to the speed of light.
Trying to answer questions based on our low-speed intuition invariably leads to confusion. In
this case, I use analogy to help, repeatedly reminding students that they are used to similar
effects when spatial co-ordinate axes are rotated [9, 10]. I also explicitly remind them of what it
is reasonable for them to expect to make intuitive sense. That is, that when considered inertial
frame by inertial frame, the solution should make sense, and that there should be no causal
inconsistencies between frames.

A colleague says about teaching quantum mechanics, “I only ask them questions that I know
they’ll get wrong!” In this case, it is not to teach the value of wrong answers, but for students
to learn not to attempt to rely on their intuition in quantum mechanics. Can we ever get to the
point of being able to trust our intuition in quantum mechanics? Is there even any intuition to
rely on? But those are discussions for another time.
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4.3. The dangers of familiarity, part 1
There is a danger for lecturers of taking the transitions between the physics representations and
the concrete, contextual representations of a concept for granted. I received some extremely
valuable feedback in this regard from an experienced colleague who peer reviewed my lecturing.
He said “demonstrations . . . may well show features that are obvious to you, but which may
not be so to many students.” It is important to remember where our students are coming from
– that they do not have the prior knowledge or familiarity with a concept that we have; and
that it is therefore valuable to them if we make the transitions between the concrete and the
physics representations explicit. We cannot assume that our students can “see” the concrete
representation of the physics concept unaided, especially when a topic is new and unfamiliar to
them.

5. From physics to maths and back
5.1. Making connections
Regrettably, most students see the different subjects, and even topics, they study as being
separate and unconnected. I was taken aback when my son asked of high-school maths, “why
do we have to learn about parabolas?” Of course, he has not got to the stage of learning about
projectile motion in physical science yet. Especially at first, it is necessary to emphasise to
our students the connections to their prior knowledge and to other topics and subjects. For
example, when teaching first-year students about significant figures, I tell them, “This is why
they taught you about ‘hundreds, tens and units’ at primary school”; or when I introduce the
concept of instantaneous velocity as a derivative, which they usually have not seen yet in maths,
I say “Remember, you saw it here first!”

Eventually, students start making these connections for themselves. It is rewarding when
honours classical mechanics students come to class excited about the numerical methods lectures
they are attending in the maths department because they can see the applicability to the classical
mechanics course.

5.2. Students are often more comfortable with maths
In my experience, students are often more comfortable with mathematical representations that
they can manipulate procedurally and are less eager to return to the physics and sense-making
realms in which they are more likely to experience cognitive dissonance. I consider that students
therefore rely too heavily on the maths, using it as a crutch to bolster their shaky understanding
of the physics. This is evidenced by a tutor in physics who also tutors in chemistry when he
confessed to me “I don’t know how to explain the spdf orbitals to the first years without using
maths!”

In order to try and help them to make these translations to physics and sense making, I
encourage students to form study groups so that they can explain concepts to each other, as it
is often in teaching others that we gain a deeper understanding ourselves [11].

5.3. Physics answers versus maths answers
This point is best illustrated with an example. When teaching magnetic fields to first years, I
ask a question such as:

What happens to the radius of the circle the charge is moving in when the magnetic
field is increased?

They correctly answer that it decreases. But when they are probed as to why, they will give the
reason as “because the magnetic field is on the denominator.” While this is true, it is the ‘maths
answer’ instead of the ‘physics answer’. It usually takes extensive probing in a class discussion
to elicit “because the magnetic field is now stronger so the force is greater which pulls the charge
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in more” as the physics answer. We then explicitly talk about the difference between ‘physics
answers’ and ‘maths answers’ and what is required in a physics course.

I also point out that the maths and physics realms can be used to inform each other. For
example, we often first notice that the magnetic field is on the denominator before we try explain
in physical terms why that must be so. Another example of the maths informing the physics is
when an answer comes out with a negative sign – that negative sign tells us something about
the physics, that the quantity has decreased, or it is in the negative direction, or that an event
happened before time t = 0. Conversely, our choice of co-ordinate system when setting up a
problem in the physics realm informs us what signs quantities must take in the mathematical
representation, for example in a conservation of momentum problem.

5.4. The dangers of familiarity, part 2
I received some very helpful feedback from a student regarding the difficulty that students have
in translating between the maths and physics realms. She reminded me that, as a lecturer, I was
very familiar with the physical concepts and the mathematical symbols representing them, but
that students have not yet attained this same familiarity. She pointed out that when I wrote a
symbol on the board, I would say the algebraic name of the symbol, for example, just “v”, instead
of “velocity”. She said that they could read that for themselves, but that then they had to add
an extra layer of translation, saying to themselves “v is velocity” which added unnecessarily to
the cognitive load they were already experiencing, especially for more complicated symbols or
more conceptually difficult topics. Explicitly making the link to the physics realm when talking
or writing in the maths realm helps students to move between the realms more easily.

6. Telling the whole story coherently
Every so often, it is helpful to encourage our students to take a step back in order to remind
them of the ‘big picture’ of the topic being studied; and to enable them to make the connections
from the maths back to the physics, the concrete situation and the real world. As part of this
process, they should be convinced that the different representations are telling the same story
coherently and that the story they are all telling corresponds with the real world which we are
seeking to understand.

I do this with the first-year students as a tutorial exercise using sets of small cards. Each
card tells a story in a different way – using words, diagrams, graphs or equations. The students
then work to group together the cards which are telling the same story. At the end of the first
semester, also in a tutorial, I tell them to “produce a summary of Physics 101”, with the hope
that they will construct the ‘big picture’; see the threads and connections between the topics;
and realise which concepts are foundational principles and which are derivative special cases.

7. Conclusion
Since first becoming aware, through Anthony’s frustrated comment, of the difficulties my
students were facing in learning physics, I have found that ‘the more I look, the more I see’. For
example, even since preparing this paper, I have become more conscious of the pitfalls which
await students due to the semantic density of the words used in physics. This is particularly
relevant in my context in which almost all of my students are second-language English speakers.
I have become aware that as I introduce a new concept with its corresponding name, I need to
be more explicit about the ways in which this word is used differently in physics to its everyday
meaning. I plan to suggest that students make a glossary for themselves of these words which
have a special, semantically dense meaning in physics.

It is my hope that this paper prompts the reader to look for instances in their own lecturing
where they can more explicitly help their students to surf the semantic waves with confidence.
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Abstract. Physics education covers various topics, including classical mechanics, 
electromagnetism, thermodynamics, quantum mechanics, and relativity. In most topics in 
physics, vectors are essential because they represent physical quantities such as displacement, 
velocity, acceleration, force, and momentum. These quantities have both a magnitude and a 
direction, and vectors provide a convenient way to represent them mathematically. Teaching 
about vectors in the first year includes theoretical and practical aspects. It aims to equip learners 
with the mathematical and scientific skills necessary for higher levels and career paths. This 
paper investigates how first-year physics students deal with vector problems in physics. The 
study formally assessed 212 students, focusing on vector concepts to explore the challenges 
students face in answering questions, intending to equip first-year students with the right skills 
to solve vector problems. The study aimed to investigate the conceptual difficulties that the First-
year entering students have in understanding vector concepts. The results show that most 
students need help understanding vectors in physics. The study has highlighted the areas where 
these students need help understanding vectors. In summary, vectors are essential in 
mathematics, science, engineering, and technology. They provide a way to express and 
manipulate complex physical and mathematical quantities and are used in various applications. 

1.  Introduction  
Regardless of sufficient resources, physics education remains a realm of knowledge that eludes easy 
access. The Department of Physics of the University of Venda was surveyed in 2022 and 2023 to 
determine whether first-year students knew complex physics concepts before entering the class. 
Amongst the concepts, the vector concept was found to be the most challenging in both student 
categories (2021 and 2022).  The survey results motivated the department to explore further research on 
understanding vectors. The following section provides literature on students' challenges when learning 
about vector concepts. 

Shaffer P S and McDermott L CA [1] conducted a long-term, large-scale investigation into student 
understanding of motion to assess students' ability to qualitatively determine the magnitude and direction 
of instantaneous velocity and acceleration based on knowledge of an object's trajectory. The notable 
points are the mention of relevant prior research and the emphasis on student learning as the driving 
force behind their work. Their motivation was the identification of difficulties and persistence of 
challenges with the concept of velocity and acceleration. Prior research outcomes highlighted poor 
performance and persisting challenges when it came to understanding acceleration, which drove the 
research focus on improving the application of operational definitions of velocity and acceleration as 
vectors to real-world motion analysis. The study aimed to enhance the teaching and learning of 
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kinematics by developing and implementing tutorials, assessing their effectiveness, and gathering 
insights from many participants across multiple educational institutions. 

Pablo and Genaro [2] studied students’ understanding of vector concepts in problems without 
physical context. The discussed issue relates to the availability of multiple-choice testing instruments 
that evaluate students' understanding of vector concepts, as such tests are lacking. The second issue is 
the need for a large-population study at the university level to analyse students' understanding of vector 
concepts after completing their introductory physics courses. 

In their study, Wutchana et al. [3] highlighted the significance of addressing students' misconceptions 
about vectors to enhance their learning experience in physics. Their focus was on high-school students. 
In their methodology, they developed a worksheet treated as the experimental intervention and the 
student’s responses to a diagnostic quiz served as the dependent variable. The pre-and post-test scores 
were used to evaluate the effectiveness of the worksheet.  

Hisham et al. [4] discussed the importance of understanding vector concepts for physics students at 
all levels. Their focus was on first-year medical students. The research aimed to improve students' 
understanding of vectors and, subsequently, their comprehension of physics concepts since it was found 
that students need help with simple graphical representations and basic vector operations. To achieve 
that, they employed a test of understanding of vectors (TUV), a multiple-choice test designed to assess 
students' understanding of vector concepts, to 240 students at the beginning of the semester before they 
were exposed to any vector-related instruction (pre-test). They further discussed the assessment of the 
test's reliability and discriminatory index through the analysis of difficulty and discriminative indices 
for each question. Their findings highlighted the poor performance of students in understanding vector 
concepts, particularly in terms of graphical properties and procedures. They recommended a clear 
improvement in teaching and learning strategies to address these misconceptions and enhance students' 
understanding. 

The literature reveals that authors have investigated various aspects and approaches to tackle 
challenges. They have found similarities in their objectives, methodologies, and the recognition of the 
necessity for enhancing teaching and learning strategies. One of the methods employed to assess any 
difficulties students may face with vector concepts was the utilization of standardized tests. 

 
 

2.  Methodology 
2.1.  Method and material 
A formative assessment in the form of a test paper with six questions that require understanding vectors 
in a physical context was developed. The method ensured that the questions were aligned with the 
learning objectives of vectors as a topic. Instructions were provided to the participants regarding the 
time limit and other applicable guidelines. The test was administered to 212 first-year university 
students. The test facilitated monitoring progress, identifying areas for improvement, and differentiating 
between students who have mastered competencies and those who have not, as alluded to by Friatma et 
al. [5]. This methodology provides a framework for studying students' understanding of vectors in 
physics education. The methodology also includes data collection and analysis of the administered test 
paper 

2.2.  Data Collection and Analysis  
Statistical analysis was run to evaluate test performance, discriminatory index, and difficulty index. 
Participants' responses to the test paper were collected, ensuring their confidentiality and anonymity. 
Lastly, challenges were identified and discussed.  Point biserial correlations between each test question 
and the total score on the test were used to assess the ability of individual questions to discriminate 
between high and low-performing students.  The closer this value is to 1, the better the question 
distinguishes the learners who get a high score from those who get a low score [6]. Question difficulty 
is the fraction of learners who correctly answered a question, ranging from 0.0 to 1.0. The closer the 
difficulty of a question approaches zero, the more difficult that question is [6].  
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3.  Results  
The results are based on the written test, of which details are presented in Table 1. Firstly, the table 
contains information about the individual questions, their marks, and their performance represented as 
a percentage of at least 50%. This information can be used to identify areas of improvement for the 
individual and to track their progress over time. It can also give tailored feedback and support, enabling 
students to focus on their areas of concern and build upon them. 
 

Table 1. Information about the individual questions, their marks, and their performance 

#Q Question information Marks No: of 
students 
Scored 
>=50% 

% of 
students 
Scored 
>=50% 

Q1 Give the names of all physical quantities, their SI 
units, and the symbols for the dimension used in this 
scenario. 

6 153 72 

Q2 If the vector 𝑟(𝑡)  = (2t + 1)𝚤  + 2t2𝚥   represents the 
movement of the jet. Find; 
(a) 𝑟పሬሬ⃗   when ti = 0 hr.  
(b)  𝑟ሬሬሬ⃗  when tf = 2 hrs.  
(c)  ∆𝑟 

6 144 68 

Q3 Calculate the magnitude and direction of the 
following 
(a)  𝑟పሬሬ⃗ ,  
(b)  𝑟ሬሬሬ⃗   
(c)  ∆𝑟 

12 107 50 

Q4 Use the dot product of vectors to find;  
(𝑎)𝑟ሬሬሬ⃗  . 𝑟పሬሬ⃗    
(b) 𝑟𝑟,  
(c) the angle between the two position vectors  𝑟ሬሬሬ⃗  
and  𝑟పሬሬ⃗  

6 52 25 

Q5 Define the following terms mathematically:  
(a) Displacement vector. 
(b) Average velocity.  
(c) Instantaneous velocity 
(d) Average acceleration. 
(e) Instantaneous acceleration. 

10 114 54 

Q6 Calculate the following:  
(a) Displacement vector. 
(b) Average velocity. 
(c) Instantaneous velocity at t = 2 hrs  
(d) Average acceleration.  
(e) Instantaneous acceleration. 

10 47 22 

Table 2 below shows misconceptions that were observed during the study. Five crucial 
misconceptions have been observed and recorded.  

Table 3 is a breakdown of student achievement in tests. The table provides information about three 
types of student categories and their average marks for each category. These categories are HA (high 
achievers), MA (medium achievers), and LA (low achievers). Besides the average class mark, the table 
also contains the highest and lowest marks in the class.  
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Table 2. Misconceptions observed 

Question Main Challenges/Mistakes 
1 Students should have answered this question properly and got it right. The question 

required students to give names of all physical quantities, their SI units, and dimensional 
symbols present in the situational case. 

2 Students write ∆𝑟  = 𝑟ሬሬሬ⃗ + 𝑟పሬሬ⃗   instead of ∆𝑟  = 𝑟ሬሬሬ⃗ − 𝑟పሬሬ⃗  . They apply the associative law of 
addition. 
Students need to write simple algebra involving unit vectors. 

3 Some students think that  𝑟ሬሬሬ⃗  . 𝑟పሬሬ⃗   , is the same as 𝑟𝑟, 

Others computed the magnitude of ∆𝑟 as  |∆𝑟| =ට𝑟
ଶ + 𝑟

ଶ 

4 They need to define terms mathematically; they use the instantaneous velocity formula for 
average velocity and average acceleration. 

5 Difficulty in knowing exactly which formula to use was a challenge in attempting to solve 
Basic mathematics. 

  
 

Table 3. Detailed student marks per category 

Student 
Category 

HA average Marks (%) MA average Marks (%) LA average Marks (%) Class 

Average 
Marks 

73 48 23 47 

Highest 96 62 36 96 
Lowest 64 36 0 0 
Number of 
students 

57 98 57 212 

 
The statistical analysis data in Table 4 consists of two indices: the discrimination index and the 

difficulty index. Test questions are commonly assessed with these indices in educational measurement. 
The two indices are interpreted: Among the six questions (Q1-Q6), discrimination index values range 
from 0.1 to 0.7. A question with a higher discrimination index value discriminates more effectively 
between high and low achievers. The questions have a range of difficulty index values from 0.2 to 0.7. 
When the difficulty index is 0.5, about half of the test takers correctly answered the question. At the 
same time, values below 0.5 indicate questions of relatively high difficulty, and values above 0.5 
indicate questions of relatively low difficulty [6]. 

 
Table 4. Statistical analysis of the individual question 

 Q1 Q2 Q3 Q4 Q5 Q6 

Discrimination index 0.1 0.6 0.7 0.4 0.6 0.4 

Difficulty index 0.7 0.7 0.5 0.2 0.5 0.2 

4.  Discussion  
The discussion section of this research paper contains the analysis of achievement data collected from 
212 students test marks on vectors. Students were categorized into three performance levels: High 
Achievement (HA), Moderate Achievement (MA), and Low Achievement (LA), and their average 
marks, highest and lowest scores, and total number were examined. Students in the HA category 
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achieved an average mark of 73%, suggesting relatively good performance. The MA category, on the 
other hand, achieved an average score of 48%. Students in the LA category achieved an average score 
of 23 %. The highest scores in each category were 96% in HA, 62% in MA, and 36% in LA respectively; 
a score of 96% was the highest in the class. However, the lowest scores were recorded in HA, MA, and 
LA, at 64%, 36%, and 0%, respectively. A score of 0 was earned in the category LA, the lowest in the 
class. There were  57 students in HA, 98 in MA, and 57 in LA categories. 

At least, 92 of the 212 students passed the test; to define the discrimination index and the difficulty 
index in assessment and measurement context is important for a critical analysis of Table 4. Each index 
and its implications are analyzed based on the values given in Table 4. An index of discrimination ranges 
from -1 to 1, with positive values indicating good discrimination and negative values reflecting poor 
discrimination [6]. Test questions with a high discriminatory index, such as Q3, have a relatively high 
difficulty index. For Q1, a discrimination index of 0.1 indicates that the question is limited in its 
discriminative ability. The discrimination between high and low achievers is most effective in Q3 due 
to its discrimination index of 0.7. The rest of the questions (Q2, Q4, Q5, and Q6) have an average 
discriminative index. 

Thompson et al. [7] state that poorly constructed test questions are associated with low discrimination 
indices. Test questions must be evaluated during development to ensure test reliability and validity. 
Based on the difficulty index, which ranges from 0 to 1, it is possible to determine the correct number 
of people who answered the question. As can be seen in Table 4, difficulty index values range between 
0.2 and 0.7. The values indicate how difficult the test questions are. With a difficulty index of 0.2, Q4, 
for instance, shows a relatively low percentage of people answered this question correctly, indicating a 
higher difficulty level. It is more helpful to discriminate between these groups if the discrimination index 
is higher. In support of this analysis, reference is made to a study by [8], which shows that questions 
with extremely high or low difficulty indices can lead to biased test results and reduce the overall 
reliability of the test. 

 

5.  Recommendations 
Based on the results, the following recommendations can be made: there is a need to provide additional 
support and resources to low-performing students (category LA). To achieve the later, targeted 
intervention strategies should be introduced. Additional tutoring, learning materials, and personal 
support could be offered to improve their understanding of vectors.  
Reviewing and revising test questions using discrimination and difficulty indices is essential. Questions 
with low discrimination indices should be modified or replaced to effectively differentiate between high 
and low-performing students.  
To maintain the overall reliability of the test, questions with extremely high or low difficulty indices 
should be carefully reviewed. If these recommendations are implemented, students will be able to 
understand better and represent vectors in first-year physics classes, leading to better academic 
performance. 
 

6.  Conclusions  
Test questions were ranked according to how well they discriminated between high and low performers. 
Students who performed well on questions Q2, Q3, and Q5 had higher discrimination indices than those 
who performed poorly. However, questions Q1, Q4, and Q6 had lower discrimination indices; they 
could have been more effective in distinguishing between high and low-performing students. 
A difficulty index was used to determine the difficulty of each test question. From the difficulty index, 
questions Q4 and Q6 were relatively more complex. Questions Q1 and Q3 were reasonably 
straightforward, while Q2 and Q5 were of medium difficulty.  
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Abstract. Despite several techniques of optimization of the yield of a solar cell, we remark that the use 

of a non-uniform doping distribution has not yet been explored. This work studies the effect of a non-

uniform doping profile on the output electrical power of a silicon solar cell. The uniform doping profile 

commonly used in conventional solar cells is replaced by a Gaussian doping distribution. The new doping 

profile leads to a nonlinear continuity equation that is solved using the Tri Diagonal Matrix Algorithm 

(TDMA). The simulations made under standard test conditions on the output electrical parameters reveal 

that the Gaussian doping profile increases the leakage photocurrent at the edge of the solar cell and reduces 

the photo-generation process of the minority carriers in the solar cell. Additionally, by varying the doping 

concentration at the top surface and back contact of the solar cell to vary the parameters of the Gaussian 

profile, the solar cell achieve an electrical power and efficiency of about 50 𝑚𝑊/𝑐𝑚2and 50% 

respectively.     

 

1.  Introduction 

Since decade, recombination effect is known as the main performance limiting factor of a solar cell by 

around 26 % in the laboratory for uniform doping around 1016 cm-3[1]. Other factors include temperature 

[2], shading [3], dust [4]. Research in solar cells has paid much attention to improving the performances 

using thickness [5] and magnetic field [6] to name a few. From the literature, we observe that the 

simulations were carried out on the solar cells manufactured with a uniform doping level [1-7]. In the 

same direction, we decide to explore the optimization of the silicon solar cell by replacing the uniform 

doping currently used to manufacture the solar cells with a non-uniform doping profile according to the 

thickness of the solar cell. 

   The electrical field, diffusion coefficient and lifetime are expressed as function of the non-uniform 

doping profile, leading to the resolution of the nonlinear continuity equation using Tri Diagonal Matrix 

Algorithm (TDMA) method. The expressions of the photocurrent, photovoltage lead to establishment 

of the expression for the electric power. Moreover, the effect of the non-uniform doping on the short 

circuit photocurrent, open circuit voltage and optimum electrical power are presented.  
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2.  Modeling of the monocrystalline solar cell 

Figure 1 shows a schematic representation of the monocrystalline silicon solar cell used in the study. 

The quantity 𝑯 designates the depth of the solar cell, Ez defines the internal electrical field due to the 

gradient of doping. During our investigations, the current produced by the emitter is far less than that 

produced by the base due to the fact that the diffusion coefficient (mobility) of holds in the emitter is 

neglected in front of electron in the base.  Therefore, our analysis is developed in the base region [6]. 

 
Figure 1: Illustration of the solar cell subjected to a uniform illumination. 

 

The generation rate of the electrons only depends on the depth of the solar cell [5]. The illumination is 

considered uniform on the solar cell. The defects density of the material created by the doping profile is 

not considered throughout the simulation    

 

2.1.  Excess of minority carriers 

The continuity equation of excess of minority carriers 𝑛(𝑧), generated in the base region of the solar 

cell is expressed as follows [5]. 

 

                                                        
1

𝑞

𝜕𝐽

𝜕𝑧
−

𝑛(𝑧)

𝜏(𝑧)
= −𝑁 ∑ 𝑎𝑖𝑒−𝑏𝑖𝑧3

𝑖=1                                                     (1)  

   

 with 𝑎𝑖, 𝑏𝑖, 𝑁 the coefficients for an irradiation under an atmospheric mass of 1.5 (AM 1.5), 𝑞  defines 

the elementary charge, 𝑛(𝑧) represents the carriers density, the quantity 𝐽  represents the total density 

current delivered by the solar cell defined by 𝐽 = 𝑞 ∙ 𝐷(𝑧) ∙ 𝜕𝑛 𝜕𝑧 + 𝑞 ∙ 𝐸𝑧 ∙ 𝑛 ∙ 𝐷(𝑧) 𝑉𝑡⁄⁄  represents the 

sum of diffusion and drift current. 𝐷(𝑧) and 𝜏(𝑧) designates the diffusion coefficient and lifetime of the 

carriers depending on the doping distribution [6]. The Gaussian doping profile in the base region is 

express as follows  

 

                                                         Nb(z) = Nb2 ∙ exp [− (
z−H

ε
)

2
]                                                     (2) 

 

Wherein 𝜀 = 𝐻 √log (𝑁𝑏2 𝑁𝑏1⁄ )⁄   in which 𝑁𝑏1  and 𝑁𝑏2 represent the doping level at the depth 𝑧 = 0  

and at 𝑧 = 𝐻 respectively. Knowing that the drift current is not more negligible the electrical field is 

expressed as follows 

 

                                                                   Ez =
Vt

Nb(z)

∂Nb(z)

∂z
                                                                 (3)   

 

By taking into account the mentioned coefficients (Ez, 𝜏, 𝐷, 𝑁𝑏), Eq (1) can be rewritten as follows:  

                                       
∂2n

∂2z
+ [

∂D

D ∂z
+

Ez

Vt
]

∂n

∂z
+ [

∂Ez

Vt ∂z
+

Ez

Vt

∂D

∂z
−

1

τD
] n = −

N ∑ aie−biz3
i=1

D
                     (4)  
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This nonlinear equation (4) can be solved using the TDMA algorithm using the following boundaries 

conditions: 

 

 

• PN junction of the solar cell 

 

                 D(z) ∙
∂n(z)

∂z
+

D(z)

Vt
∙ n(z) ∙ E(z) = Sf ∙ n(z)    ; z = 0                     (5a) 

• back side of the solar cell  

 

                                  𝐷(𝑧) ∙
𝜕𝑛(𝑧)

𝜕𝑧
= −𝑆𝑏 ∙ 𝑛(𝑧)                 ;  𝑧 = 𝐻                   (5b) 

 
Sf models the flux of carriers crossing the PN junction. This flux of carriers defines the operating point 

of the solar cell, 𝑆𝑏 represents the recombination velocity of the carriers effectively recombined at the 

back surface of the solar cell [5]. 

 

2.2.  Electrical parameters 

2.2.1.  Photocurrent. The photocurrent density crossing the external load depends on the 

recombination velocity, and the doping level constant 𝑁𝑏1 and 𝑁𝑏2 . The photocurrent is 

expressed as [1] 
 

                                            𝐼𝑝ℎ = (𝑞 ∙ 𝐷(𝑧) ∙
𝜕𝑛(𝑧)

𝜕𝑧
+ 𝑞 ∙ 𝐷(𝑧) ∙ 𝑛(𝑧) ∙

𝐸(𝑧)

𝑉𝑡
)

𝑧=0
                                  (6) 

2.2.2.  Photovoltage.  Since the excess minority carrier density is known from Boltzmann's law, 

photovoltage at the outer charge terminals of the solar cell is expressed as follows [5]. 

 

                                               𝑉𝑝ℎ = 𝜂 ∙ 𝑉𝑡 ∙ 𝑙𝑜𝑔 (1 +
𝑁𝑏(𝑧)

𝑛𝑖
2 ∙ 𝑛(𝑧, 𝑁𝑏1, 𝑁𝑏2 ))

𝑧=0

                               (7) 

 

Wherein 𝑛𝑖, η are respectively the intrinsic concentration and the ideal factor. The quantity 𝑉𝑡 designates 

the thermal voltage. 

2.2.3.  Electrical power. The electrical power collected at the terminals of the solar cell, results from the 

product between the photocurrent and the photovoltage, expressed as follows [1] 

 

                                                       𝑃𝑝ℎ(𝑆𝑓 , 𝑁𝑏1, 𝑁𝑏2 ) = 𝑉𝑝ℎ × 𝐼𝑝ℎ                                                 (8) 

 

As the intrinsic recombination velocity (Sf) is used to determine the operating point of the solar 

cell, then the maximum electric power can be determined by  

 

                                                 Pmax(Nb1, Nb2) = Max(Pph[Sfmax, Nb1, Nb2])       (9) 

 

To determine the optimal value of  Nb1op and Nb2op for which expression (9) is optimum, this following 

relation should be satisfy 
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                                                                            {

𝜕𝑃𝑚𝑎𝑥

𝜕𝑁𝑏1
= 0

𝜕𝑃𝑚𝑎𝑥

𝜕𝑁𝑏2
= 0

                                                               (10) 

 

Matlab software offers the possibility to check the contribution of the non-uniform doping profile on the 

electrical parameter through the resolution of expression (4) [5].  

3.  Methodology 

The contribution of non-uniform doping level on a solar cell is evaluated through its output electrical 

parameters. The simulations of the electrical parameters (short circuit photocurrent, open circuit 

photovoltage and electric power) presented in this study were made in the standard test condition, where 

the irradiation was normalized at 0.1 𝑊/𝑐𝑚2 and 25℃ as the solar cell temperature. The curves were 

obtained with the system parameters: 𝑛𝑖 = 1010 𝑐𝑚−3, 𝑆𝑏 = 102cm2, 𝐻 = 0.03 𝑐𝑚,  and 𝜂 = 1.2. We 

have considered the mononocrystalline silicon solar cell as shown in Figure 1, justified of the ideal factor 

value 𝜂 and the also the mathematical expression of the lifetime and diffusion coefficient. The two 

grandeurs 𝑁𝑏1 and 𝑁𝑏2   are considered as the parameters in our system throughout our simulations. The 

results of the simulation presented in this section were made in MATLAB platform. 

4.  Results and discussion 

4.1.  Impact of non-uniform doping on the short circuit photocurrent 

This subsection presents the simulations of the short circuit photocurrent obtained by exploiting the 

analytical expression (6) when Sf → +∞ and presented in Fig 2. The plotted short circuit photocurrent 

versus 𝑁𝑏2 for various values of 𝑁𝑏1 is shown in Fig. 2 (a) on one hand, and versus 𝑁𝑏1 for various 

values of 𝑁𝑏2 is shown in Fig. 2 (b) on the others hand. 

 

                               
Figure 2: Variation of the short circuit photocurrent versus a)  Nb2 for various value of Nb1b) Nb1 for 

various value o f Nb2.  
 

From the literature, the short circuit photocurrent decreases when the uniform doping increases [7]. In 

contrast, with a Gaussian doping profile, the behavior has changed completely as shown in Fig.2. In fact, 

we remark that near (Fig 2(a)) and far (Fig 2(b)) the vertical axe, the current is nil. In this situation, 𝑁𝑏2 <
𝑁𝑏1. Indeed, the drift current in this configuration contributes to completely inhibit the diffusion current. 

The photo-generated carriers are pushed toward the rear face of the solar cell thanks to the electrostatics 

force generated by the doping profile. So, no carrier can cross the PN junction and hence no current is 

produced. Somewhere, when 𝑁𝑏2 ≥ 𝑁𝑏1, the short circuit photocurrent increases up to the maximum and 

decreases after. This behavior can be explained by the fact that, drift current has changed the direction 
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and contributes to the increase in the concentration of the photo-generated minority carriers at the PN 

junction of the solar cell. The increase in the concentration of minority carriers induces a strong carrier 

gradient at the PN junction and facilitates the carrier extraction out of the solar cell. In addition, the 

increase in the population of minority carriers at the PN junction promotes the increase in frictional forces 

between the carriers reducing the energy in the system. Thus, the photo-generation that takes place in the 

solar cell is reduced in favor of the recombination process and therefore reduces the photocurrent as shown 

Fig 2. This high current is also due to the fact the defects density of the material created by the doping 

profile is not considered throughout the simulations [8].    

4.2.  Contribution of non-uniform doping on the open circuit photovoltage 

The open circuit photovoltage is plotted by exploiting the expression (7) when Sf → 0 . The curves are 

plotted against Nb2 for various values of Nb1 and depicted on Fig. 3 (a) on one hand, and versus Nb1 for 

various values of Nb2 on the others hand and depicted on Fig. 3 (b). Cheikh et al in 2015 have shown 

the open circuit photovoltage increases when the uniform doping increases [7].  

 

Figure 3: Variation of the open circuit photovoltage versus a)  Nb2 for various value of Nb1 ) Nb1 for 

various value of Nb2.  
 

However, in the presence of the non-uniform doping level, we remark that near (Fig. 3(a)) and far (Fig. 

3(b)) the vertical axe, 𝑁𝑏2 < 𝑁𝑏1 and the open circuit photovoltage is nil.  In this situation, all the carriers 

generated are blocked in the solar cell due to the electrostatic field produced by the doping profile. The 

direction of the electrostatics force is opposite to the direction of the carriers. Thus, no minority carriers 

diffuse into the solar cell. Therefore, the solar cell is insensitive to the incident photon and does not 

operate. In addition, the absence of movement of the free minority carrier in the solar cell leads us to zero 

photovoltage. In contrast, for 𝑁𝑏2 ≥ 𝑁𝑏1, the photovoltage increases and decreases afterwards. In this 

situation, the drift current and diffusion current have the same direction. Thus, the carrier can be easily 

photo-generated and contribute to the production of the photovoltage.  However, the decrease in 

photovoltage is due to the frictional forces induced by the high population of carriers at the PN junction. 

Thus this frictional force induces the birth of the recombination process and therefore the carrier becomes 

less photo-generated hence, the decrease in photovoltage.  

4.3.  Impact of non-uniform doping on the optimum maximum electric power 

The simulations of the optimum maximum electric power delivered from a solar cell are obtained by 

using expression (9). Fig 4 was obtained for a specific set of combination (Nb2, Nb1) such that the solar 

cell deliver a maximum power. The curves were plotted against Nb2 as depicted in Fig. 4 (a), and versus 

𝑁𝑏1 as depicted in Fig. 4 (b). Under the uniform doping, it appears from the literature that the electric 

400 Optimization of the Electrical performances of a Silicon Solar cell using . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

power and the efficiency delivered by a silicon solar cell in standard test condition was 26 mW/cm2and 

26 % respectively [1] for a doping level 𝑁𝑏 = 1016 𝑐𝑚−3. In the case of the non uniform doping level 

considered in this study, we remark that the optimum electric power and efficiency delivered by a silicon 

solar cell are 50mW/cm2 and 50 % respectively as shown Fig.4. At the optimum power point, the 

characteristic doping Nb1op = 4 × 1015cm−3 and Nb2op = 1.14 × 1017cm−3 satisfy expression (10). 

This high electric power obtained compared to the uniform doping is due to the non consideration of the 

defect created by the doping profile during the simulations that cause the distortion of the crystal 

structure and create imperfections in the device [8]. 
 

 

 
Figure 4: Optimum electric power versus a) Nb2 for various value of Nb1 b) Nb1 for various value 

of Nb2. 

5.  Conclusion 

The aim of this paper was to evaluate the impact of the non-uniform doping profile on the output 

electrical parameters of a monocrystalline silicon solar cell. The influence of the non-uniform doping 

profile was mainly checked on the photocurrent, photovoltage and electric power.  The doping profile 

chosen within our investigations follows the shape of a Gaussian function. We reveal that to theoretically 

improve the performance of a monocrystalline silicon solar cell up to 50.04 mWcm−2 using a Gaussian 

doping profile, the optimum doping at the PN junction and rear surface should be around 4 × 1015𝑐𝑚−3 

and 1.14 × 1017𝑐𝑚−3 respectively.  
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Abstract. Calcium ferrite nanoparticles (NPs) with the chemical formula CaFe2O4 have been 

synthesized by glycol-thermal process. Surfaces of the synthesized NPs were then 

functionalized with biocompatible polymers, chitosan (CH) and polyvinyl alcohol (PVA) to 

obtain CH-CaFe2O4 and PVA-CaFe2O4 NPs, respectively. The X-ray diffraction (XRD) results 

for all NPs revealed the formation of a cubic phase without any impurity phases. The average 

crystalline sizes (using Scherrer’s equation) decreased from 6.43 nm to 5.61 nm and 6.36 nm 

after CH and PVA coatings, respectively. Fourier transmission infrared (FTIR) confirmed spinel 

structures of the NPs and proper polymer coating on the surfaces of CaFe2O4 NPs. High-

resolution transmission electron microscope (HRTEM) and scanning electron microscopy 

(SEM) images show nearly spherical particles with nano-sizes below 6.9 nm. The energy 

dispersion spectra (EDS) results confirmed the absence of the impurities and atom contents in 

the compounds. Magnetization data revealed the superparamagnetic nature of all NPs. The 

magnetization of the CaFe2O4 NPs was shielded, while their coercivity increased after including 

the polymers on the surface. Nanoparticle tracking analysis (NTA) revealed more stability in 

physiological pH (6.889) for the CH-CaFe2O4 NPs with the highest zeta potential of -22.5 mV. 

However, the PVA-coated NPs are also indicated to be more stable compared to the naked 

CaFe2O4 NPs. Hence, this suggests that both polymers are suitable surface stabilizers of CaFe2O4 

NPs. Stable NPs are crucial for future biomedical applications such as target drug delivery 

systems (DDSs) and chemotherapy treatment for various cancer diseases when suspended in 

liquid. Hence, CH and PVA-coated CaFe2O4 NPs may be used for the mentioned applications. 

 

1. Introduction 

 

Magnetic nanoparticles (MNPs) have recently been explored in nanomedicine, including magnetic 

resonance imaging, hyperthermia therapy and targeted drug delivery [1]–[5]. Ferrites are a class of iron-

oxide NPs with unique physico-chemical and magnetic attributes [6]. Considerations in the control of 

the particle size, shape, stoichiometry and surface chemistry are essential in biomedical applications 
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[7]. They affect the physical and chemical properties of NPs, influencing their overall functionalities in 

biological settings[8]. The magnetic field parameter has been noted to play a vital role in MNP 

cytotoxicity, the most significant of which are magnetic field amplitude, frequency, and duration of 

action [9], [10]. Additionally, large MNPs present a cytotoxic effect in alternating low-frequency 

magnetic fields compared to the smaller ones [11]. Some of the strategies to improve NP toxicity profile, 

biodegradability and chemical stability in a physiological environment employ the surface modification 

of the NPs [8], [12]. Functionalization with organic and biodegradable polymers such as chitosan (CH), 

poly-ethylene glycol (PEG) and polyvinyl alcohol (PVA) is routine practice for NPs in biomedical 

applications [13], [14]. CaFe2O4 NPs are one of the many NPs types that have gained much interest due 

to their fascinating catalytic, optical, and magnetic properties [15]. Over MnFe2O4, NiFe2O4, ZnFe2O4, 

CoFe2O4 and CuFe2O4 NPs, CaFe2O4 NPs present an added advantage of being eco-friendly due to the 

presence of Ca2+ instead of heavy metals [15], [16]. For applications in a various application including 

cancer therapy, MNPs should ideally exhibit biocompatibility, monodispersity, chemical stability, and 

superparamagnetism [17], [18]. Additionally, NP sizes should be controllable with desirable ranges 

below 200 nanometers [18]– [20]. 

  

    In this report, we look at the synthesis of ferrite NPs using the glycol-thermal reaction method. 

Several synthesis methods are employed in ferrite NPs, such as the sol-gel, hydrothermal, high-energy 

ball milling, and glycol-thermal reaction methods [21]– [23] However, the selected glycol-thermal route 

is known to produce small NPs that exhibit superparamagnetism [20]. A comparative investigation of 

coating the NPs using biopolymers, viz. CH and PVA was evaluated to assess their feasibility for 

biomedical applications. 

 

2.   Experiment details 

 

Reagents: Ethylene glycol [(CH2OH)2, 99 %], ethanol (C2H5OH, 99 %), calcium chloride (CaCI2.6H2O, 

99 %), iron (III) chloride (FeCl3.6H2O, 98 %) hexahydrate salts, chitosan and polyvinyl alcohol all were 

purchased from Sigma-Aldrich (St. Louis, United States of America). 

 

1.1    Synthesis of CaFe2O4 NPs 

 

The CaFe2O4 NPs were produced using the glycol-thermal reaction method discussed elsewhere [24]. 

Using various stoichiometric formulations of raw materials, CaCl2.6H2O and FeCl3.6H2O hexahydrates 

were dissolved in 500 ml of deionized water, producing a homogenous mixture. Precipitation of the 

metal chlorides was carried out by gradually adding 5 M NaOH solution until a pH of 9 was reached. 

The residue was then washed several times with deionized water. The clean precipitate was dispersed 

in 300 ml of ethylene glycol, and then the mixture was placed in a 600 ml stainless steel pressure vessel 

(Watlow series model PARR 4843 reactor). In that instance, the reactor could run for 6 hours at a soak 

temperature of 200 0C with a stirring speed of 300 rpm under the pressure of about 80 psi. The final 

product acquired was rinsed five times with 200 ml of ethanol over Whatman paper. After that, it was 

placed under a 200 W infrared light and left to dry overnight. The dried sample was then homogenized 

using an agate mortar and pestle. The synthesized CaFe2O4 NPs powdered sample was subsequently 

coated with biocompatible polymers chitosan (CH) and polyvinyl alcohol (PVA) and named CH-

CaFe2O4 and PVA-CaFe2O4 NPs. 

 

2.2   Surface functionalization of MNPs 
2.2.1 Coating with chitosan (CH) 

 

Coating with chitosan was carried out as per the coating method by Khalkhali et al. [25] without any 

further modifications. Approximately 0.2 grams of the CaFe2O4 NPs were weighed and placed in a 

beaker. After that, 0.5 grams of chitosan was dissolved in 100 ml of acetic acid to prepare the 0.5 % 

chitosan solution. After that, 10 M NaOH solution was added dropwise to the 0.5 % chitosan solution 

until a pH of 4.8 was reached. This was followed by adding CaFe2O4 NPs in the chitosan solution, and 
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the resulting mixture was sonicated using a Scientech Ultrasonic cleaner at 60 ℃ for 1 hour. The 

mixture was transferred into a beaker and stirred mechanically using an IKA RW 20 Digital Dual-Range 

Mixer System for 18 hours at room temperature. The black homogeneous mixture attained was 

separated by centrifugation at 300 rpm for 30 minutes. The sample was centrifuged up to 5 times, and 

between every centrifuge interval, it was washed with deionized water. The magnet was used to assist 

in separating CH-coated CaFe2O4 NPs from the homogenous mixture. Then, the product was dispersed 

in a petri dish and left to dry overnight in the oven at 30 ℃. Dried samples were then homogenized 

using an agate mortar and pestle at room temperature for further characterization studies. 

 

 

2.2.2    Coating with polyvinyl alcohol (PVA) 

 

Coating with polyvinyl alcohol was carried out per the coating method described by Ehi-Eromosele et 

al. [26] with modifications. One gram of dried CaFe2O4 NPs and 3 grams of PVA were dissolved in 96 

grams of deionized water. Complete dissolution of PVA was achieved under vigorous stirring at 80 ℃, 

and then the speed was slowly reduced. The final solution had the ratio of NPs: PVA = 1:3. The solution 

remained stirred for 20 hours at room temperature to achieve coating—three wt. % PVA-coated 

CaFe2O4 NPs were then separated with a permanent magnet and washed three times with deionized 

water. Finally, pure PVA-coated CaFe2O4 NPs were separated and dried at 30 ℃ after removal of all 

the residual PVA with washing. The dried samples were then homogenized using an agate mortar and 

pestle at room temperature for further characterization studies.  

 

2.3   Characterizations 

 

X-ray powder diffraction patterns were recorded on a D8 Brucker advance X-ray diffractometer using 

monochromatic Co-Kα (1.7903 Å) radiation at room temperature in the range of 10° to 80° in the 2θ 

scale, with a scanning speed of 0.02° per second and a step time of 3 seconds. A Perkin Elmer Spectrum 

10 FTIR spectrometer was used for the FTIR analyses in which a Universal Attenuated Total 

Reflectance (ATR) component was bound to it. The analyses were performed at RT, and the data needed 

was obtained using the Spectrum ® Software. Transmission electron microscopy (TEM) was carried 

out under a JEM-1010 Transmission Electron Microscope operated at an accelerated voltage of 100 kV. 

The Mega View III Soft Imaging Systems (SIS) side-mounted 3-megapixel digital camera was used to 

document the micrographs. Selection and visualization of samples were performed using SIS iTEM 

software. The surface morphology of t was investigated using Scanning Electron Microscopy (SEM). 

Samples were coated with gold using a Q150R Rotary-Pumped Sputter Coater and viewed under a Zeiss 

Ultra Plus FE-SEM (Field Emission Scanning Electron Microscope) at a magnification of 3500 X. 

Colloidal stability. Zeta-potential measurements were carried out using a Malvern Nano Sight NS500 

in distilled water at 25 ℃. Data analyses were performed using the Nano Sight NTA 3.2 Software. 

Magnetization measurements were performed at room temperature using the Lake Shore Model 735 

Vibrating Sample Magnetometer (VSM) in applied fields up to 14 kOe. 

 

 

 

 

3.   Results and Discussion 

 

3.1   Structural and phase analysis  

 

Figure 1 shows the XRD patterns of CaFe2O4, CH-CaFe2O4 and PVA-CaFe2O4 NPs. All spectra exhibit 

single spinel structures corresponding to diffraction peaks of the orthorhombic form according to 

(JCPDS no. 22-1086). No impurities were observed in the spectra. The broad XRD peaks indicate the 

presence of fine particles. The crystalline sizes (D) listed in Table 1 were calculated using the Debye 

Scherrer formula [24], 𝐷 = 
𝐾𝜆

𝛽 cos 𝛳
, where K is the Scherer constant (𝐾 = 0.89), 𝜆 is the X-ray 
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wavelength, 𝛽 is the peak width at half maximum, and 𝛳 is the Braggs diffraction angle. It's worth 

noticing that the crystallite size of the as-prepared CaFe2O4 NPs was 6.43 nm, significantly reduced to 

5.61 nm for CH-CaFe2O4, while slightly declined to 6.36 nm for PVA-CaFe2O4 NPs. The reduction of 

the crystallite size after chitosan coating may be associated with a stable shell over the NPs to prevent 

agglomeration of the magnetic core, while the increase with PVA coating suggests the formation of 

clusters due to PVA polymer. This behaviour has been earlier reported by Nadeem et.al [27]. However, 

the presence of a non-magnetic Ca2+ prevented the formation of these clusters as the interparticle 

interaction in their composition causes a lesser magnetic moment. Thus, there is no significant increase 

in the structural and magnetic behaviour in uncoated CaFe2O4 and CH-CaFe2O4 NPs. Hence, the PVA 

coating suggests the presence of atoms with magnetic ions. 

The values of the lattice parameter (𝑎) also listed in Table 1, were calculated from XRD data using 

Bragg's law and the equation [28] 𝑑 =
𝑎

√ℎ2+𝑘2+𝑙2
, where, (ℎ, 𝑘, 𝑙) are the Miller indices of the indexing 

plane of the crystal planes and 𝑑 is line spacing. The lattice constant for uncoated CaFe2O4 NPs was 

obtained to be 8.16 Ǻ, a slight change to 8.11 Ǻ and 8.15 Ǻ was noted for CH-CaF2O4 and PVA CaFe2O4 

NPs, respectively. Hence, no effect on the spinel ferrites resulted from the coatings. Therefore, both 

coatings might have caused other structural properties changes, including the lattice constant values in 

both polymers coated CaFe2O4 NPs. Nevertheless, in this instance, both coatings had a negligible effect 

on the cationic distribution and the spinel lattice parameter constants at the tetrahedral and octahedral 

sites, respectively. 

 

 

 

Figure 1: XRD patterns for CaFe2O4, CH-CaFe2O4 and PVA- CaFe2O4 nanoparticles. 

 

Table 1: Average particle measurements of MNPs from XRD data analysis 

Samples DXRD (nm) Lattice parameters (Ǻ) 

CaFe2O4 6.43 8.16 

CH-CaFe2O4 5.61 8.11 

PVA-CaFe2O4 6.36 8.15 

 

FTIR spectroscopy is the most common vibrational technique used to identify several functional groups 

introduced by the attachment of the coating polymers on the surface of nanoparticles. FTIR spectrum 

of the PVA alone in Figure 2 revealed two additional absorption peaks at 2364 cm−1 and 2166 cm−1, 
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which were also observed on the PVA-CaFe2O4 NPs spectrum, confirming the coating. Coating using 

chitosan broadens the absorption peaks compared to uncoated CaFe2O4 and PVA-CaFe2O4 NPs. Other 

peaks were observed at 1094 cm−1 and 1660 cm−1, respectively, indicating the vibration of the CH2 

groups and the bending vibration of N–H of the primary amine groups (NH2). Also, it confirmed the 

functionalization of chitosan on the surface of calcium ferrites. Several weaker peaks between 560 cm−1 

and 910 cm−1 correspond to the metal-oxygen bonds (Fe–O or Ca–O) bending or stretching bonds. 

When a molecule absorbs infrared radiation, its chemical bonds vibrate and confirm the spinel structure, 

which remains unaffected by the coating. For uncoated CaFe2O4 NPs, a broad peak at 3401 cm−1 was 

attributed to O–H bonds due to the water and silanol groups engaged in the hydrogen bonds. The peaks 

around 3296 cm−1 were attributed to the H-O-H asymmetrical stretching vibration bonds of the absorbed 

or free water molecules.  

In contrast, the peak at 910 cm−1 is attributed to Fe–OH bending bonds. The observed sharp peaks at 

377 cm−1 and 560 cm−1 correspond to the metal-oxygen bending and stretching bonds; when a molecule 

absorbs infrared radiation, its chemical bonds vibrate. These bonds can stretch and bend due to the 

metallic particles (Fe3+ and Ca2+ ions) occupying the tetrahedral and octahedral lattice positions, 

respectively. Furthermore, it confirmed the spinel orthorhombic structure of CaFe2O4 NPs. 

 

 
Figure 2: FTIR spectra for CaFe2O4, CH-CaFe2O4 and PVA-CaFe2O4 nanoparticles. 

 

 

3.2   HRTEM, SEM and EDS analysis  

 

The microstructure of the nanoparticles was further studied with the aid of high-resolution transmission 

electron microscopy (HRTEM), scanning electron microscopy (SEM), and energy dispersion spectra 

(EDS) at room temperature. HRTEM images in Figure 3 confirm the crystalline nature of the uncoated 

NPs with spherical shapes. It may be noted that the image of uncoated NPs revealed larger particles, 

suggesting the agglomeration, as seen by larger clusters and amorphous surface structure in the image 

below. After polymer-coating, NPs became more spherical with a slight decrease in size (from 6.31 nm 

to 6.00 nm) for the CH-coated NPs. A compaction of size with chitosan coating has been previously 

reported [29], [30]. On the other hand, PVA resulted in increased sizes (6.85 nm) as per previous studies 

by Ramnandan et al. [31]. Furthermore, the NPs were monodispersed with clear surface edges, which 

correlates to the strong peak intensities from XRD.  
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(a) 

 

(b) 

 

(c) 

 
Figure 3: HRTEM micrographs; (a) CaFe2O4, (b) CH-CaFe2O4 and (c) PVA-CaFe2O4 NPs.  

 

(a) 

 

(b) 

 

(c) 

 
Figure 4: SEM images for (a) CaFe2O4, (b) CH-CaFe2O4 and (c) PVA-CaFe2O4 NPs.  

 

The particles are observed to be well separated upon coating with the polymers; however, they are more 

pronounced for CH-coated NPs. Hence, chitosan may be preferred since the NPs are early isolated, 

enhancing the magnetic NPs' stability. The HRTEM results correlated well with the SEM results, where 

spherical-shaped NPs were obtained seen in Figure 4. Both HRTEM and SEM results suggest good 

nanocrystalline growth and led to a decrease in particle sizes, also observed from XRD results. 

Furthermore, hydrophilic CH and PVA coating forms a non-ionic surface layer, reducing the 

interparticle interaction, thus minimising agglomeration of uncoated CaFe2O4 NPs and enhancing their 

dispersibility. EDS data presented in Table 2 reveal no impurities in all samples; however, it confirms 

the synthesis of pure CaFe2O4 NPs whereby Ca, Fe and O were the only chemical elements with varied 

% weight abundance. Hence, the reported quantitative chemical composition correlates with the desired 

compound (CaFe2O4). 

 

Table 2: Elemental composition (%); CaFe2O4 NPs, CH-CaFe2O4 and PVA-CaFe2O4 NPs. 

 

Weight (%) CaFe2O4 CH-CaFe2O4 PVA-CaFe2O4 

Calcium (Ca) 15.21 2.23 1.03 

Iron (Fe) 9.24 53.52 88.48 

Oxygen (O) 75.54 44.24 10.48 

 

3.3   Vibrating Sample Magnetometer (VSM) analysis  

 

The M˗H curves measured at room temperature using the VSM for the as-prepared and polymer-coated 

CaFe2O4 NPs are represented in Figure 5. The S-shape of the curves exhibits a superparamagnetic nature 

in all samples. This property of NPs suggests that the NPs can only be magnetized in the presence of 

the external field, which is desired for medical applications [32], [33]. The magnetic parameters, such 

as the saturation magnetization (Ms) and coercivity (Hc), are listed in Table 3. These parameters were 
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recorded at the applied magnetic field up to 14 kOe. The value of the Ms of CaFe2O4 NPs was 

significantly reduced from 38.520 emu/g to 11.272 emu/g after coating with chitosan, while slightly 

changed to 37.726 emu/g for PVA-coated NPs. The reduction of saturation magnetization of the NPs 

after coating could be attributed to non-magnetic substances of the polymers on the surface of NPs. 

However, the magnetization of the coated NPs was still enough to respond in the presence of an external 

magnetic field. In addition, there were significant small coercivity values for all NPs, confirming the 

superparamagnetic characteristic of the nanoparticles. Furthermore, the polymer interaction with the 

magnetic core of CaFe2O4 NPs led to the formation of the magnetic dead layers at the surface as they 

formed weaker bonds, especially with chitosan coating. Hence, chitosan and PVA result in a shielding 

effect on the magnetic NPs.  

 
Figure 5: The hysteresis loops CaFe2O4, CH-CaFe2O4, PVA-CaFe2O4 nanoparticles. 

 

 

 

 

Magnetic NPs with higher magnetization are essential in biomedical applications as they show higher 

sensitivity and efficiency for heat generation when combined with the external magnetic field for 

potential magnetic hyperthermia in cancer treatment [34]. The heating capacity of hyperthermia 

nanomaterials is obtained by evaluating the specific loss power, which is related to the saturation 

magnetization and coercivity of the NPs. Moreover, the heating capability of magnetic NPs depends 

upon various components, such as particle size, shape, and morphology, like outward parameters like 

the associated AC magnetic field. Furthermore, the coercivity (Hc) value reflects the intensity of the 
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Table 3: Saturation magnetization and coercivity measurements of nanoparticles using VSM. 

Nanoparticles Saturation magnetization (Ms) 

(emu/g) 

Coercivity (Hc) (kOe) 

CaFe2O4 38.520 5.493 

CH-CaFe2O4 11.272 8.190 

PVA-CaFe2O4 37.726 7.271 
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applied magnetic field necessary to demagnetize that material after an external field has saturated the 

magnetization of the NPs. This study's Hc value for CaFe2O4 (5.493 kOe) increased as chitosan and 

PVA coatings to 8.190 kOe and 7.271 kOe, respectively. This increase is reported by Socoliuc et al. to 

confirm the formation of thick layers over the magnetic core, which shifted their magnetic response 

[35] .              

 

3.4   Colloidal stability and hydrodynamic size 

 

The colloidal stability of the as prepared and coated NPs was determined using zeta potential 

measurements. The zeta potential charge distribution and the hydrodynamic sizes of the NPs were 

measured and are summarized in Table 4. The hydrodynamic sizes for CaFe2O4 increased with coatings 

from 92.0 nm to 169.4 nm and 150.6 nm reported for CH-CaFe2O4 and PVA-CaFe2O4 NPs, respectively. 

However, these hydrodynamic sizes below 200 nm are still well-suitable for biomedical applications 

[36]. The increase in size might be due to polymers forming thick surface layers, and the observed 

results correlate with that coating led to an increase in particle size. A near-neutral zeta potential value 

of -5.7 mV was observed for PVA-CaFe2O4 NPs, compared to -20.2 mV and -22.5 mV, recorded for 

the as-prepared CaFe2O4 and CH-CaFe2O4 NPs. These results suggest that the non-ionic PVA did not 

improve the chemical stability of the NPs. However, it formed weaker bonds with the magnetic core. 

These results were in contracts with those reported by Ramnandan et al., [31].   

 

   Furthermore, chitosan coating improved the colloidal stability of the as-prepared NPs, recording a 

higher zeta potential value [31]. Also, the solubility in aqueous media or water increases due to the 

hydrophilic nature of the chitosan functional groups, which form strong bonds with the naked magnetic 

core. Colloidal stability in aqueous media (water and PBS) is essentially for magnetic NPs, especially 

for biomedical applications such as magnetic fluid hyperthermia and magnetically targeted drug 

delivery systems. Hence, CH-coating enhanced the colloidal stability of the uncoated CaFe2O4 MNPs 

in physiological pH and showed ideal potential for biomedical applications. 

 

Table 4: Hydrodynamic size and zeta potential of NPs using NTA.  

Samples Hydrodynamic size 

(nm) 

Zeta potential  

(mV) 

CaFe2O4 92.0 ± 3.5 -20.2 ± 4.5 

CH-CaFe2O4 169.4 ± 33.6 -22.5 ± 4.2 

PVA-CaFe2O4 150.6 ± 14.2 -5.7 ± 0.8 

 

4.   Conclusion 

 

This study synthesized a single orthorhombic spinel phase nanocrystalline of CaFe2O4 NPs via the 

glycol-thermal reaction method. After that, their surface was functionalized with chitosan and polyvinyl 

alcohol polymers. From the XRD pattern, a spinel orthorhombic structure remained unaffected after 

chitosan and PVA coatings, leading to broad and strong peaks observed with a reduction in crystalline 

sizes. Moreover, chitosan and PVA-coated CaFe2O4 NPs recorded a decrease in the calculated structural 

and magnetic properties compared to the uncoated sample. The superparamagnetic properties remained 

intact after coatings. Improvement of colloidal stability after chitosan coating highlighted the greater 

potential of CH-CaFe2O4 NPs for biomedical applications as chitosan forms more stable bonds with 

CaFe2O4 NPs. Hence, uncoated CaFe2O4 NPs showed size-dependent structural and magnetic properties 

with or without coating. In future, surface coating highlighted favourable potentials for biomedical 

applications. These results also imply that surface coating of CaFe2O4 NPs might enhance their 

dispersion in aqueous media or water and heating capability under physiological conditions to further 

their potential in biomedical applications. 
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Abstract. South Africa is experiencing acute energy shortages leading to prolonged load 

shedding. Renewable energy can be a solution to this energy problem. From the renewable 

energy resources, wind has a great potential of increasing the energy mix and help in abatement 

of climate change. It is one of the fastest growing energy technologies that can substitute fossil 

fuels in electricity production. Most wind turbines that are available on the market need wind 

speeds above 5 m/s to produce meaningful electricity. Regrettably some areas don’t have such 

high wind speeds. Several researches have been done in coming up with techniques for 

improving wind turbine power output in low wind speed areas. Concentrator Augmented Wind 

Turbines (CAWTs) have been proved to increase the effectiveness of the wind turbines in low 

wind speed areas by increasing the wind speed upstream of the turbine. However, the effect of 

concentrator geometry on the velocity augmentation capability of the concentrator is not clearly 

understood to enhance the designing of competitive CAWTs. This study investigated the effect 

of concentrator geometry on velocity augmentation. Computational fluid dynamics was used for 

the investigations. A model was analysed in ANSYS Fluent® software The performance of 45 

concentrators was investigated in terms of velocity augmentation ratio ( r,sv ). The concentrators 

had the same outlet radius and their geometry was varied by changing the concentrator length (

L ) and the inlet diameter (
oD ). It was observed that the changes r,sv  was affected by the change 

in both the L  to 
oD  ratio (

rL ) and the difference between inlet and outlet radii to 
oD  ratio (

rR  ). As 
rL  was increased from 

rL = 0.1 , the r,sv  increased to pick at 
rL  = 0.4  and then 

decreased with further increase in 
rL . Also, as 

rR  was increased from 0.025, the r,sv  increased 

to peak at 
rR  = 0.1  and then decreased as 

rR  was increased. It was concluded that too short and 

too long concentrators are not ideal for velocity augmentation. It was recommended that very 

short concentrators such as those with 
rL = 0.1 should not be used since the concentrator outlet 

velocity would be almost the same as the inlet velocity. 

 

1.  Introduction 

Wind has a very low energy density in nature implying that a bigger rotor area is required to harness 

kinetic energy for generation of meaningful electrical energy [1] According to Betz, the theoretical 

maximum power coefficient of a conventional wind turbine is limited to about 59% but in practice this 

figure is reduced to about 40% due to aerodynamic losses [2]. This results in higher costs of producing 

energy from wind than conventional sources of energy such as fossil fuels and hydro. To lower the cost 

of wind energy, researchers have come up with several initiatives to boost wind turbine power output. 
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Several mechanisms, which can be used individually or in combination have been proposed to increase 

the turbine power output per unit rotor area. These include increasing the mass flow passing through the 

turbine and boosting the specific energy content of the wind [3]. The concepts that have become popular 

in research have been found to have a number of advantages over conventional wind turbines such as: 

an augmented power output per unit area swept by the rotor, meaningful power generation in areas of 

low wind speeds and reduced costs of electrical energy generation which results from increased rotor 

rotation per minute hence lowering cost of gearbox, drive-train and generator [4] 

The concept of ducted wind turbines, which includes the use of diffusers and concentrators has been 

on the research agenda for decades, with the first in-depth study around mid-20th century, but to date 

there has been no successful commercial designs [5]. The rationale behind continued studies is that an 

insignificant rise in wind speed due to inclusion of ducts on conventional turbine systems can cause a 

huge increase in power output, since wind turbine power output is proportional to the cube of the wind 

speed [6]. Much research effort on ducted turbines has focused on diffuser augmented wind turbines 

(DAWTs) [3,7,8]. A number of studies have been done on use of concentrators on vertical axis wind 

turbines and proved that a power augmentation factor of about 3.7 can be achieved [9]. There are limited 

studies involving use concentrators on horizontal axis wind turbines. 

The concentrator augmented wind turbines (CAWTs) concept involves the use of a funnel-shaped 

duct to capture wind from a larger area and deliver it to the rotor through a smaller area thus increasing 

the mass flow rate. A detailed review of work that has been done an effort to increase wind speed using 

CAWTs is given by Shonhiwa and Makaka [10]. 

Currently not much is known about the CAWT concept using horizontal axis wind turbines 

(HAWTs). More work still needs to be done to understand the mechanisms involved in increasing the 

CAWTs’ power output in order to evaluate the concept and come up with a cost-effective system. There 

is need to understand the flow mechanism inside the concentrator and the dependence on each other of 

different concentrator geometry parameters and their influence on power output. Thus, this research 

sought to investigate the effect of a simple concentrator geometry on the wind velocity augmentation in 

order to determine the optimum design of a concentrator.  

 

2.  Methodology 

To reduce cost and time on experimental work, (computational fluid dynamics (CFD) modelling was 

used to investigate effect of concentrator geometry parameter on concentrator performance and give an 

insight on the air flow fields. To carry out these investigations, a CFD model was analysed in ANSYS 

Fluent version 2023 R1 because of the availability of a student version which could be used at no cost. 

Other relevant software such as Phoenics are relatively expensive. This was done to establish 

dimensionless variables (optimal concentrator ratios), understand characteristics of the flows present in 

the concentrator and to determine concentrator efficiency. This aided the designing of the CAWT 

system.  

 

2.1.  The concentrator geometry  

The geometry and the mesh were created in ANSYS Workbench 2023 R1. For the computed data to 

be compared with corresponding experimental data, the model interprets exactly the geometry of the 

concentrator. A cylindrical virtual wind tunnel is 15 concentrator outlet diameters long and 10 

concentrator diameters wide to avoid blockage effects. Due to symmetry of the computational domain 

and to save on computational time and cost, the flow domain was divided into o90 slices using symmetry. 

A mesh independence test was carried by changing the number of elements of the mesh to check the 

validity of the quality of the mesh on the solution. A structured tetrahedral mesh was applied.  

The incompressible Reynolds-Averaged Navier-Stokes (RANS) equation given by (1) were solved 

to get the solution.  

                                  ∇�⃗� = 0; 𝜕�⃗� 𝜕𝑡⁄ + ∇�⃗� = 1 𝜌𝑎⁄ ∇𝑝 + ∇𝜅 + �⃗⃗�    (1) 
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where �⃗� denotes the average velocity vector, �⃗⃗� represents a body force, 𝜅 is the specific Reynolds stress 

tensor, 𝜌𝑎 is the air density and 𝑝 is the static pressure. 

The boundary conditions were the velocity inlet, the pressure outlet and symmetric conditions at the 

symmetrical plane of the domain. The centre of the inlet was set as the reference pressure location. The 

simple pressure-velocity coupling scheme was used. The standard pressure correction method and 

second order upwind scheme for turbulent kinetic energy and specific dissipation rate were chosen while 

the other factors were left at default values. The concentrator and virtual wind tunnel walls were set to 

be no-slip boundaries. Standard solution initialisation method was used with initial values being 

computed from the inlet.  

 

2.2.  Determination of concentrator ratios 

To investigate the effect of concentrator geometry on the performance of concentrator, 45 concentrators 

were tested. The concentrator geometry parameters are shown in Figure 1. L , Di, Do, Rd = R-r, θc are 

concentrator length, concentrator length diameter, concentrator outlet diameter, difference between inlet 

and outlet radii, and concentrator tilt angle respectively. 

 

Figure 1: Concentrator geometry parameters. 
 

 

The performance of the concentrator, which was investigated in terms of velocity augmentation ratio 

was parameterised by 
rL  and 

rR  ratios. Here 
rL is a dimensionless length factor which shows the ratio 

of L to
oD  while 

rR is the ratio of 
dR  to 

oD . The change in 
dR  lead to a change in the concentrator 

inlet area (
iA ) to outlet area (

oA ) ratio denoted by (
rA ). 

For making the concentrator six equally spaced 
rL  were used in the range ( )rL = linspace 0.1,0.6,6 . 

Thirteen equally spaced 
rR were used in the range ( )rR = linspace 0.025,0.325,13 . The change in velocity 

along the concentrator was analysed in Fluent. For each value of 
rL , a curve of simulation velocity ratio 

( r,sv ) against 
rR  was plotted on the same graph for all values of 

rL using the MATLAB ‘hold on’ 

command. This graph was used to determine an optimum 
rL  by taking the curve with highest values of 

r,sv  at most points. A graph of r,sv  against 
rR  was plotted for the optimum 

rL . The optimum 
rR  was 

obtained at the maximum turning point of the curve. 
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3. Results  

Figure 2 shows the variation of r,sv   with 
rR . The velocity augmentation ratio changed with the change 

in both 
rL  and 

rR . As  
rL  was increased from 

rL  = 0.1, the  r,sv  increased to a peak at 
rL  = 0.4   and 

then started to decrease. With reference to Figure 2, the velocity augmentation capability of short 

concentrators is low as shown by r,sv  having varied from 0.1096 to 1.1 for 
rL = 0.1 and was in the range  

r,s1.128 v 1.184   for 
rL = 0.2 . It was also clear that the r,sv  curves for 

rL = 0.5  and 0.6 were lower 

than the curves for 
rL = 0.3  and 0.4; thus, the velocity augmentation capability of long concentrators 

was lower than that of medium length concentrators. For the observed 
rL  range, the r,sv  was low for 

low 
rR ; it increased to a peak at optimum 

rR  and then decreased as 
rR  was increased. Table 1 shows 

the r,sv  values at the beginning of the 
rL  range, at optimum 

rR  and at the end of the 
rL  range. 

 

 
 

Table 1: The r,sv  values at the beginning of   range, at optimum   and the end of    range 

 

rL   r,sv  at 
rL = 0.1  Optimum 

rR   Optimum r,sv   
r,sv  at end of 

rL  range   

0.1 1.096 0.05        1.1               1.1  

0.2 1.182 0.05 1.184 1.128  

0.3 1.229         0.075 1.235 1.228  

0.4 1.233         0.1 1.236 1.203  

0.5 1.217         0.125 1.227 1.186  

0.6 1.202 0.15 1.223 1.157  

 
Figure 3 and 4 show the velocity distribution along the concentrator for different 

rL . All the 

concentrators have the same outlet radius. For short concentrators (
rL  = 0.1 and 0.2 ), the highest velocity 

was attained behind the concentrator outlet for as shown in Figure 3. The value of the highest velocity 
increased with increasing 

rL . As the length of the concentrator was increased, for   and above, maximum 

velocity was attained at the concentrator outlet as shown in Figure (4). However, the value of the highest 
velocity started to decrease after for all. 

Figure 2: Concentrator velocity augmentation for different  and   
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 Figure 3: Concentrator outlet velocity 

rL  = 0.1 

 

 

Figure 4: Concentrator outlet velocity 
rL  = 0.4  

  

Figure 5 shows the variation of velocity augmentation ratio with 
rR  for

rL  = 0.4 . It is shown that r,sv  

increased from a minimum of 1.233 at 
rR  = 0.0125  to a maximum of 1.234 at 

rR  = 0.1  and decreased 

thereafter. It is also clear that when R  was increased by increasing
rR , the percentage rate of velocity 

augmentation increase r,s inc
dv dr  was less than the percentage rate of velocity augmentation decrease 

r,s dec
dv dr  that is r,s r,sinc dec

dv dr < dv dr . For example, an increase from 
rR = 0.025  to 0.05 resulted in 

r,s inc
dv dr = 4.614%  while an increase from 

rR = 0.1  to 0.125 resulted in r,s dec
dv dr = 13.447% . 
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Figure 5: Variation of velocity augmentation with 
rR  for 

rL  = 0.4  

 
4. Discussion, conclusions and recommendations 
The angle 

cθ  influenced the angle of incidence of wind on the wall surface, which determined the 

amplification of wind velocity [9]. For short concentrators (low 
rL ), the friction on the walls occurred 

on a small range such that the energy losses due to friction were insignificant. However, the angle of 
incidence was large resulting in reduced component of wind velocity parallel to the concentrator wall. 
Thus, as the wind entered the concentrator more of it bombarded on the concentrator wall and lost kinetic 
energy resulting in deceleration which caused a decrease in velocity augmentation. Since wind had 
moved a relatively small distance, it continued to accelerate after the outlet and attained the maximum 
speed behind the concentrator outlet.  

As L  was increased by increasing 
rL  the incidence angle decreased resulting in an increased 

component of wind velocity parallel to the wall. Thus, energy loss due to wind bombarding on the 
concentrator wall was insignificant. However, the frictional losses along the walls occurred on an 
increased range because the air moved along a longer distance. Therefore, too short or too long 
concentrators are not good for wind velocity amplification. Thus, length optimisation is necessary to 
minimise energy losses. 

Optimum r,sv  of 1.236 was attained at 
rL  = 0.4  and 

rR  = 0.1 . The researchers recommended that the 

parameters be used in the designing of concentrators. They ruled out the use of very short concentrators 
such as those with 

rL  = 0.1since the concentrator outlet velocity would be almost the same as the inlet 

velocity. 
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Abstract. The non-destructive measurements of the elemental composition of existing concrete 

in nuclear facilities are needed to ensure compliance with international safety standards. In this 

work, an experimental and simulated verification of the use of fast neutron transmission 

spectroscopy for the characterization of sand, a critical component of any concrete, is 

demonstrated. Transmitted neutron energy spectra were measured for a collimated beam of 

neutrons produced by an 241Am-9Be radioisotopic source incident on samples of sand, and its 

constituents SiO2 and CaCO3, and used to determine the effective removal cross section for each. 

An equivalent setup was simulated in FLUKA to validate the use of Monte Carlo derived 

removal cross sections.  Many of the expected features associated with the different elements 

were evident in both measured and simulated energy dependent removal cross sections. Minor 

variations in intensity and a reduced energy resolution were observed in the measured removal 

cross sections relative to the simulated equivalent and methods to improve agreement are 

currently underway. 

1.  Introduction 

In nuclear power plants (NPPs), concrete is a preferred choice of construction material, in part, due to 

its excellent ability to shield against neutron and gamma ray radiation. During its service, concrete is 

exposed to extreme conditions that become relevant when considering the service life extension of 

ageing NPPs, particularly with respect to a changing water content [1]. The non-destructive evaluation 

of existing concrete in terms of radiation shielding and structural properties is thus important to ensure 

compliance with international safety standards [2]. 

 

Fast neutrons can be used for the characterization of bulk samples as they are highly penetrating and 

are sensitive to light mass elements such as hydrogen, carbon, and oxygen. By measuring the unique 

radiation signatures produced from neutron interactions, both in energy and intensity, the elemental 

composition of a sample can be deconvolved [3, 4]. In fast neutron transmission spectroscopy (FNTS), 

a beam of neutrons is incident on sample of interest, and the neutrons that do not interact within the 

sample pass through and can be detected. The effective removal cross section (ΣR) quantifies the 

probability of a neutron being removed from the fast neutron beam as it goes through a sample and is 

dependent on the neutron energy and target nucleus [5]. This cross section is related to the total 

interaction cross section (Fig. 1) of each nuclide, which has distinct features that aid in element 

identification. The attenuation of a neutron beam through a sample can be described by Eq. 1 where I(t) 
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is the intensity of the attenuated neutron beam for sample thickness t, and 𝐼0  is the incident neutron 

intensity. 

𝐼(t) = 𝐼0 exp(−ΣR𝑡) (1) 

 

The removal cross section for a composite sample can be expressed as a linear combination of the 

individual removal cross sections for each constituent as seen in Eq. 2, where 𝑚𝑘 is the mass ratio of 

component k, with corresponding density 𝜌𝑘 [6]. 

 

Σ𝑅 𝜌⁄ = ∑ 𝑚𝑘 Σ𝑅,𝑘 𝜌𝑘⁄
𝑘

 (2) 

 

By measuring the energy dependent Σ𝑅 of an unknown sample and comparing that to a data library of 

Σ𝑅 of the constituents it is possible to determine the mass ratios of the sample constituents through a 

fitting procedure [7]. 

 

     A study has been previously undertaken at the University of Cape Town to demonstrate the use of 

FNTS for the characterization of concrete in which the energy dependent effective removal cross section 

for sand, cement and water were measured and used to deconvolve the composition of well-defined 

concrete samples. Nevertheless, this technique can only be applied to recently installed concrete as some 

of the constituents such as sand are region specific. As such, further experimental verification is still 

required to generalize the technique [7, 8]. The overall aim of this study is to build a repository of 

elemental response functions, thus determine the elemental composition of aging concrete used in 

nuclear facilities.  In this work we demonstrate the measurement and simulation processes required to 

determine the removal cross section and validate the use of these cross sections in the analysis of sand, 

an integral part of any concrete, with respect to its constituents SiO2 and CaCO3. 

 

 
Figure 1: Total microscopic neutron cross sections as a function of energy for the most abundant 

nuclide of the four elements of interest, 28Si, 16O, 40Ca and 12C, taken from the ENDF/B-VIII.0 nuclear 

data library [9].  

 

2.  Experimental measurements 

Measurements were taken at the n-lab, a fast neutron facility in the Department of Physics at the 

University of Cape Town using a pencil beam of broad-spectrum neutrons produced by a 220 GBq 
241Am-9Be (AmBe) radioisotopic source. Figure 2(a) shows a typical experimental setup for FNTS 
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measurements. The samples consisted of sand, SiO2 (granular) and CaCO3 (powder) prepared in 

identical Perspex containers with dimensions ∅ 6.5 cm × 10.0 cm as shown in Figure 2(b), with 

measured mass and density given in Table 1.  

 

 

 
Figure 2: (a) A collimated beam of 241Am-9Be neutrons is incident on a cylindrical sample with 

dimensions ∅ 6.5 cm × 10.0 cm. Transmitted neutrons are measured by an EJ-301 detector. (b) Samples 

of sand, SiO2, CaCO3 and an empty container (used for the no sample measurement). 

Table 1: Measured mass and calculated density for sand, SiO2 and CaCO3 

Sample Mass (g) 𝜌 (g/cm3) 

Sand 490.1 ± 0.1 1.6 ± 0.2 

SiO2 404.9 ± 0.1 1.4 ± 0.1 

CaCO3 223.0 ± 0.1 0.8 ± 0.1 

 

 

Transmitted neutrons were measured with a 2" × 2" EJ-301 organic liquid scintillator optically 

coupled to an ETL 9214 12-stage photomultiplier tube and base supplied by Scionix and operated at a 

negative bias of 1.1 kV. The anode and dynode signals were digitized using a CAEN DT5730 [10] and 

the signals were acquired and processed by the QtDAQ software [11]. The light output parameter L was 

defined as the pulse height of the dynode after amplification and shaping and was calibrated in units of 

MeV electron equivalent (MeVee) through measurements of gamma ray sources such as 137Cs, 22Na, and 
60Co. Pulse shape discrimination (PSD) was implemented in QtDAQ using the fast anode pulse to 

produce a pulse shape parameter S, which was used to separate neutron and gamma ray events. Figure 3 

shows a typical L-S distribution measured for an 241Am-9Be source using an EJ-301 detector [12].  

 

 

After the neutron-only events were isolated the energy spectrum was determined through spectrum 

unfolding. Spectrum unfolding is a fitting procedure used to deconvolve the energy spectrum from the 

measured pulse height spectrum using monoenergetic detector response functions. For this work, 

neutron pulse height spectra were unfolded with GRAVEL, an iterative algorithm based on least squares 

minimization [13]. The removal cross section was calculated for each energy bin in the spectrum 

according to Eq. 1, where I(t) was defined as the fluence rate in that bin measured for each sample and 

I0 was defined using measurements with an empty container. 

 

3.  Monte Carlo Simulations 

Simulations were undertaken with FLUKA [14], a Monte Carlo radiation transport code that can 

simulate interactions and transport of hadrons in any material. An equivalent setup to the one in the 

n-lab was constructed in FLUKA, with a beam of fast neutrons (1.0 - 11.0 MeV), incident on cylindrical 

samples of sand, SiO2 and CaCO3 (∅ 6.5 cm × 10.0 cm), using the same densities as the physical 

samples (Table 1). Transmitted neutrons were scored in a cylindrical detector region of radius 6.5 cm at 

43.0 cm from the sample. The type of scoring used was USRTRACK which scores the average energy 

dependent neutron fluence in a specified region. For each simulation, 2 × 105 primaries were used over 

Sample  
EJ-301 detector Neutrons 

(a) (b) 
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25 cycles to ensure that statistical uncertainty associated with each energy bin was less than 10 %. The 

attenuated neutron beam 𝐼(𝑡) was defined as the scored fluence distribution for each sample and for 𝐼0 

the sample was replaced with vacuum, which were used to determine the energy dependent removal 

cross section according to Eq. 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Event density as a function of pulse shape parameter (S) and light output parameter (L ) for 

an 241Am-9Be source measured with the EJ-301 detector. The dashed line separates neutron (n) and 

gamma ray (𝛾) induced events.  

 

 

4.  Results and analysis 

4.1 Experimental 

Calibrated neutron light output L spectra for the empty container (no sample) and all three samples are 

shown in Fig. 4(a). For each sample, the neutron energy spectrum was unfolded with GRAVEL within 

the L range of 0.3 – 6.0 MeVee, and energy range of 1.2 – 11.0 MeV, with solution 𝜒2 values of 2.0 or 

less. Unfolding with GRAVEL requires an initial estimate of the spectrum, and here we have used the 

ISO-recommended AmBe spectrum. Unfolded neutron energy spectra for the no sample and with sample 

cases are shown in Fig. 3(b) and the no sample case is well matched to the ISO-recommended spectrum. 

The features observed in the no sample are consistent in the AmBe ISO spectrum in terms of position 

and intensity. Subtle changes in intensity are expected in the no sample spectrum as our AmBe neutron 

source does not have the same physical construction as the source used to produce the ISO recommended 

γ 

n 
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reference spectrum. Resulting neutron energy spectra may vary from one 241Am-9Be  source to another 

because the production of neutrons from the 9Be + α → 12C* + n reaction relies on the energy of alpha 

particles, which can be influenced by shielding and other external variables[15, 16]. 

 

 
Figure 4: (a) Light output spectra for AmBe neutrons incident on an empty container (no sample 

measurement), sand, SiO2 and CaCO3 measured with an EJ-301 detector. (b) Neutron energy spectra 

unfolded with GRAVEL for the no sample, sand, SiO2 and CaCO3 measurements. 

The removal cross section Σ𝑅 for each sample was determined using Eq.1 where the measured 

fluence rate in each energy bin for the empty container (no sample) was taken as 𝐼0, and with each of 

the samples taken as the attenuated neutron beam 𝐼(𝑡). Thereafter, Σ𝑅 was normalised with respect to 

the measured density to get energy dependent Σ𝑅 𝜌⁄  for all three samples as seen in Fig. 5(a). The energy 

dependent removal cross sections demonstrate some of the unique features expected from each element 

(Fig. 1) such as the peak around 3 MeV evident in all samples is attributed to the presence of oxygen 

and the enhancement around 8 MeV in CaCO3 is attributed to the carbon content. Other features include 

the drop just after 10 MeV in CaCO3 characteristic of carbon and the enhancement around 10 MeV in 

SiO2 due to silicon. A peak around 3 MeV due to calcium is expected, however due to oxygen presence, 

the two peaks can’t be distinguished from each other at this stage. 

 

The removal cross sections measured for SiO2 and CaCO3 were used to reconstruct the removal cross 

section for sand according to Eq. 2 using mass ratios determined from previous XRF measurements, 

where the sand was found to contain approximately 80 % SiO2 and 20 % CaCO3 by mass [8]. A 

comparison of measured and reconstructed sand is shown in Fig. 5(b) and there is a good agreement 

between the two results. There are, however, some minor differences, particularly in the low energy 

(< 3 MeV) and high energy range (> 9 MeV), which are attributed to the unfolding process. In these 

regions the measured removal cross section is sensitive to minor variations that may arise during the 

measurement process such as small changes in the detector gain, which are carried over into the 

unfolding process. Due to this we consider the 3-9 MeV region to be most reliable.  
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Figure 5: (a) Energy dependent 𝛴𝑅 𝜌⁄  for sand, SiO2 and CaCO3. (b) Measured and reconstructed energy 

dependent 𝛴𝑅 𝜌⁄  for sand. 

4.2 Simulations 

The simulated Σ𝑅 𝜌⁄  for sand, SiO2 and CaCO3 were determined from the energy dependent fluence, as 

with the measured data, and are shown in Fig. 6 (a). The energy dependent Σ𝑅 𝜌⁄  for sand is almost 

identical to that simulated for SiO2 as expected from the mass ratios found via XRF. The simulated and 

reconstructed simulated energy dependent removal cross sections for sand are shown in Fig. 6 (b). 

Overall, there is excellent agreement between the simulated and reconstructed simulated Σ𝑅 𝜌⁄  for sand. 

 

 
Figure 6: (a) Simulated energy dependent 𝛴𝑅 𝜌⁄  for sand, SiO2 and CaCO3. (b) Simulated and 

reconstructed simulated energy dependent 𝛴𝑅 𝜌⁄  for sand. 

4.4 Comparison  

A comparison between the simulated and measured 𝛴𝑅 𝜌⁄  for all samples are shown in Fig. 7, which 

demonstrate a consistent scaling and include key features such as the enhancement between 3-4 MeV 

due to oxygen. However, the features are much broader in the measured data and are attributed to 

reduced energy resolution relative to the simulations. In the simulations the scoring region does not 

account for the detection process and any neutrons that traverse the boundary are scored. When taking 

measurements with an organic scintillator and using spectrum unfolding, there are several processes that 

limit the energy resolution of the neutron spectrum, and hence removal cross sections.  
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Figure 7: Comparison between simulated and measured 𝛴𝑅 𝜌⁄  for (a) sand, (b) SiO2, and (c) CaCO3. 

5.  Conclusion 

The use of fast neutron transmission spectroscopy to deconvolve the elemental composition of concrete 

is underway at the n-lab, and in this work measurements and simulations for sand and its constituents 

were made. Energy dependent removal cross sections were determined via measurement and FLUKA 

simulations. Features like the enhancement between 3-4 MeV due to oxygen in the measured 𝛴𝑅 𝜌⁄  for 

all samples are consistent with expectations. From XRF results, measured 𝛴𝑅 𝜌⁄  for sand was 

reconstructed and overall, there good agreement between the measured and reconstructed 𝛴𝑅 𝜌⁄  was 

observed. For all samples 𝛴𝑅 𝜌⁄  was also calculated from FLUKA simulations and compared to the 

measured results. Overall, most of the expected features appear in the same positions in both measured 

and simulated data. However, there are some minor differences in intensity and a broadening effect. 

These broadened features in the measured data are attributed to the measurement process, and 

investigations to improve the agreement are underway. By building a repository of element dependent 

removal cross sections, the elemental composition of an unknown sample can be deconvolved via a 

secondary unfolding process. The next phase of this work will involve using both transmitted neutrons 

and gamma rays for the characterization of unknown samples as the ratio of the neutron to gamma ray 

attenuation varies uniquely with the atomic mass of the sample constituents.  
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Abstract. The utilisation of wind energy in South Africa promises to address the country's 

energy crisis and extend electricity access to remote, off-grid regions. Wind power is a clean and 

renewable resource that can significantly reduce carbon emissions and help combat the impacts 

of climate change, including heatwaves and cyclones, which are increasingly affecting South 

Africa and its neighbouring nations. South Africa's potential for wind energy generation is 

particularly promising in coastal areas, notably the Eastern Cape Province. Accurate wind 

distribution models are vital for assessing an area's wind characteristics and potential. This study 

delves into this by examining eight numerical methods for estimating Weibull parameters to 

establish a suitable model. The study utilises five-and-a-half years of hourly wind data collected 

from the Fort Beaufort weather station at a height of 10m. The results indicate that the Open 

Wind algorithm outperforms other algorithms, providing Weibull shape (k) and scale (c) values 

of 1.67905 and 3.35800, respectively. The predicted overall average wind speed and wind power 

density for Fort Beaufort stands at 2.999 m/s and 38.45 W/m², suggesting that small-scale wind 

power projects for purposes like lighting, battery charging, and water pumping are ideal. To 

enhance wind turbine feasibility, augmentation systems such as concentrators, diffusers, and 

Invelox can be employed to reduce the cut-in wind speeds required for operation, considering 

that most turbines on the market typically need wind speeds above 5 m/s to start in this region. 

The study also identifies the prevailing wind direction as predominantly from the south-east (SE) 

in the Fort Beaufort area. 

1.  Introduction 

Electricity generation from wind energy presents a viable solution to South Africa's ongoing national 

energy crisis, offering potential benefits beyond simply addressing power shortages. By harnessing wind 

energy, extending electricity supply to remote regions that currently lack access to the national grid 

becomes feasible [1]. This approach capitalises on the advantages of wind energy, a clean, readily 

accessible, and perpetually renewable resource, thereby contributing to reducing carbon dioxide 

emissions and mitigating climate change effects [2]. In the 1990s, South Africa employed approximately 

30,000 windmills primarily for water supply and agricultural needs [3]. However, the adoption of wind 

energy for electricity generation remained limited due to coal's prevailing availability and affordability 
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[4]. Regions such as Eastern Cape, Western Cape, Northern Cape, and KwaZulu-Natal exhibit 

remarkable wind energy potential, with coastal areas experiencing an annual mean wind speed of 6 m/s 

at a height of 10 meters above ground level [5]. Recent years have witnessed significant investment in 

South Africa's wind energy sector, amounting to R209.7 billion in 2020 alone [6]. The nation is now 

home to thirty-three wind farms, of which 22 are fully operational and commercially active, generating 

tangible economic and environmental benefits. This growth has created 2723 jobs, facilitated by 

commercialising 22 wind-independent power producers and a corresponding reduction of 6.4 million 

tonnes in carbon dioxide emissions [7]. 

In wind energy research, various probability distribution methods (Weibull, Gamma, Rayleigh, and 

Exponential) are employed. However, the two-parameter Weibull distribution is the most popular and 

widely used due to its flexibility, simplicity, and adaptability to a wide range of data [2,8]. Its 

effectiveness relies on the accurate estimation of scale and shape parameters [9,10]. Numerous studies 

have employed various numerical methods to address this fundamental aspect. Hussain et al. (2023) 

investigated wind power density potential in coastal areas of Pakistan, revealing weak performance of 

the energy trend and graphical methods [8]. Patidar et al. (2022) focused on assessing wind 

characteristics and potential in offshore locations within Gujarat, India, employing the Weibull density 

function and recognising the Multivariate MLM method as remarkably accurate for wind potential 

evaluations [11]. Yaniktepe et al. (2023) investigated wind characteristics and energy potential in 

Osmaniye, Turkey, utilising data from an 80m meteorological mast [12]. Their analysis of the two-

parameter Weibull distribution involved a comparative evaluation of eight numerical methods, with the 

modified maximum likelihood method (MMLM) identified as the most effective and the graphical 

method (GM) as the least effective. Bulut and Bingöl (2023) conducted a comparative study on 

numerical methods and a metaheuristic algorithm for Weibull distribution parameter estimation in the 

Isparta region, Turkey [13]. 

The manta ray foraging optimisation method (MRFO) outperformed the energy pattern factor method 

(EPM) and maximum likelihood method (MLM). Aziz et al. (2023) compared fourteen methods for 

wind potential estimation, highlighting the Energy Pattern Factor method as the most suitable for all 

wind speeds, while the Weighted Least Squares Method (WVM) and the Moroccan Method (MoroM) 

were deemed unsuitable [10]. Patidar et al. (2023) explored accurate wind speed distribution selection 

for enhanced wind energy utilisation in India [9]. Comparing five numerical methods and three 

metaheuristic optimisation algorithms, the WAsP method demonstrated the best curve fit. In contrast, 

social spider optimisation (SSO) and particle swarm optimisation (PSO) outperformed the genetic 

algorithm (GA). GOK exhibited the highest wind power density. Rehman et al. (2021) analysed wind 

speed patterns within South Africa, identifying Port Elizabeth as having the highest average wind speed 

[14]. Due to their favourable characteristics, Cape Town, East London, and Port Elizabeth were 

promising locations for wind power deployment. 

Wind potential estimations are uncertain due to temporal and spatial wind variations. Thus, site-

specific wind resource assessments are crucial for accurately evaluating wind potential and mitigating 

investment risks in wind energy projects [2]. The reviewed literature emphasises the need to employ 

various methods for accurate predictions of wind characteristics and potential, considering that the best 

method for one location might not be suitable for another. The novelty of this study lies in utilizing eight 

different numerical methods, with seven being employed for the first time in the Fort Beaufort area, to 

estimate Weibull scale and shape parameters. This provides a more precise Weibull distribution that fits 

the observed wind data for this location. Additionally, a goodness-of-fit test with six performance 

indicators will be used for the first time to evaluate the best method that accurately estimates Weibull 

scale and shape parameters. 
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2.  Methodology 

 

2.1.  Site description and wind speed data 

The study utilised five-and-a-half years of hourly wind speed data (January 2015 to July 2020) obtained 

from Fort Beaufort weather stations through South African Weather Services. The wind data was 

collected at a standard anemometer height of 10m above the ground (AGL). The geographical 

coordinates of these weather stations are given in Table 1.  

Table 1. Geographical coordinates of Fort Beaufort weather station. 

 

Weather stations Latitude Longitude Height (m) 

Fort Beaufort -32.7880      26.6290     455  

2.2.  Fitting probability distributions to observed wind data 

The two-parameter Weibull distribution has been widely applied to many wind research studies to 

describe wind speed data because it is simple, adaptable and precise when compared to other distribution 

functions [15,16]. Weibull Cumulative distribution function (𝑊) is shown in equation (1) below:   

𝑊(𝑣) = 1 − 𝑒
[−(

𝑣
𝑐

)
𝑘

]
 (1) 

Differentiating 𝑊(𝑣) with respect to 𝑣 gives a Weibull probability distribution function (𝑤) (bi-

parameter): 

𝑤(𝑣) =
𝑑𝑊(𝑣)

𝑑𝑣
= (

𝑘

𝑐
) (

𝑣

𝑐
)

𝑘−1

• 𝑒
[−(

𝑣
𝑐

)
𝑘

]
 (2) 

In the equation, with no units, 𝑘 represents the Weibull shape, 𝑐(≥ 1) represents the Weibull scale 

parameter, 𝑣 represents wind speed, and 
𝑑𝑊(𝑣)

𝑑𝑣
 is the derivative of the Weibull Cumulative Distribution 

Function with respect to 𝑣. If 𝑐 increases, the wind speed will also follow the same increasing trend, and 

𝑘 values indicate wind stability. Equation (2) becomes a cumulative Rayleigh distribution when 𝑘 = 2. 

Additionally, calm conditions must be excluded since 𝑐(≥ 1)(m/s) [17].   

2.3.  Algorithms to calculate scale (c) and shape (k) for Weibull distribution 

There are various methods to estimate the parameters in the Weibull distribution. In this study, for 

calculating the parameters of the Weibull distribution the following eight different numerical methods 

were utilised: mean standard deviation method (Msdm), method of multi-objective moment (MofMoM), 

probability-weighted moments based on power density method (PwmbpdM), WAsP method (WM), 

method of Mabchour (Momab), OpenWind method (Owm), energy pattern factor method (Epfm), and 

novel energy pattern factor method (Nepfm) as shown in [2,18–21]. 

 

2.4.  Goodness of fit test. 

To evaluate the suitability and effectiveness of the eight numerical estimation algorithms in investigating 

the accuracy of the theoretical frequency distribution compared to the observed frequency distribution 

of wind speed, we employ the following statistical metrics: Mean absolute Bias error (MaBE), Root 

mean square error (RMsE), Wind power density error (WPDE), Kolmogorov–Smirnov test (KS), 

Anderson darling test (AD), Chi-squared test (𝜒2) as shown in [2,18,22]. Low values indicate a good 

fitting between the frequency distributions and the observed actual wind data. 

2.5.  Wind Power Density (WPD) 
WPD is expressed in two forms using parameters Weibull scale and shape or average wind speed derived 
from collected data as given by equation (3) and equation (4): 
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𝑊𝑃𝐷𝑤𝑏𝑙 =
1

2
𝜌𝑐3𝛤 (

3

𝑘
+ 1)  

                                                                                                                
(3) 

𝑊𝑃𝐷𝑜𝑏𝑠 =
1

2
𝜌𝑣3 (4) 

                                                                           
where 𝑊𝑃𝐷𝑤𝑏𝑙 is the Weibull wind power density (W/m2), 𝑊𝑃𝐷𝑜𝑏𝑠 is the wind power density 
(W/m2) of actual wind speed data, v is wind speed (m/s) and  is the air density (= 1.225kg/m3). 

For this current study to determine the wind resource availability using wind power densities, the 

Fazelpour et al. [23,24] classification is used, as presented in Table 2. 

Table 2. Classification of wind resources. 

Class Fair Fairly Good Good Very good 

P /(W/m2) 𝑃 <  100 100  ≤ 𝑃  <   300 300  ≤ 𝑃 <  700 𝑃 ≥ 700 

 

3.  Wind energy analysis 

3.1.  Assessment of wind speed properties 

Table 3 illustrates shows that the overall average wind speed is 2.999 m/s with a standard deviation (Std) 

of 1.77 m/s. A positive skewness of 1.37 indicates that the wind speed data is skewed to the right. It also 

implies that the measured wind speed values are above the average wind speed (2.999 m/s), which 

reflects better wind performance at the site. A positive kurtosis of 1.75, below 3, was obtained, depicting 

wind speed data with few extreme values 

.  

 

Table 3. Statistical wind data of Fort Beaufort. 

Statistic Range Mean Variance Std. Skewness Kurtosis 

Value 13.9 2.999 3.14 1.77 1.37 1.75 

 

3.2.  Fitting probability distributions to observed wind data 

Figure 1 compares the frequency distribution function of wind speed and the actual observed wind data 

at a height of 10m AGL. The eight algorithms exhibited varying degrees of fitting to the data, with the 

Openwind and WAsP algorithms showing the best fit in that order. Conversely, the mean standard 

deviation algorithm performed the least effectively overall, a result consistent with our error analysis in 

Table 4. 

 

3.3.  Daily averages of wind speed and wind power density 

Figure 2 displays the daily average wind speed values at 10m AGL. In the afternoon, the average wind 

speed profile is dome-shaped; between 21:00 and 06:00, the mean wind speed has the lowest values. It 

can be concluded from this analysis that Fort Beaufort has wind speeds above 3m/s between 12:00 and 

 

3.3.  Daily averages of wind speed and wind power density 

Figure 2 displays the daily average wind speed values at 10m AGL. In the afternoon, the average wind 

speed profile is dome-shaped; between 21:00 and 06:00, the mean wind speed has the lowest values. It 

can be concluded from this analysis that Fort Beaufort has wind speeds above 3m/s between 12:00 and 

20:30. 
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Figure 1. Probability distribution using eight different numerical algorithms at 10m height. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Daily mean wind speed and wind power density 
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3.4.  Wind direction 

Wind Rose presents data on wind speed and direction occurrences [25]. This information is crucial for 

site selection, as it helps identify the optimal locations for installing wind turbines to maximise wind 

power utilisation [26]. The dominating wind mostly comes from the South-East direction (SE) of the 

Fort Beaufort area, as shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Windrose diagram. 

 

 

 

Table 4. Goodness of fit test. 
Algorithm KS  No AD  No 𝝌𝟐  No RMsE  No WPDE  No MaBE  No  Ave 

Owm 0.13002 1 1014.6 1 8745.3 1 0.07361 1 9.948E-14 1 0.4392 1 1 

PwmbpdM 0.13416 2 1049.6 2 9919.9 3 0.07755 2 6.519E-06 2 0.4944 3 2 

WM 0.14451 6 1058 4 9102.2 2 0.07941 3 2.774E-05 3 0.4692 2 3 

Nepfm 0.14422 4 1056.7 3 9931 4 0.07942 4 1.117E-02 5 0.4957 4 4 

MofMOM 0.14281 3 1164.3 6 9933.3 5 0.08220 7 8.603E-04 4 0.4979 5 5 

Epfm 0.14446 5 1058.3 5 9983.4 6 0.07947 5 5.294E-02 6 0.4981 6 6 

momab 0.16372 7 1293 7 12836 8 0.07973 6 3.017E-01 7 0.5224 7 7 

Msdm 0.2078 8 1825.4 8 10746 7 0.08354 8 2.443E+00 8 0.5695 8 8 

3.5.  Calculation of wind power density and classification 

Owm is the best algorithm, with a value of 38.452176 W/m2, closely matching the actual wind power 

density (𝑊𝑃𝐷𝑜𝑏𝑠) for observed wind speed data, which is also 38.452176 W/m2, with a negligible error 

margin of 9.95E-14%. In contrast, the mean standard deviation method (Msdm) performed poorly, 

yielding an error margin of 2.44%. It's worth noting that this method was exclusively employed in a 

previous study [27] conducted at the same area to estimate wind power density. This underscores the 

importance of employing multiple algorithms to determine the most accurate result. 

 

Table 5. Wind power density of Fort Beaufort. 
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    Weibull parameters Wind Power Density 

  Algorithm  Shape (k) Scale (c) WPdwbl  WPdobs 

1 Owm 1.679048803 3.358002058 38.452176 38.452176 

2 PwmbpdM 1.867853000 3.522606000 38.452182 38.452176 

3 WM 1.444533000 3.079657000 38.452148 38.452176 

4 MofMoM 1.599217000 3.273809000 38.451315 38.452176 

5 Nepfm 1.679380000 3.358006000 38.441002 38.452176 

6 Epfm 1.680868000 3.358266000 38.399233 38.452176 

7 momab 1.689512843 3.359496866 38.150480 38.452176 

8 Msdm 1.771723996 3.369759722 36.009513 38.452176 

4.  Conclusion. 

The analysis has revealed that the Open Wind algorithm is the most effective method for calculating 

the Weibull scale and shape parameters for the two-parameter Weibull distribution. Consequently, it is 

advisable to utilise the two-parameter Weibull distribution to model the observed wind data in the Fort 

Beaufort area, with the condition that the k and c parameters of the Weibull distribution are estimated 

using the Open Wind algorithm. The overall power density estimated for the Fort Beaufort area, at a 

height of 10 meters, is 38.452176 W/m², falling within the 'fair' category according to Fazelpour's 

classification. Therefore, it is recommended to consider small-scale wind power generation projects in 

this area, which could serve lighting, battery charging, or water pumping purposes. To enhance the 

feasibility of wind turbines in this region, augmentation systems such as concentrators, diffusers, and 

invelox should be considered. Additionally, evolutionary metaheuristic algorithms are recommended to 

enhance the accurate determination of the Weibull scale and shape parameters. 
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Abstract 

The world is currently battling climate change through various mitigation and adaptation 
measures. Some of these measures include reducing greenhouse gas emissions, transitioning to 
renewable energy sources, implementing sustainable agriculture and forestry practices, and 
enhancing climate resilience in vulnerable communities. The Vuwani area plays a significant 
role in carbon emissions, where agriculture and land use change are major drivers of emissions. 
This area often has high levels of deforestation, burning of fossil fuels, and use of traditional 
biomass for cooking and heating, which contribute to carbon emissions. The assessment of CO2 

emissions in the Vuwani area is a growing concern due to its potential impact on climate change. 
This study focuses on the rural area of Vuwani in Limpopo, South Africa, where CO2 emissions 
are high due to various anthropogenic activities. However, there was a gap in knowledge 
regarding the magnitude and sources of CO2 emissions in this area. The availability of data on 
CO2 emissions from the Vuwani eddy covariance flux tower filled that gap and shows the area 
as a source of carbon which can assist the country in formulating effective policies to mitigate 
climate change. The eddy covariance technique is used as a possible solution to estimate CO2 
emissions from the Vuwani area. The method measured the exchange of CO2 between the 
surface and the atmosphere and provided accurate and continuous measurements of daily means 
of Net Ecosystem Exchange ranging from −5 𝑔𝑔𝑔𝑔𝑚𝑚−2/𝑑𝑑𝑑𝑑𝑑𝑑   and +54 𝑔𝑔𝑔𝑔𝑚𝑚−2/𝑑𝑑𝑑𝑑𝑑𝑑   that 
included meteorological parameters radiation(daily mean) of minimum 250 w.m-2 and maximum 
504 w.m-2. The daily CO2 flux ranged from± 7 µ𝑚𝑚𝑚𝑚𝑚𝑚/𝑚𝑚2𝑠𝑠1, and close to 100% energy closure. 
The findings of this study assist in formulating policies and strategies to reduce CO2 emissions 
in rural areas and mitigate climate change. 

 

1. Introduction 

The Vuwani town ecosystem's contribution to the global carbon budget and the variables affecting their 
influence on the temporal and geographical variance of terrestrial carbon uptake and emission are still 
very much in question.  Despite the fact that numerous eddy Covariance experiments have been carried 
out in Africa over the years as part of numerous research projects, including the Sahelian Energy 
Balance Experiment (SEBEX) (Wallace JS et al. 1991), the Hydrological and Atmospheric Pilot 
Experiment-Sahel in Niger (HAPEX-Sahel) (Verhoef A et al. 1997, Friborg T et al. 1997, Hanan NP et 
al. 1998 ), the African Monsoon Multidisciplinary Analyses (AMMA) project (Redelsperger J-L et al. 
2006), and the CARBOAFRICA project (Bombelli A et al.2009). The Eddy Covariance method 
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provides measurements of gas emission and consumption and allows measurements of fluxes of 
sensible heat, latent heat, and momentum, integrated over an area.  

 

2. Materials and methods  

The Vuwani Eddy Covariance flux tower, established in 2016 at the University of Venda Vuwani 
Science Resource Center as part of a South Africa-Germany collaborative research project, plays a 
crucial role in comprehending carbon dioxide's movement within the ecosystem. By recording fluxes, 
the tower aids in unravelling CO2 exchanges involving plant uptake, soil release, and human activities 
like breathing and combustion. The site's significance lies in understanding whether it acts as a carbon 
sink or source, depending on carbon binding and release ratios. This peri-urban ecosystem, representing 
a mesic savanna, is equipped with a 15-meter measurement mast and various sensors capturing 
meteorological variables, such as rainfall and wind speed. Buried sensors gauge soil temperature and 
water content at different depths (Figure 1). 

   The eddy flux can be calculated as: 
                                                                𝐹𝐹 = �̅�𝜌𝑎𝑎𝑊𝑊′𝑆𝑆′�������                                                                         (1) 

The eddy flux (F) is approximately equal to the mean air density (ρ ̅a ) multiplied by the mean covariance 
between deviations in instantaneous vertical wind speed (𝑊𝑊′) and mixing ratio( 𝑆𝑆′). Carbon dioxide 
flux (𝐹𝐹𝐶𝐶) that will be obtained is presented as the mean covariance (ρ a̅ )  between deviations in 
instantaneous vertical wind speed (𝑊𝑊′)  and density of CO2 in the air ( 𝜌𝜌𝑐𝑐′). (Grünwald T, Bernhofer C 
et al.2007, Mauder M, Foken T et al.2011) 
                                                              𝐹𝐹𝐶𝐶 = 𝜌𝜌𝑎𝑎𝑊𝑊′𝜌𝜌𝑐𝑐′��������                                   (2) 

                                                            𝐻𝐻 = 𝜌𝜌𝑎𝑎𝑐𝑐𝑝𝑝  𝑊𝑊′𝑇𝑇𝑎𝑎′��������                                                       (3) 

                                                            λE= λ𝑊𝑊′𝜌𝜌𝑣𝑣′��������                              (4) 

where 𝜌𝜌𝑎𝑎 is the density of dry air (kg m-3) at a given air temperature, 𝑐𝑐𝑝𝑝   is the specific heat capacity of 
dry air at constant pressure (J kg-1 K-1), λ is the latent heat of vaporization (J kg-1), 𝜌𝜌𝑐𝑐 is the molar density 
of CO2 gas (mol m-3) and 𝜌𝜌𝑣𝑣 is the molar density of water vapour (mol m-3). Ta is the air temperature 
derived from the sonic anemometer (K) and W is the vertical wind velocity component (m s-1), and 
𝑆𝑆′mixing ratios. Over bars denote time averages and primes indicate fluctuations about the averages.  

 

3. Results 
3.1. Daily Net Ecosystem exchange (NEE) 
    The net amount of carbon dioxide (CO2) that is exchanged between an ecosystem and the atmosphere 
over the course of a single day is analyzed with the use of Equation 1. It represents the balance between 
the CO2 that is taken up by plants through photosynthesis and the CO2 that is released back into the 
atmosphere through respiration and other processes. 

      A CO2 flux Windrose visually illustrates the distribution and intensity of carbon dioxide emissions 
and uptake within the Vuwani area. It focuses on depicting the direction and magnitude of CO2 fluxes. 
Each segment's length indicates the strength or frequency of CO2 emissions or uptake from that 
direction. This tool identify key emission sources and uptake sinks areas contributing to the 
understanding of carbon balance dynamics. CO2 flux Windrose provide insight into seasonal variations 
and temporal changes in carbon dynamics, supporting environmental assessments and climate change 
mitigation strategies. In essence, they serve as a valuable graphical representation for carbon movement 
with measured speeds. 
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Figure 1. The Vuwani Eddy Covariance flux tower with its meteorological parameters at Limpopo 
province South Africa. 

       

Figure 2. Windrose measurements from the Vuwani eddy covariance flux tower 
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Figure 3. The Net ecosystem exchange (NEE), daily partition flux movement between 01 January 
2021 to 10 September 2021 at Vuwani. 

    Figure 3 illustrates the variations in daily NEE sums throughout the seasons at the study site. Data 
analysis shows between March and April, there were exchanges of NEE, signifying the shift from the 
rainy to the dry season. This transition reached its peak at +6 µmol.m-2s-1 and -3 µmol.m-2s-1, 
respectively. Subsequently, from May to August, there was a predominant net uptake, reaching its 
zenith at -6 µmol.m-2s-1 by the end of August. This pattern aligned with the period of transition between 
the rainy and dry seasons. In contrast, for the Vuwani location, both uptake and flux were observed 
within the rainy season, with the highest uptakes occurring in April, August, and September. The 
occurrence of the highest daily NEE uptake during the rainy season throughout the study period 
underscores the significant roles that precipitation, vegetation, and soil moisture play in influencing the 
rates of CO2 uptake and fluxes within the studied ecosystem. 

 

3.2. Daily NEE and radiation pattern analysis  

Figure 4 displays the relationship between the measured NEE and the incoming long-wave radiation, 
which spans from 300 w/m2 to 520 w/m2. In this range, the carbon dioxide exchange showcases a 
downward trend, reaching as low as -30 µmol.m-2s-1, while also demonstrating an upward uptake trend 
of 40 µmol.m-2s-1. Notably, there is a noticeable positive correlation observed between NEE and 
radiation across the entirety of the study duration. Throughout the investigation period, the average 
NEE stands at +6 µmol.m-2s-1. 

3.3. Energy balance closure 

The First Law of Thermodynamics, known as the conservation of energy, is relevant to energy balance. 
It asserts that energy can neither be created nor destroyed, only converted, or transferred between 
different forms. When applied to an energy balance, it signifies that the overall energy entering a system 
must match the energy exiting the system, accounting for various forms like potential, kinetic, and 
thermal energy. 
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Energy closure balance will be obtained by use of energy budget represented by equation 5, data is 
stored at the eddy covariance flux tower every 30 minutes. 

                                                            Rn − G = 𝐻𝐻 +  λE                          (5) 

Where H is sensible heat flux, ( 𝜆𝜆𝜆𝜆) is Latent heat flux, 𝑅𝑅𝑅𝑅 is net radiation, and G is ground heat flux. 
While Rn − G  is available energy and combination (H + LE) represents the total turbulent heat flux.  

                                                           Closure Residual = (Rn+ G) - (H+ λE)                           (6) 

 

 

 Figure 4. The scatter plot of ecosystem flux and radiation of long wave in the ecosystem of study. 

 

 

Figure 5. The energy closure based on net radiation and ground heat flux (Rn – G) and sensible heat 
flux and latent heat flux (H + LE).  
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    The recorded energy fluxes, which encompass sensible heat flux, latent heat flux, net radiation, and 
soil heat flux throughout daylight hours, depict the motion of energy. There exists a prominent peak in 
the time series between 06:00 AM and 06:00 PM, followed by a decline in energy fluxes from 19:00 
PM to 5:00 AM. The regression analysis between (Rn − G) and (H + LE) yielded slopes and intercepts 
of 0.03 and 6.92 W m-2, as depicted in Figure 5.  
    The moderate slope indicated a reasonable energy balance closure for Vuwani. Our findings align 
with the typical observation that the sum of turbulence fluxes (H + LE) is usually 10 to 30% lower than 
the available energy (Rn – G) due to unaccounted large-scale transport and measurement errors in eddy 
covariance tower measurements. 
    The regression line approaching zero suggests potential total energy closure at zero. This implies that 
changes in meteorological conditions during dry and rainy seasons might have influenced the energy 
balance closure over the study period. The scattered nature of the observed points during the study could 
be attributed to the sensitivity of the EC measurement device to raindrops and dust. Unlike our focus 
on carbon dioxide fluxes, no adjustments were made in this study to compensate for energy balance 
closure imbalances, in line with Foken et al. 2012. 

4. Conclusion  

The study examined the Daily Net Ecosystem Exchange (NEE) of carbon dioxide, revealing seasonal 
variations and correlations with radiation. Figure 3 depicted NEE shifts between rainy and dry seasons, 
while Vuwani showed uptake during rainy months suggesting the influence of factors such as 
precipitation, vegetation, and soil moisture on CO2 uptake and fluxes. The correlation between NEE 
and incoming radiation further underscored the intricate relationship between CO2 exchange and 
radiation levels. Figure 4 highlighted a positive NEE-radiation correlation, with CO2 exchange ranging 
from -30 to +40 µmol.m-2s-1. Energy balance closure was explored in Figure 5, indicating a moderate 
closure with slopes of 0.03 and 6.92 W m-2. The regression line's approach to zero suggested potential 
energy closure, potentially influenced by meteorological changes. The study acknowledged device 
sensitivity and upheld Foken et al. 2012's approach to addressing energy balance disparities. 
Collectively, these findings provide valuable insights into the interplay between CO2 fluxes, energy 
balance, and environmental variables in the area. This knowledge holds significant implications for 
climate change mitigation and environmental management strategies, contributing to informed 
decision-making for sustainable land use and carbon management efforts. 
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Abstract. The large Hadron Collider (LHC) has four main experiments along the ring. The 

Toroidal LHC Apparatus (ATLAS) experiment along with the other experiments enable 

scientists to collect and analyse data. The LHC needs to be upgraded to a High Luminosity LHC 

to account for the increase in luminosity that will come with the upgrade and permit scientists to 

explore phenomena beyond the standard model. South Africa will contribute to the phase-II 

upgrade of the Tile Calorimeter, by producing the GbE switch and TileCom PCBs. These boards 

will connect the upgraded electronic chain to the network to monitor and allow for data 

transmissions at high speeds respectively. A TPS65086100 component needs to be configured 

before being populated onto the TileCom board for power purposes. This paper will illustrate 

the methodology for configuration, the tabulated output voltages for the voltage regulators, and 

the power-up sequence for the PMIC TPS65086100 chip. 

 

1.  Introduction  

The Large Hadron Collider (LHC) is one of CERN’s key achievements. It was constructed by CERN 

between 1998 and 2008 and it is the largest and most powerful particle collider in the world [1]. There 

are four places around the accelerator ring, which correspond to the locations of the four particle 

detectors ATLAS, CMS, ALICE, and LHCb that are used to cause the LHC's internal beams to clash 

and explain phenomena [1]. The Large Hadron Collider (LHC) will require a significant upgrade to 

maintain and increase its discovery potential. This will result in a five-fold increase in instantaneous 

luminosity (rate of collisions) over the original design value and a ten-fold increase in integrated 

luminosity (total collisions produced) [2]. This upgrade must be carefully planned out because the LHC 

is currently a very complicated and exquisitely optimized machine. This second-generation LHC (HL-

LHC) was approved by the CERN Council in 2016 and is anticipated to begin operations after 2025.  

The High Luminosity LHC (HL-LHC) will enable advanced physics measurements but brings forth 

challenges to the detector and to the data and trigger systems respectively and will prompt the Tile 

Calorimeter’s physics performance to require upgrades.  

The goal of the technical design document of HL-LHC is to serve as the foundation for the 

comprehensive engineering design of the HL-LHC by describing the technologies and components that 

will be employed to realize the project [2]. 
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2.  ATLAS Tile Calorimeter Phase-II Upgrade 

The ATLAS (A Toroidal LHC Apparatus) is one of the four experiments/detectors that are placed 

around the accelerator ring which are used to induce the internal beams of the LHC to collide [3]. The 

ATLAS experiment uses the compact muon solenoid for standard model research, which includes the 

Higgs Boson as well as search for additional dimensions and particles that might be involved in the 

formation of dark matter [4]. A large amount of data is generated by the interactions in the ATLAS 

detectors. ATLAS uses a sophisticated response system to instruct the detector which events to capture 

and which to ignore to process the data. After then, the recorded collision incidents are analysed using 

sophisticated data-acquisition and computation technologies.  

 

 
Figure 1: ATLAS Tile Calorimeter and Liquid Argon Calorimeter. 

Figure 1 illustrates the ATLAS calorimetry system which consists of the Liquid Argon Calorimeter 

and the Tile Hadronic Calorimeter. The Liquid Argon Calorimeter measures the energy of electrons, 

photons, and hadrons around the ATLAS Inner Detector [5].  It is made up of many metal layers that 

trap incoming particles and change them into a collection of brand-new, lower-energy particles. These 

particles ionise the liquid argon between the layers, producing a measurable electric current [5]. By 

considering all the recorded data, physicists may determine the energy of the initial particle that struck 

the detector. 

Hadronic particles do not completely deposit all their energy in the Liquid Argon Calorimeter, thus 

the Tile Calorimeter, which surrounds the Liquid Argon Calorimeter, monitors the energy of hadronic 

particles. Layers of steel and plastic tiles make up its structure. Particles create a shower of new ones as 

they strike the layers of steel. In turn, plastic scintillators generate photons, which are then transformed 

into an electric current whose strength is inversely proportional to the energy of the original particle. 

    TileCal is the ATLAS experiment's heaviest component. A considerable upgrade of practically all 

ATLAS detection systems is required since a luminosity increase of approximately an order of 

magnitude over the original design will result in a comparable rise in particle fluxes in the detector [6]. 

As a result of the increased trigger rates and detector occupancy brought on by the high luminosity of 

the HL-LHC for Phase-II, the detector as well as the trigger and data collecting systems must overcome 

significant obstacles [7]. 

Front-end electronics and photomultipliers (PMT) for 48PMT channels are found in several drawers 

which are mechanical structures and are housed in each tile module. [2] Each drawer has feeders mainly 

cooling lines, data links and low voltage power [2]. The HL-LHC phase-II upgrade will increase 

reliability of cooling circuits and easy access to the electronics behaviour during detector openings. The 

on-detector electronics of the TileCal are found in a mini-drawer and are connected to the mainboard 

which supplies LV and controls an amplifier card, digitalizes the signal and pushes data to the 

daughterboard which is responsible for comms at high speed with the PPr (back-end electronics pre-

processor) [6]. The off-detector electronics aim to reduce the latency. The PMT digital signals are 
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transferred to the PPr at every event, data is processed at the PPr and sent to the trigger system. Trigger 

systems monitors and decides which data is kept and which is disposed.  

   The current ATLAS Tile Calorimeter cannot accommodate the increase luminosity due to the 

increased number of collisions. This results in frequent maintenance and an increase in maintenance 

services. Current architecture of the Tile Calorimeter is not capable of handling the amount of data that 

will be acquired for Phase-II upgrades. Some disadvantages of the present system include noise, poor 

quality factor, loss in latency and energy (overheat electronics). As part of the Phase-II upgrade of the 

Tile Calorimeter, two modules of the off-detector electronics for the TileCal electronic chain are 

currently in production. These two modules are called the TileCom and the GbE Switch. These two 

modules will enable the electronic chain to connect to the network, monitor certain data and enable the 

transmission of data within the chain. The TileCoM PCB currently in production will use a power chip 

(TPS65086100) to power the TileCoM. This paper presents the configuration of the TPS65086100 

device which will be populated onto the TileCoM PCB to provide power. 

3.  Experimental setup 

    The TPS650861 device family is a single-chip Power-Management Integrated Circuit (PMIC) that 

may be set up for optimal output voltages and sequencing. The TPS650861 includes three controllers to 

offer adjustable power up to 30A with big external FETs for high power applications, which can scale 

down in size and cost for smaller systems [8]. The TPS650861 can supply system power for a range of 

applications when combined with three 3 A converters, three general purpose LDOs, a termination LDO 

for DDR, and three load switches [8]. The BOOSTXL-TPS650861 Booster Pack plug-in module for the 

TPS65086100 contains two banks of non-volatile one-time programmable (OTP) memory that can be 

programmed using an MSP430F5529 Launch Pad development kit or directly on the chip during 

manufacture [9].    

     A modular, programmable, and adaptable power solution is offered by the TPS650861 PMIC, which 

can power a variety of CPUs, DDR3/DDR4 memory, and other peripherals [8]. Three step-down 

controllers (Buck 1, 2, and 6), three step-down converters (Buck 3, 4, and 5), a source or sink LDO 

(VTT LDO), three low-voltage VIN LDOs (LDOA1-LDOA3), and three load switches (SWA1, SWB1, 

and SWB2) are all included into the PMIC [8]. The configuration of each rail for the default output 

value, power-up sequence, fault management, and Power Good mapping into a GPO pin are all easily 

configurable with on-chip one-time programmable (OTP) memory [8]. The adjustable current limit 

(controlled by an external resistor at the ILIMx pin) of the buck controllers' integrated gate drivers for 

external power stages enables the best possible selection of external passive components depending on 

the required system load [8].  

The power input, inductor, and output voltage feedback input pin requirements for buck converters with 

integrated power stages are minimal [8]. All of these qualities, when combined with high-frequency 

switching, enable the use of inductors in compact form factors, lowering the cost and size of the whole 

system. The default VOUT can be utilised with all controllers and converters, or their voltage can be 

dynamically altered at any moment. So that the device starts up with the default voltage, the rails may 

be default-programmed for any available VOUT via OTP programming locally or at the factory. 

Alternatively, the rails can be configured by I2C while the device is in operation to another functioning 

VOUT while the rail is enabled or disabled [8]. There are different software and hardware required to 

configure the TPS65086100 power chip before it can be populated onto the TileCom PCB. The rest of 

the paper will give the methodology, expected and measured results. 

   The MSP430F5529 LP Evaluation board and the BOOSTXL-TPS650861 Booster Pack previously 

mentioned are shown in figure two respectively. These two boards that will be used for the testing stages 

for the power chips before the chips will be populated onto the TileCoM board. 
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Figure 2:MSP430F5529LP Development board and BOOSTXL-TPS650861 BoosterPack plug-in 

module. 

4.  Methodology 

The TileCom and GbE Switch board have been designed and manufactured. The PMIC device needs to 

be configured before it can be populated onto the TileCom to provide power for the FPGA. The block 

diagram below shows the methodology followed to configure the TPS65086100 PMIC: 

 

 
Figure 3: Block diagram showing the methodology followed for the PMIC configuration. 

4.1.  Programming Steps 

Use the firmware example to update the MSP430F5529LP development board firmware using the 

USB2ANY text file. The TPS65086100 OTP generator tool (TPS6508641 settings) is used to match the 

desired settings when the overview, sequencing and additional tabs in the OTP generator are modified. 

Under the “script” tab copy the B2-B96 cells onto a TPS650861-Script-1p0.js file which will be 

extracted in the GUI. The booster pack plug-in is plugged into the Launchpad, the GUI is started and 

use the select device option to go drag the TPS650861 device file previously downloaded. Turn ON S2 

on the BOOSTXL-TPS650861 plug-in module. By accessing the SHUTDNSRC register (0x05) from 

the Register Map or Register Controls tabs in the IPG-UI EVM GUI, you may verify the connection 

between the PMIC device and the IPG-UI EVM GUI. It ought to come back as 0x04, denoting that under 

voltage lockout was the reason of the most recent shutdown [10]. On the devices controls programming 

tab ensure all the five steps are done making sure that the correct OTP program (0x141) is chosen. 

Ensure that the measured output voltages of the regulators are favorable before programming the OTP 

onto the PMIC.  
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5.  Results and discussion 

The figure below shows the experimental setup for the TPS65086100 PMIC configuration using the 

evaluation board and the BoosterPack: 

  
Figure 4: Experimental setup for PMIC configuration. 

Table 1 below shows the output voltages for the voltage regulators after the configuration of the power 

chip using an OTP program: 

 

Table 1: Voltage Regulators Output voltage. 

Rail Type Input Voltage 

(V) 

Output Voltage 

Range (V)  

Measured 

Voltage 

(V) 

MIN MAX MIN MAX MAX 

BUCK1 Step-down 

controller 

4.5 21 0.41 3.575 3.2 

BUCK2 Step-down 

controller 

4.5 21 0.41 3.575 3.1 

BUCK3 Step-down 

converter 

3 5.5 0.41 3.575 2.8 

BUCK4 Step-down 

converter 

3 5.5 0.41 3.575 2.8 

BUCK5 Step-down 

converter 

3 5.5 0.41 3.575 2.9 

BUCK6 Step-down 

controller 

4.5 21 0.41 3.575 3.0 

LDOA1 LDO 4.5 5.5 1.35 3.3 2.7 

LDOA2 LDO 1.62 1.98 0.7 1.5 0.9 

LDOA3 LDO 1.62 1.98 0.7 1.5 1.0 

SWA1 Load Switch 0.5 3.3    

SWB1/SWB2 Load Switch 0.5 3.3    

VTT Sink and source 

LDO 

1.1 1.8    

IPG EVM GUI to configure 

PMIC with desired OTP 

settings 

Oscilloscope to measure 

output voltages of the 

voltage regulators 

MSP430F5520LP 

development board and 

TPS650861 Booster pack 

plug-in module 
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For LDOA1, LDOA2 and LDOA3 outputs, ground is bypassed with a 4.7uF ceramic capacitor but when 

not in use you leave floating. These load switches can monitor their output voltage and report good and 

fault conditions. Can configure GPO to “Power good” mode, when the unmasked power good signals 

are high it will go high as well by monitoring the unmasked power good signals it is given in the 

sequencing tab of the excel OTP tool.  

    The power sequence of a particular rail is dependent on the “power good” of the previous rail resulting 

in a clean staggered power up sequence. Ensure that the power rails are not enabled at the same time to 

decrease the inrush current of the supply. The rails are also enabled by CTLx pins and I2C software 

command. Power down sequences are enabled by using falling delays. When analysing the power down 

sequence for Buck1-Buck4, the bucks will have different falling edge delays, for example Buck 1 and 

Buck 2 falling edge delay is 4ms for the power sequence and for Buck 3 and Buck 4 it is 2ms and 0ms 

respectively. The falling edge delay decreases as the power down sequence number increases. The buck 

controllers have high frequency, react fast and a capable of driving two external N-MOSFETS. The 

buck converters provide excellent transient and AC load regulation and reduces switching noise of 

external filter components. 

6.  Conclusion 

The off-detector is the scope of the research, where two boards mainly the TileCom and GbE Switch 

PCB boards will be designed and built by SA-CERN for the LHC Phase-II upgrade. Phase-II upgrade 

enables the system to work efficiently and fast compared to the system that’s currently operating. The 

output voltages of the buck converters, buck controllers and LDOs are desirable for the TPS65086100 

PMIC device. Once populated on the TileCom board the PCB will be powered accordingly. 

    The TileCom board will enable the new system to transmit, monitor and store data at larger quantities 

with no loss of energy and latency. The GbE Switch will enable the electronic chain to connect to the 

internet. There are other PCBs under the off detector which will work hand in hand with the TileCom 

and the GbE switch PCBs. The collaboration with different countries for the ATLAS TileCal Phase-II 

upgrade will bring forth increased knowledge, 
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Abstract. In order to understand the oxidation of the PtSb2 minerals by either weathering or 

exposure to air, we considered the adsorption of oxygen molecules on mineral surfaces. The 

adsorption properties will give more insight into the interaction of the oxygen with the atoms on 

the surface. Generally, minerals are exposed to atmospheric air during crushing or storage. It had 

been reported previously that oxidation depresses sulphide minerals, resulting in poor grade-

recovery performance and the brittle nature of PtSb2 may result in difficulty of its recovery from 

such ores. The surface energy of (100) has been found to be 0.920 Jm-2 as compared to (110) 

1.194 Jm-2 and (111) 0.939 Jm-2. We performed oxidation on the PtSb2 (100) surface where O2 

was adsorbed in a peroxo, superoxide and Pt-O-O-Sb bridging on the surface Pt and Sb atoms. 

1.  Introduction 

PtSb2 is used in magneto-resistance products and display superconductivity and in medical and 

aerospace industries and jewellery [1]. In order to understand the oxidation of the PtSb2 minerals either 

by weathering or exposure to air, we considered the adsorption of oxygen molecules on mineral surfaces. 

The adsorption properties will give more insight into the interaction of the oxygen with the atoms on the 

surface. Generally, minerals are exposed to atmospheric air during crushing or storage. It had been 

reported previously that oxidation depresses sulphide minerals [2], resulting in poor grade-recovery 

performance and the brittle nature of PtSb2 may result in difficulty of its recovery from such ores. 

Furthermore, it had also been highlighted that the use of oxygen as a bubbling gas, was effective since 

it increased the pulp potential [3]. 

The ground state of isolated O2 molecule was experimentally found to be a spin triplet state, with 

the equilibrium bond length of 1.21 Å [4]. This corresponded to the current calculated equilibrium 

oxygen molecule bond length of 1.211 Å. We investigated the preferential oxidation site using DFT on 

the PtSb2 and described the bonding character of O2 on the surfaces. On this adsorption, we positioned 

the O2 on the surface in the vertical orientation. This is in line with previous studies of oxygen-

iron/nickel interaction where the superoxide isomers of the iron and nickel favour the vertical orientation 

[5]. 

The adsorption energies of the oxidations on the three surfaces will also be discussed. Firstly, we 

started by adsorption of the O2 molecule on the surfaces and examined their bonding geometric 

behaviour (bond length and angles). Then the Mulliken population charges were analyzed and discussed 

to fully describe the chemistry of the adsorptions. Other paragraphs are indented. 
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2.  Methodology 

We have employed the DFT within CASTEP code of Materials Studio, using the plane-wave with PBE 

exchange-correlation functional. The plane-wave basis set with a cut-off energy of 500 eV was set, 

which demonstrated convergence to within 0.2 meV/atom. We employed the ultrasoft pseudopotentials 

[7, 8] and the electron configurations considered for mineral surface were: Pt: [Xe]4f145d96s1 and Sb: 

[Kr]4d105s25p3 and for adsorbates we focused on the atoms that binds to the surface, which were: 

S:[Ne]3s23p4, O: [He]2s22p4. A k-point grid of 6x6x6 for the bulk and 4x4x1 for surfaces were generated 

using the Monkhorst-Pack [9] scheme. The size of the k-point grid used for mineral represents a k-point 

sampling spacing no greater than 0.05 Å-1. The convergence tolerances for force, ionic displacement and 

energy were 0.05 eVÅ-1, 0.001 Å and 0.01 meV/atom, respectively. Slab depth for each surface model 

will be listed for each model. The vacuum height (as discussed in the following section) for all surface 

models in this study was set at 20.0 Å in order to avoid the interaction of the adsorbates with the upper 

repeating slab model. Throughout this work model, total energies (in eV) will be quoted to three(3) 

decimal places to allow for future in-depth model comparison and optimisation by other researchers, 

while the surface and adsorption energies will be quoted to three decimal places. 

 

 

 

 

 
Figure 1: Bulk and cleavage for surfaces. 

 

3.  Results and Discussion 

We observed that the peroxide adsorption on Pt resulted in migration of oxygen molecule to the Sb 

atoms forming a Sb-mononuclear bonding (superoxide) and gave a Sb–O–O bond angle of 113.80º. The 

peroxide adsorption on Sb showed an over stretched O–O bond to 1.541Å, which was due to electron 

transfer from the Sb atoms to the LUMO p-orbital of the oxygen thus weakening the O–O bond. This is 

evident from atomic charges in Table 3, where the oxygen had more negative charge indicating electron 

gain. The two Sb–O bond lengths were noted to have one slightly larger than the other and the O–Sb–O 

was found to be 43.95º. Furthermore, the Sb–O–O–Pt bridging was observed to have poor adsorption 

on the Pt and thus results in Sb–O–O bonding. The O–O bond was also stretched to O–O = 1.417 Å and 

the Sb–O–O bond angle was found as 102.88º. 

. 

 

 

450 O2 adsorption on PtSb2 (100) surface

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

 

 
 

 

 

 
 

 

 

Esurface = (
1

2A
) [Eslab − n(Ebulk)],                                     

 

Table 1: Surface energies for different terminations 

 

Miler Index Plane 

 

Surface Termination 

 

Stoichiometry 

Surface energy (J.m–2) 

Unrelaxed 

 

(100) 

(100)-A PtSb2 1.569 

(100)-B PtSb2 0.920 

(100)-C PtSb2 1.569 

 

 

The model for the adsorbed adsorbate plus surface, surface, adsorbate and number of adsorbate are 

referred to as [S + A], [S], [A], and n, respectively. The superscript numbers will represent any charged 

states. The adsorption energies (Eads.) of an uncharged adsorbate (O2) to a surface was calculated from 

the difference in total energy between the neutral adsorbate surface ([S + A]0) and the sum of the neutral 

adsorbate ([A]0) and neutral surface ([S]0) models, as expressed in:  

Figure 2: The different surface terminations for PtSb2 cleaved from low miller index (100) plane. 

Figure 3: The side view of superoxide O2 molecule adsorption on Pt-top and Sb-top sites on the 

PtSb2 (100) surface. 
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𝐸𝑎𝑑𝑠. = [[S + A]0 − ([S]0 + 𝑛[A]0)]/𝑛 

 

This equation is applicable for the neutral adsorbate as the atom and electron counts for [S + A]0 and 

([A]0 + [S]0) are the same. However, if [A] carries a formal negative charge, then the [S + A] must also 

carry a negative charge in order to balance the electrons. This presents a problem, as the periodic-

boundary-condition box sizes required to demonstrate effective energy convergence would be 

prohibitively large as also reported by Waterson et al. [7]. Neugebauer and Scheffler [10], which utilises 

the work function (ϕ), to correct the extra electron in the electronic band structure, reported a solution 

to the problem. This was obtained by replacing the total energy of the [S + A] − system by [S + A] 0. We 

have calculated this correction for the [S + A] system and full details of our results are shown in the 

sections discussed as reported by Waterson et al [7]. As such the adsorption energies for the charged 

OH– and xanthates adsorbate [A] −to a neutral surface [S]0 is computed from:  

𝐸𝑎𝑑𝑠. = [([S + A]0 − 𝜙[𝑆+𝐴]0) − ([S]0 + 𝑛[A]−)]/𝑛 

 

Within these calculations, negative adsorption energy corresponds to an exothermic adsorption 

process and a positive adsorption energy corresponding to an endothermic process. The adsorption 

energies are given in kJ/mol, a convention by 1.0 (eV) = 96.485 (kJ/mol)/eV.  

 

Table 2: Adsorption energies.  

Adsorptio

n 

Atom site [S+A]0 (eV) [A]0 (eV) [S]0 (eV) Total Eads. (kJ.mol–

1) 

Superoxid

e 

Pt1 –49897.441 –868.856 –

49028.608 

+2.21 

Sb2 –49897.335 –868.856 –

49028.608 

+12.49 

Sb3 –49897.637 –868.856 –

49028.608 

–16.63 

Peroxide 
Pt2 –49897.717 –868.856 –

49028.608 

–24.38 

Sb2 –49897.910 –868.856 –

49028.608 

–43.03 

Sb3 –49898.192 –868.856 –

49028.608 

–70.16 

Bridge 
Sb3–O–O–

Pt2 

–49897.992 –868.856 –

49028.608 

–50.89 

Sb2–O–O–

Sb3 

–49898.830 –868.856 –

49028.608 

–131.79 

 

 

Table 3: The calculated atomic population (Mulliken) charges of superoxide and peroxide O2 

molecule adsorption on PtSb2 (100) surface. 

 

 

Adsorption 

 

Atom 

 

Adsorptions state 

Mulliken population charges (|e–|) 

s p d Total Charge 

 
Pt 

Before adsorption 1.00 0.85 9.08 10.97 –0.97|e–| 

After adsorption 0.97 0.92 9.02 10.91 –0.91|e–| 
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Pt–O2 

Superoxide 

O1 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.88 4.33 0.00 6.21 –0.21|e–| 

O2 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.90 4.27 0.00 6.17 –0.17|e–| 

Sb–O2 

Superoxide 

Sb 
Before adsorption 1.84 2.95 0.00 4.79 +0.20|e–| 

After adsorption 1.81 2.70 0.00 4.51 +0.49|e–| 

O1 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.87 4.39 0.00 6.27 –0.27|e–| 

O2 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.90 4.30 0.00 6.20 –0.20|e–| 

 

Pt–O2  

Peroxo 

Sb 
Before adsorption 1.84 2.95 0.00 4.79 +0.20|e–| 

After adsorption 1.81 2.72 0.00 4.53 +0.47|e–| 

O1 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.90 4.43 0.00 6.33 –0.33|e–| 

O2 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.89 4.38 0.00 6.27 –0.27|e–| 

Sb–O2  

Peroxo 

Sb 
Before adsorption 1.84 2.95 0.00 4.79 +0.20|e–| 

After adsorption 1.74 2.41 0.00 4.15 +0.85|e–| 

O1 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.94 4.52 0.00 6.47 –0.47|e–| 

O2 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.95 4.50 0.00 6.44 –0.44|e–| 

 

Pt–O2–Sb 

Bridge  

Sb 
Before adsorption 1.84 2.95 0.00 4.79 +0.20|e–| 

After adsorption 1.80 2.64 0.00 4.43 +0.57|e–| 

O1 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.91 4.74 0.00 6.37 –0.37|e–| 

O2 
Before adsorption 1.88 4.13 0.00 6.00 0.00|e–| 

After adsorption 1.90 4.40 0.00 6.31 –0.31|e–| 

 

The atomic charges computed for (100) surface were analysed and clearly indicated that the Sb atoms 

adopted more positive charge (lose charges), while the O2 molecule adopted more negative charge (gain 

charges) as shown in Table 3. Note that all Sb-peroxide adsorptions resulted in Sb-superoxide bonding 

mode, except for the Sb–O2 peroxide which did not change the bonding mode. We found that for all 

superoxide modes, the Sb-bonded oxygen was more negative than the terminal or end-bonded oxygen 

atom. This charge distribution behaviour for superoxide has been previously reported [11, 12]. The 

charge on O2 (i.e., charge sum of O1 and O2), for lowest ground state were as: for Pt–O2–superoxide 

(−0.38|e|), for Sb–O2–superoxide (−0.47|e|), for Pt–O2–peroxide (−0.60|e|), Sb–O2–peroxide (−0.91|e|) 

and Pt–O2–Sb-bridge (−0.68|e|). It was clear that the Sb–O2 (peroxide) had more negative charge than 

all the superoxide modes, suggesting that there was more charge gain on the O2 molecule. This was due 

to both oxygen atoms bonded to the Sb atom. For the superoxide, we observed that the O2 on Pt–O2–Sb 

bridge, gained more charge than all other superoxide modes. The negative charge on the oxygen atoms 

was also confirmed by experiment for superoxide or end-bonded O2 [13]. 

Table 3 clearly indicated that there was a greater loss of electrons in the 5p-orbital of Sb atoms with 

more gain of electrons in the 2p-orbital of O2 molecule. This suggested that there was a strong 

hybridisation of the 5p-orbital of Sb and 2p-orbital of O2 molecule. These effects may suggest that the 

Sb atoms take the form [Kr]5s25p2 electron configurations. However, there was some small charge loss 

on the 5s-orbital of Sb atoms and these may have been distributed to the 2s-orbital of O2 molecule. 
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4.  Conclusions 

The oxidation showed that the oxygen molecules preferred interacting with the Sb atoms than the Pt 

atoms for all surfaces. We observed different bonding modes, where bridging and dissociation into 

atomic bonding occurred. For the (100) surface we found that the Pt-O2 peroxide initial adsorption site 

gave the strongest adsorption. In the case of the (110) surface the Sb2-O-O-Sb3 bridging yielded the 

most exothermic adsorption. The (111) surface showed the Sb2-O-O-Sb2 bridging as the strongest 

exothermic adsorption, which dissociated and resulted in atomic bonding. The atomic charges indicated 

that the oxygen molecules gain charges from the Pt and Sb atoms. These findings suggested that the 2p-

orbital spin-down un-occupied orbital (LUMO) of O2 was fully occupied. We also observed that the 

Sb/Pt-bonded oxygen molecules were more negative than the terminal or end-bonded oxygen atom for 

superoxide bonding modes. Furthermore, based on the charge sum of the O2, i.e. charge addition of O1 

and O2, we found that in all cases the O2 interacting with Sb gained more charges, thus showing that the 

Sb atoms were the preferred sites for oxygen adsorption. 
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Abstract. A hadronic calorimeter called Tile Calorimeter (TileCal) can be discovered in the
center of the ATLAS detector. A sample calorimeter called TileCal employs steel plates as the
absorber and plastic scintillating tiles as the active medium. Because about 30 percent of the
total energy jets produced in a proton-proton collision are deposited in TileCal, it is crucial in
the accurate reconstruction of the kinematics of the physics events. The main objective of this
project is to develop the plugin that will be used to retrieve data from the Detector Control
System (DCS) Data Viewer (DDV) server and analyze it for anomalies in the HV channels. The
plugin will then be incorporated into the Tile-in-One platform, which unifies all TileCal work
onto a single platform. The results shows that the plugin is able to extract the data from the
DDV serve and visualize it.

1. ATLAS Tile Calorimeter
ATLAS [1] stands for A Toroidal LHC ApparatuS, it is one of the most massive detector at the
Large Hadron Collider (LHC). The ATLAS detector’s function is to investigate wide range of
physics such as study of Higgs and boson, and other Standard Model phenomena to the searches
of extra dimensions and particles that could make up dark matter. Figure 1 shows the ATLAS
detector, the detector is 44 m long barrel with a diameter of 25 m, where the sub-detectors
and magnets are arranged in cylindrical layers around the beam pipe. The sub-detectors are
arranged in this order: Inner Detector (ID), Solenoid Magnet, Electromagnetic Calorimeter,
Hadronic Calorimeter, Toroid Magnet and Muon Spectrometer.

In this poject we look inside of the ATLAS detector, where we look at the high voltage
system of the Tile calorimeter (TileCal) of the ATLAS experiment. This system is appropriate
to deliver a reliable power distribution into particles physics detectors using a huge quantity of
PhotoMultiplier Tubes (PMTs). The high voltage system has been evolved to deliver every of
the approximately ten thousand PMTs of the ATLAS TileCal with a voltge starting from 500
to 900 V, the relation among the gain G of PMTs and the implemented high voltage is given
via way of means of G is proportional to HV β, where β is particular to every PMT [2].
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Figure 1. ATLAS detector shown in grey [4]

Note that any variation of high voltage would induce a gain variation deteriorating the
measurement of the energy deposited by the particles in the calorimeter cells. The aim of
this project is to build a web based tool (plugin) that will monitor and control high voltage data
offline for better analysis. This web tool will be integrated to the platform called Tile-in-One
(TiO) that is described in section 2 further. TiO plugin will be developed in order to visualize
and convey complex information easily of the data that will be extracted from the Detector
Control System Data (DCS) using DCS Data Viewer (DDV) server. Once the data is being
visualized then the analysis take place for the behavior of HV channels in order to acquire a
better understanding of the detector and detecting anomalies.

2. Tile-in-One Platform
A number of tools were developed in order to monitor and maintain TileCal activities, these
were developed by different group of collaboraters. Since the tools were developed by different
groups, it make use of distinctive technologies and data sources require different ways of data
recovery. This results in time consuming and costly work since collaborators have to browse
among a number of tools in order to perform a given task [3].

The Tile-in-One (TiO) web platform, is a platform that aim integrate all TileCal web tools
into one platform, which will share the computing infrastructure and access to same data and
services inside or outside the TileCal Collaboration.

2.1. TiO Architecture
The TiO platform is configured with flexibility and ease of maintenance [4] as shown in Figure
2. TiO design is based on one main server that is in charge of the secure connection to the
platform, authentication of the users and also taking care of the user requests and responses.
Plugin are are small host web applications that are behind the main server, they receive the
user’s requests, process the request and returns the response to the user.
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Figure 2. Architecture of TiO platform

The important key elements of TiO design to note, the plugins run in separate Virtual
Machines (VMs); they are based on a template provided by the platform developers and there
is a group or person responsible for the maintenance of the plugin etc.

As stated that there is a template provided for the plugin developed. This is due to the
fact that the majority of the plugin developers they are less skilled in web development. The
platform so far provide two templates: Simple Static Plugin Template and Simple Dynamic
Plugin. Here is the screenshot of one of the template provided in Figure 3.

Figure 3. Screenshot of the Simple Dynamic Plugin Template

3. Preliminary Results and Discussion
Preliminary results show the successful of querying the Tile DCS high voltage data collected
from Oracle database using DDV tool. HTTP requests python script is created to the data
directly from the DDV server for any high voltage channel of the module to be visualised and
analysed using plotly library. Figure 4 shows the web interface set of HV plugin on the user
side. The plot shown in Figure 4 is of the different drawer and channel number, it is important
to note that, each drawer number (64 drawers) consist of 47 channels. Therefore, there are at
least 10 000 channels will be visualised and analysed in order to observer the behaviour of the
HV channel.
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Figure 4. The plot visualised by the user at web interface of the high voltage plugin

4. Conclusion
The web interface (environment) was successfully created for high voltage using necessary
templates provided at CERN for web developers. The extraction of data from the DCS DDV
server was accomplished and the data was visualised as seen in Figure 4. The displayed data is
for 24hrs. Note that the plugin is still on development for proper proposed title.
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Abstract. The current global energy crises threaten achieving sustainable development goals 
(SDGs). The recent closure of numerous small enterprises in South Africa proves that the 
country's economic progress is being hampered by the country's increasing number of power 
outages (load shedding). Several residential buildings and businesses have converted their roof 
space to photovoltaics renewable energy producers, part of an avalanche in implementing various 
renewable energy technologies. A Photovoltaic (PV)/battery hybrid power system operated at 
Masia Development Centre was modelled with and without being connected to the grid using 
the Hybrid Optimization Model for Electric Renewable (HOMER)software. The comparative 
performance analysis of the on-grid and off-grid configurations of the hybrid power systems was 
carried out using HOMER software. Based on the results, it can be concluded that the 
PV/Grid/Converter system configuration is more reliable, sustainable, and economically feasible 
with the lowest net present cost (NPC) and levelized cost of energy (LCOE) of R992,237.00 and 
R1.36/kWh, respectively, in comparison to other comparable configurations. The investigation 
has shown that while reducing reliance on the national grid, using a battery bank may not 
considerably lower the net present cost of a hybrid power system. It was established that, as 
compared to standalone PV/Batt/Converter and PV/Grid/Batt/Converter hybrid power systems, 
the adoption of a hybrid PV/Grid/Converter system without battery storage may achieve much 
lower NPC and LCOE. 

1.  Introduction 
The current global energy crisis is threatening sustainable development in any developing nation. Thus, 
governments in developing nations must achieve high energy security to sustain their development 
trajectory. In South Africa, the continuous increase in power outages (load shedding) hinders the 
country's economic growth, as evidenced by the recently witnessed closure of several small businesses 
across the country [1, 2]. Due to the increase in energy demand and load-shedding-related power 
outages, the South African government needs to find alternative energy resources. South Africa must 
use available renewable energy potential to cover the energy shortfall and sustain its economic growth 
rate. Regardless of the fluctuating nature of renewable energy systems (RES), especially solar 
photovoltaic (PV) and wind, South Africa is in the best position to harness the available renewable 
energy, as evidenced by an avalanche in implementing different renewable energy technologies, with 
several residential buildings and firms turning their roof space to photovoltaics renewable energy 
generators [3, 4]. According to Statista global data and business intelligence platform and the South 
Africa Solar Photovoltaic (PV) Market Report from the global data, South Africa leads the continent 
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with a cumulative PV installed capacity of 7021 MW with 4412 MW as industry and residential rooftops 
as of June 2023, [5]  

   Solar energy, which is clean and limitless, can offer a sustainable and long-term solution to the 
current global energy crises [6, 7]. PV generators can immediately convert solar energy into helpful 
power [6]; therefore, as many studies/researchers have proposed, solar energy is frequently included in 
hybrid systems. A hybrid system that is either grid-tied or off-grid can combine fuel cells, diesel 
generators, wind turbines and solar energy [8, 3]. Such hybrid systems can substantially support the 
utility grid by injecting power to or taking part of the load from the grid, mitigating greenhouse gas 
emissions from conventional power generation. Concerning sustainability, efficiency, and economic 
feasibility, solar photovoltaic (PV) is one of the most promising alternative energy sources, which is 
being touted as a leading solution to long-term electrification and development problems worldwide [9, 
10].  

   However, local municipalities have different by-laws for connecting distributed renewable energy 
generators to the local grid, making it challenging to implement these PV systems [11, 12]. Additionally, 
PV systems configurations require an understanding of optimal configuration and proper scheduling to 
match the load demand for the facility or building. Thus, off-grid, grid-tied, and grid-interactive hybrid 
PV energy systems design, scheduling, and performance analysis are gaining increasing attention from 
academia and industry to enhance their integration as an alternative energy source. The overall 
performance analysis is the right approach to evaluate the solar photovoltaic power potential. It benefits 
from assessing upcoming solar photovoltaic plants' design, maintenance, and economic performance 
[13, 14, 12].  

   Few authors have conducted comparative study of on-grid and off-grid hybrid power systems. The 
earlier studies of different solar energy systems show that the grid-tied and the hybrid energy systems 
perform better in terms of energy reliability and investment since more than one energy source 
contributes to the system's energy [15]. Tomer and Tiwari (2017) conducted a techno-economic 
feasibility study of a grid-connected PV hybrid system. The results proved that the proposed hybrid 
approach is economically viable to meet the household’s demand [16]. 

   This study aims to provide a comprehensive understanding of the operation of grid-connected 
photovoltaic and hybrid power systems design using a recently installed hybrid power system at Masia 
Development Centre, Limpopo, as a case study. The focus of the study is not to claim or confirm the 
performance of an installed PV system but to show the benefits of off-grid and grid-interactive hybrid 
renewable energy systems (HRES) in the provision of reliable power with no carbon emission or other 
contaminants in a residential house or on a small-scale power supply. 

 

2.  Methodology 
This study used HOMER software to model and optimise the grid-tied and off-grid hybrid power system 
architecture for electricity supply in the Masia Community Development Centre in Limpopo, South 
Africa. The facility is currently not getting electricity from the national grid. 

2.1.  Description of study area 
The Masia Community Development Centre, located in Masia Tshikwarani village in Collins Chabane 
local municipality in Limpopo Province, South Africa, with geographical position system (GPS) 
coordinates 23°11'03.5"S 30°18'37.6"E, was chosen as the research site for this investigation. Currently, 
a 20-kW solar system serves as the only source of power for selected electrical needs in one of the 
buildings at the community development centre.  The facility has all the utility grid system infrastructure 
but is not operating. The facility is already wired for grid supply with a separate wiring for the PV 
system. However, the simulation is done assuming the two power systems use the same wiring 
infrastructure. 
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2.2.  System architecture 

The hybrid components (PV, battery bank, inverter) of HOMER models were used with and without 
connecting to the grid. This study has guided the system configuration design and components sizing by 
economical reliability factors. The components and solar resources data were fed into the HOMER 
software and simulated to obtain the optimal configuration with the lowest levelized cost of energy 
(LCOE) net present cost (NPC) and high reliability. The national grid and PV modules are the energy 
generation components, hence the utmost substantial solid requirements when selecting an optimally 
designed hybrid power system. The architecture of the proposed hybrid system is shown in Figure 1. 

 

 

2.3  Renewable source assessment 

The monthly solar irradiation data of the designated site were acquired from the National Renewable 
Energy Laboratory (NREL) [8] using the geographical coordinates of the location, Masia Community 
Development Centre, into HOMER software. The research site is one of the regions receiving the highest 
solar irradiation in the country, demonstrating the excellent potential for producing electric energy from 
the installed PV system. The site received maximum sun irradiance 6.34Wh/(m2day) in January and 
the lowest solar irradiance was obtained in June at 395 Wh/(m2day)  th the scaled annual average solar 
irradiaion of 5.26 Wh/(m2day).The research area's clearness index and sun irradiation are shown in 
Figure 2. 

   The NASA surface meteorology was used to get the crucial temperature information. This information 
is essential for the HOMER software process and aids in comparing the effectiveness of various 
microgrid power systems. The temperature information calculates the solar PV derating factor and 
evaluates the system's performance under challenging weather or climate conditions. The area's scaled 
annual average temperature is 21.10 °C. The lowest daily temperature is 15.58 °C in July, and the 
maximum is 24.52 °C in January, as shown in Figure 3. 

 
2.4  Load assessment 

In these studies, the assessment of energy demand is one of the essential parameters to consider in the 
performance analysis and was accomplished through an inspection survey and an analysis of energy 
flows for energy conservation in a facility [15]. The used loads or appliances were selected based on 

Figure 1. Proposed hybrid system architecture. 
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necessity, and all air conditioning units were omitted. In this study, the appliances used, their power 
rating, and operating hours data of used loads in this facility were collected and entered in HOMER 
software for the daily, seasonal, and yearly load profile generation, as shown in Figure 4. 

 
 

 
Figure 2. Irradiation and clearness index. 

 

 
Figure 3. Monthly average temperature. 

 

Figure 4. Daily and seasonal load profile. 

 

2.5   System components 

For the objectives of simulating and analysing an off-grid and grid-tied hybrid system, this article 
considers and uses the PV, national grid, battery, and system converter as essential system components.  
HOMER software was used to model and simulate the performance of the off-grid and grid-tied hybrid 
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systems. Solar PV and batteries are connected on the DC side, while the grid and the loads are connected 
to the AC side. AC to DC or DC to AC conversions are made using the 3-phase inverters system. In the 
grid-tied configuration, when the solar energy is insufficient, the facility will use the utility grid to supply 
the required amount of electricity, and when PV generates more than needed, that is, after fully meeting 
the load, the PV array's extra energy recharges the energy storage devices first, [3] and then feed-in to 
the power grid. The facility's electrical needs should be able to be fulfilled by the architecture of the 
ideal microgrid system. However, in the off-grid configuration, when more energy is produced from the 
PV generator, some inverter shutdown or reduction of power output mechanisms are employed where 
the inverter adjusts its operating parameters to match the energy demand or system conditions, for 
example, power curtailment or just load dumping.  

   Below is a description of the system components model utilised in this investigation. 
(a) PV generator model: The power generated by the solar photovoltaic (PV) panels is given by [3, 

17] 

𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑃𝑃𝑅𝑅−𝑃𝑃𝑃𝑃 �
𝐺𝐺

𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟
� �1 + 𝐾𝐾𝑇𝑇�𝑇𝑇𝑐𝑐 − 𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟�� ,     (1) 

where: 𝑃𝑃𝑃𝑃𝑃𝑃 is the power generated by the solar PV) panels, 𝑃𝑃𝑅𝑅−𝑃𝑃𝑃𝑃 is the rated power at reference 
condition, 𝐺𝐺 is the solar radiation in 𝑊𝑊/𝑚𝑚2, 𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟 is the solar radiation at a reference condition. 
It is given by 𝐺𝐺𝑟𝑟𝑟𝑟𝑟𝑟 = 1000 𝑊𝑊/𝑚𝑚2,    𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟 is the total cell temperature t referenc coditions 
(𝑇𝑇𝑟𝑟𝑟𝑟𝑟𝑟  =  25℃), 𝐾𝐾𝑇𝑇 is temperature coefficient of the PVpanels, 𝑇𝑇𝑐𝑐   the cell temperature.  

(b) Battery model: The battery capacity, C(t) at a point in time t, is calculated by HOMER with the 
equation [18]:𝐶𝐶(𝑡𝑡) = 𝐶𝐶(𝑡𝑡 − 1) − 𝜂𝜂𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 �

𝑃𝑃𝐵𝐵(𝑏𝑏)
𝑃𝑃𝐵𝐵𝐵𝐵𝐵𝐵

�∆𝑡𝑡         (2) 

where: 𝐶𝐶(𝑡𝑡 − 1) is battery capacity at the previous increment, 𝑃𝑃𝐵𝐵(𝑡𝑡) battery input (𝐸𝐸𝑖𝑖(𝑡𝑡)) 
/output power (𝐸𝐸𝑔𝑔(𝑡𝑡)) given by:   𝑃𝑃𝐵𝐵(𝑡𝑡) = 𝐸𝐸𝑔𝑔(𝑡𝑡) − 𝐸𝐸𝑖𝑖(𝑡𝑡), 𝜂𝜂𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 is the battery efficiency , 𝑉𝑉𝐵𝐵𝐵𝐵𝐵𝐵 
is the bus voltage , ∆𝑡𝑡 = 𝑡𝑡 − 𝑡𝑡0 is the time interval at any time t. 

(c) Grid: The utility (ESKOM) grid is the back-up source of electrical energy in this study. 
Integrating renewable energy sources (RES) solar photovoltaic (PV) and battery storage into 
the grid is considered principal to the system. The grid systems supply power when the solar 
system fails to provide adequate/enough ability to meet the facility’s energy demand. The grid 
absorbs excess electricity when it is generated.  
 

2.6 Financial metrics 

The net present cost (NPC) and levelised cost of energy (LCOE). HOMER calculates net present cost 
(NPC) by the formula  [18, 19, 20]:  

NPC = Cann.tot
CRF(i×proj)

                  (3) 

where: Cann.tot is the total annualized cost of the system, CRF is the capital recovery factor, 𝒊𝒊 is the 
interest rate in %, and proj is the project lifetime.  
The capital recovery factor (CRF) is determined by [18, 19, 20] : 

                           CRF(i, N) = i(1+i)N

(1+i)N−1
              (4) 

where: 𝑖𝑖 is the real interest rate, and 𝑁𝑁 is the period/number of years. 

HOMER uses the following equation to calculate the Levelized cost of energy (LCEO [18, 19]: 
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LCOE = Cann.tot
Eprim+Edef+Egrid.sales

     (5)  

where:  𝐶𝐶𝑏𝑏𝑎𝑎𝑎𝑎.𝑏𝑏𝑡𝑡𝑏𝑏  is the total annualized cost, 𝐸𝐸𝑝𝑝𝑟𝑟𝑖𝑖𝑝𝑝  is the total amount of primary load that the system 
serves per year, 𝐸𝐸𝑑𝑑𝑟𝑟𝑟𝑟 is the total amount of deferrable load that the system does per year, and 
𝐸𝐸𝑔𝑔𝑟𝑟𝑖𝑖𝑑𝑑.𝐵𝐵𝑏𝑏𝑠𝑠𝑟𝑟𝐵𝐵 is the energy sold to the Grid per year. 

2.7 System reliability 

 There are usually situations where the proposed energy system would not meet consumer’s energy 
demand requirements. This may be due to insufficiency in energy resources. Such circumstances will 
lead to a loss of power, resulting in the consumer’s load not being served at such a moment. This study 
uses a loss of energy probability (LOEP)—Equation (6) and availability (Equation (7)) indices to 
evaluate the reliability of the proposed systems. [21] 

       LOEP =
∑ Unmetj8760
j=0

∑ Demandj8760
j=0

,      (6) 

`     Availability = 1 − LOEP = 1 −
∑ Unmetj8760
j=0

∑ Demandj8760
j=0

.                  (7) 

 

3.  Results and discussion 
In this section, the simulation results from HOMER software are presented and discussed 

3.1. Optimization results and optimal sizing of the proposed hybrid power system 

  NPC and LCOE were used to determine the hybrid power system's ideal system component size. 
HOMER ranks the system configurations in their order starting with the one with the lowest NPC and 
LCOE. The decision of the wining system will involve in addition to the two criteria the designer or 
owners considered benefits best and winning system. The optimal hybrid power system architecture 
with component sizes and results of the financial analysis are shown in Table 1. The optimum rated 
capacity of 20 kW for solar PV array power production provides PV penetration of 138% with operating 
hours of 4,338 hrs/yr and a levelized cost of 0.184 R/kWh. The power converter capacity is 20 kW with 
4,388 hrs/yr operating hours, and energy loss of 750kWh/yr. The grid has a sale capacity of 
approximately 999 999 kWh with energy purchased of 10,540 kWh/yr (from the grid) and energy sold 
of 19,655 kWh/yr (to the grid). Although the PV/Grid/Converter configuration of the hybrid system 
shows the most favourable on economic parameters, like lowest net present cost and levelized cost of 
energy, the reliability criteria is at stake given the current with an NPC of R992 237.00 and LCOE of 
R1.36, and a minimum operation cost (OC) (R/yr) of R52 183.00, the PV/Grid/Converter (Cases 1) 
design is considered the best/wining option. The two cases are ranked as best: case 1 and case 2. This 
optimal hybrid power system architecture, both off-grid and grid-connected, is considered the most 
affordable and trustworthy.  

3.2 Electric energy production 
 The national grid and solar PV are the two most efficient hybrid power system's monthly average 
electrical energy output. Based on a monthly analysis, the graph demonstrates how solar PV and national 
grid systems produce different amounts of electricity depending on the time of year. Solar PV has the 
most electricity, followed by the national grid. These ideal hybrid power system components 
continuously provide enough electricity to meet or load the facility’s necessary power demand. Case 4 
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has a more challenging time meeting the load power requirement at night. It is found that the ideal grid-
connected hybrid micro-grid power system produces 36 053kWh annually. 

 

Table 1. Optimisation results of the proposed hybrid power system component sizes.  

C
a
s
e 

Architec
-ture 

PV 
(kW) 

Batt 
(kWh) 

Grid (kW) Conv 
(kW) 

NPC (R) LCOE 
(R) 

OC (R) Energy 
purchased 
(kWh) 

Energy 
sold 
(kWh) 

1 PV/Grid
/Conv 

20 0 999999 20 99 237.00 1.36 52 183.00 10540 19655 

2 PV/Batt/
Grid/Co
nv 

20 16 999999 20 1.28M 1.76 65 320.00 10540 19622 

3 PV/Batt/
Grid/Co
nv 

20 34 999999 20 1.60M 2.19 76 293.00 10540 19579 

4 PV/Batt/
Conv 

20 98 0 20 32.8M 83.73 2.01M 0 0 

 

 
Figure 5. Monthly electric production. 

Figure 6 displays the daily energy sales and purchases from the grid throughout the year. According to 
the findings, more energy was bought from the grid between 18:00 and 6:00 a.m. and less throughout 
the day. The facility will be supplied with electricity from the grid at night. With a peak around noon, 
more energy is sold back to the grid during the day. The findings indicate that more power was sold 
back to the grid than was consumed, which will assist with future energy credits. 

 
Figure 6. Energy purchased from the grid and energy sold back to the grid. 

5.  Conclusion and future studies 

The simulations of the power systems configurations showed that a PV/Grid/Converter hybrid system 
without batteries may considerably lessen reliance on the national grid (20 kW PV array, 999 999 kW 
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grid). Based on the results, it can be concluded that the PV/Grid/Converter system configuration is the 
most economically feasible with the lowest net present cost (NPC) and levelized cost of energy (LCOE), 
of R992,237.00 and R1.36, respectively, in comparison to other comparable configurations. However, 
due to the reliability requirement of the electricity supply to the loads and the current load-shedding 
experienced with the grid, a design with storage would be best. The high PV penetration of 138% shows 
the oversized generation to the connected load. It was demonstrated that even while using a battery bank 
lessens the hybrid power system's reliance on the national grid, the net per cent cost may not be 
significantly reduced. It was discovered that, when compared to standalone PV/Batt/Converter and 
PV/Grid/Batt/Converter hybrid power systems, the adoption of a hybrid PV/Grid/Converter system 
without battery storage might yield much lower NPC and LCOE during a 25-year projection period. To 
sum up, the hybrid PV/Batt/Converter system may be helpful in remote locations and the present power 
crisis experience in the country.  

   In future work, a study of the entire centre loads and generators needs to be simulated, and results to 
inform the benefits and operation of the typical example of microgrid set up at the site. A hydrogen fuel 
cell is already installed, so its performance analysis will be ideal. 
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Abstract. Thanks to the use of weather balloons, it is possible, through the instruments on
board, to carry out measurements of pressure, humidity, and temperature in a capillary way,
from sea level, up to an altitude determined by technological limits, or as a function of the
specific experiment. The cost of an experiment carried out with a weather balloon depends
on the types of equipment on board and the weight of the payload. In addition to scientific
instruments, a geolocation device and a transmitter capable of transmitting measurements in
real time are essential. In this work, we want to explore a low-cost modular system in which the
instruments can be added, removed, or modified according to the needs of the experimenters.
This device can represent a valid aid for research or teaching. In the proposed system, all the
device works properly, but the optimization at the software level still need to be improved to
run the Global Positioning System and the GSM simultaneously. In this project, the behavior
of the humidity sensor was tested.

1. Introduction
One of the first valuable uses of the balloon for science was proven in early 1911-12 by physicist
V.F. Hess, which proved the existence of cosmic rays [1]. Over time, weather balloons have
found use in the academic field and in civilian sectors such as aviation support. Like any other
aerospace system, consideration must be given to the environment in which the system operates.
The design of this first payload prototype was made around the International Telecommunication
Union (ITU)[2], which give the order of magnitude of pressures and temperatures for the different
layers of the atmosphere. The knowledge of the temperatures is essential to understand which
electronic component or bus system needs to ensure the system’s survival. In first approximation,
the temperature from an initial altitude zB to an altitude z, changes according to the Equation
1.

T (z) = TB + α(z − zB). (1)

The temperature TB is the temperature at the initial altitude zB, α is a coefficient, and z is the
altitude of the ballon. The Equation 1 is only valid for altitude lower than 11km from the sea
level [3]. Since the temperature at the altitude z depends on the initial temperature TB, the
ITU recommendations are used to calculate temperature and pressure for mid-latitudes.

From the International Telecommunication Union (ITU) recommendation, it is possible to
estimate temperature and pressure as a function of the altitude, as represented in Figure 1. A
mid-latitude was chosen because of the lower temperature than South Africa, and it is possible
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to guarantee the survival of the system. The estimations of the temperature and pressures
considered also in function of the seasons.

Figure 1. Pressure and temperature as function of the altitude h, for mid latitude between 22◦

and 45◦ degrees. The estimation was performed for winter and summer.

2. General scheme of the sensors system
The main goal of the design consists of a low-cost system and allows modifying the configura-
tion according to the researcher needs. The structure of the system is represented in Figure
2. The ”Board 1” represents the core of the system. The board includes a Micro Controller
Unit (MCU), which controls the experiments and performs calculations. This board contains
the USB to serial converter to program the MCU and check the system before launching the
balloon. The MCU is an Atmega328P [4] and can be programmed using the Arduino IDE,
configured for Arduino Uno[5].

Board 2 includes a Global Positioning System, a power system, and a transmission device.
The Board 3 consists of the experiments. The Arduino Environment was chosen for the following
reasons:

• Well known in science environment and easy to use.

• Rich of modules available from third parties.

• Microcontroller available in Dual In-line Package (DIP).

Figure 2. Board 1, is the Micro Controller Unit and is the core of the system.Board 1 is used
for data elaboration and controls. Board 2 includes the data transmission, the Geo localisation
and the power control.
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The packaging of the micro-controller is important if the Printed Circuit Board is produced
in house, and can be easily made trough a toner-transfer method or lithography. On the other
hand, this family of microcontroller has limited performance in terms of calculation and Random
Access Memory (RAM) space. The lack of calculation performances are easily mitigate by coding
optimisation but the RAM can be only mitigate by adding an external Serial Peripheral Interface
SPI-RAM, or by changing the MCU to an Atmega2560.

3. Board 1
As specified in the previous section, Board 1 allocates the microcontroller unit. The electronic
Scheme of the Board is represented in Figure 3. The MCU, Atmega328, is typically configured at
16MHz. A serial to USB converter has been used to program the board and data communication
between the computer and the balloon before launch. The Integrated Circuit (IC) used for the
serial communication is the CH340G Ic. The vantage of the mentioned Ic is the cost, and it is
simple to place in a Printed Circuit Board (PCB).

Figure 3. Electronic scheme of the Board 1.

4. Board 2
One of the most critical parts which characterize the weight and the period of the mission is the
power subsystem. The second essential part is the device’s transmission and geo-localization
components. The Board 2 includes these mentioned parts. The schematic of the Board 2 is
represented in Figure 4. The two voltage regulators work as two independent power sources.
One power source, specifically the voltage regulator 1, is used to power the microcontroller
of Board 1 and any other service that runs at 5V. The second power source is dedicated to
the transmission system, which includes a Global System for Mobile communication (GSM)
Sim800L [6]. At the existing design, all the modules can operate to a voltage between 3.3 and
5V, except the GSM module, which requires a maximum of 4.4V. The system can ideally work
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only with 4.4V, but if different instruments need to be placed in Board 3, maybe 5V is necessary.
Removing the voltage regular 1 is possible by simply connecting the nodes A1-A2 and B1-B2.
The GPS module, GY-GPS6MV2, communicates to the MCU through serial communication as
the GSM module. The SoftwareSerial library of Arduino IDE can program the transmission for
the GSM and the GPS module.

Figure 4. Schematic of the board number 2.

5. Board 3
Board 3 is just a connector board where the atmospheric instruments are placed. The most
important feature to note is the pin connected to the MCU. Board 3 is depicted in Figure 5. One
humidity sensor, one temperature, and a pressure sensor are connected to the board 3. Whatever
sensor or instrument can communicate via the SPI[7] protocol, such as the temperature sensor
made by the MAX31865[8] and the probe PT1000. Other SPI systems can be placed on Board
3 (previous modification) by controlling the different chip selectors (CS) using the available
digital/analog pins on Board 1. The pressure sensor BMP180, communicates trough the I2C
protocols.

6. Experimental testing of the humidity sensor
The pressure sensor BMP180, is a sensor that comes from the SIEMENS, and is also able to
measure the temperature. The sensor is calibrated, and for now, only a qualitative analysis is
performed on the humidity sensor, for which we do not have many details. Since relative humidity
depends on the temperature [9], the qualitative analysis is performed by considering the inverse
proportionality between temperature and relative humidity. The measure was conducted at the
sea level and is represented in Figure 6. From the plot, the linear relation between the two
quantities can be observed and the appropriate calibration will be done using an appropriate
reference sensor. The temperature calibration of the sensor PT1000 is not performed yet, and
further investigation will be done to characterize the MAX31865 and the thermocouple PT1000.

7. Summary
The presented system represents a modular balloon system that can be reconfigured to the
researcher’s needs and is easy to program. The proposed system can only be used for low
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Figure 5. Atmospheric sensors board.

Figure 6. Measured temperature and humidity. The temperatures were collected by the sensor
BMP180, while the humidity from the sensor DHT11.

altitudes or as a ground station at this design stage. The reasons are related to the commercial
sensor that cannot operate, except the temperature probe, at temperatures lower than zero
Celsius. The system needs to be reconfigured with other sensors to be used at high altitudes,
and the GSM needs to be substituted with a Radio transmitter. These changes can be operated
easily since the structure of the design only needs replacements with other modules.
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Abstract. Gas detection involves identifying harmful gases in the surroundings or atmosphere 

to manage air quality and safety. This is particularly crucial in sectors like food security. The 

working principle is centered on converting the effects of gas adsorption on active material 

surfaces into detectable signals, such as altered electrical, optical, thermal, mechanical, magnetic 

(magnetization and spin), and piezoelectric properties. To overcome the sensitivity challenges 

of sensing materials, strategic approaches have been developed, including noble metal doping 

and heterostructures. Doping, a technique involving the introduction of certain elements, has 

proven more effective in enhancing ZnO's gas sensing capability compared to other methods. It 

achieves this by inducing changes in the material's microstructure. In this work, Co and Ni were 

used to dope ZnO(101) surfaces, aiming to understand how the efficiency of doping impacts 

electronic and structural properties, as well as the gas sensing mechanism. The outcomes 

demonstrate that all doped ZnO(101) surfaces exhibit enhanced conductivity due to narrowed 

band gaps and the presence of impurity levels within these gaps. This heightened conductivity is 

vital for materials used in gas sensing. These research findings hold significance for 

comprehending the gas sensing mechanism of modified ZnO and offer insights into its potential 

as a sensing material. 

1.  Introduction 

Having a comprehensive understanding of the gases present in a specific area within our daily lives 

holds significant importance. Gas detection involves a process that aids in identifying and overseeing 

various gases in our vicinity, utilizing a device called a gas sensor. These sensors can be categorized 

into groups like paramagnetic, solid electrolyte, electrochemical, thermal conductive, and metal oxide 

semiconductor sensors. They operate based on diverse characteristics of the materials employed, 

including electrical, optical, and gas chromatographic properties [1]. Among these sensors, the 

semiconductor metal oxide gas sensor stands out due to its exceptional sensitivity, precision, selectivity, 

response time, stability, durability, portability, and cost-effectiveness, with ratings ranging from 

excellent, good to fair [1]. The mechanism of these semiconductor metal oxide (SMO) gas sensors 

encompasses two key functions: the receptor function and the transducer function. The receptor function 

identifies the target gas, leading to electrical alterations on the metal oxide's surface. Subsequently, the 

transducer function converts these surface changes into variations in electrical resistance within the 

sensor. These SMOs are based on general properties of two groups, where the first group are the 
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materials that exhibit surface conductance effects operating at lower temperature between 400 ° C and 

600 ° C and second group are the materials that shows bulk conductance effects operating at temperature 

greater than 700° C). The first group is made up of materials such as Sn2O and ZnO (zinc oxide), whereas 

the second group is made up of materials such as TiO2, CeO2, and Nb2O5 [2]. 

Zinc oxide has gained recognition as an exceptional SMO due to its remarkable physical, optical, 

chemical, and electrical attributes. To effectively utilize ZnO, it is necessary to cleave the bulk structure 

to expose its most prominent surfaces, since ZnO follows surface conductance effects. The (101) surface 

of ZnO has been identified as the most exposed and stable surface in the material's bulk structure [3]. 

However, challenges exist in utilizing zinc oxide-based gas sensors, including high power consumption 

and inadequate selectivity towards target gases. Addressing these challenges, Patil et al [4]. conducted 

research involving the doping of ZnO with aluminium (Al), resulting in improved performance of ZnO-

based gas sensors and rapid detection of nitrogen dioxide (NO2). There are few numbers of studies on 

doping ZnO surfaces with different elements such as Ag and Al [4]. Recently, it has been reported that 

the doping ZnO nanoparticles with Cobalt (Co) leads to distinct changes in their emission characteristics. 

The addition of Co triggers a red shift in UV near band emissions and introduces an additional green 

emission peak, with its intensity increasing alongside the Co doping level. This alteration in emission 

properties supports the use of Co as a dopant in enhancing the hole carrier concentration within the 

material, a crucial factor in establishing ferromagnetism in ZnO-based systems [5]. There are no 

literature reports on theoretical studies of Co doped ZnO (101) surface. Nickel (Ni) falls under the same 

group IV as Co, exhibiting same electronic configuration, hence, doping ZnO (101) surface with Ni is 

investigated in along with Co doping. This study focuses on the utilization of ZnO semiconductor for 

gas sensor applications, incorporating a doping mechanism to enhance sensor performance. The 

investigation also delves into the manipulation of band gap and the doping process. This is achieved by 

analyzing the structural and electronic characteristics of ZnO (101) surface doped with Co and Ni. 

2.  Computational method  

Density functional theory calculations were conducted using the Cambridge Serial Total Energy 

Package (CASTEP) code [6], which was implemented in the Material Studio software developed by 

BIOVIA Inc. For the exchange-correlation functional, the Perdew–Burke–Ernzerhof (PBE) model was 

employed, following the generalized gradient approximation (GGA) [7,8]. Plane-wave cutoff energy of 

500 eV and a k-points grid of 3×4×4 was utilized using the Monkhorst–Pack approach. To generate 

surface models, these were derived from the optimized bulk structure of the ZnO crystal with a space 

group F-43m and lattice parameters a = b = c = 4.625 Å. Specifically, ZnO (101) surfaces were 

constructed based on the optimized ZnO bulk structure, followed by introducing doping, and 

subsequently, evaluating structural and electronic properties. Throughout the structural optimization 

process, medium quality convergence criteria were set, with tolerances of 2.0106 eV/atom, 2.0105 

eV/atom, 0.05 eV/atom, and 2.0103 eV/atom for the self-consistent field (SCF), energy, maximum 

force, and maximum displacement. The ZnO (101) surface was made consisting of a 32-atom (2×1×1) 

supercell. To improve the surface structures of both doped and undoped ZnO (101), surface atoms were 

relaxed to remove surface atomic tension.  A periodic slab was used to represent the surface, with each 

slab being separated from its neighbours by a vacuum. The optimal vacuum space, which avoids 

interaction with their periodic image, was found to be 10 Å. However, it was set to 15 Å to provide 

sufficient space for the adsorbate. The ZnO (101) surface was mono doped by replacing one Zn3C atom 

with either (Co or Ni) as shown in Figure 1 

3.  Results and Discussion  

3.1.  Atomic structures and structural properties 

For the cubic ZnO structure, various properties have been analysed, such as the F-43m space group, the 

bulk lattice parameters have been found to be a=b=c = 4.63, which corresponds to the values reported 

in the literature [9]. After cleaving the bulk to the ZnO (101) surface, the most exposed and stable surface 
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in the ZnO crystalline structure [10], the atoms were reoriented, and new surfaces with broken atomic 

bonds were introduced. This caused surface reconstruction, which changed the atomic positions and 

bonding close to the surface, affecting the lattice parameters. Additionally, because this substance is a 

polar crystal with surface defects, the distribution of non-unformal charges may shift, changing the 

lattice parameters. 

A mixture of three- and four-fold coordinated oxygen ions is found in both the top and bottom layers of 

the Zn (101) surface, which is a step surface. Additionally, the coordination of Zn ions varies between 

three-fold and fourfold. The lengths of the Zn–O bonds in ZnO (101), Co–O bonds in Co-doped ZnO 

(101) and Ni–O bonds in Ni-doped ZnO (101) are listed in table 1. Clearly, the Zn3c–O bonds (i.e., A 

and C bonds marked in Fig. 1 (a)) are longer than the corresponding Sn–O ones in the surface plane. 

Along the direction perpendicular to the surface, the  Co–O (A and B) (1.791 Å), Ni–O (A) (1.782 Å) 

and Ni–O (B) (1.784 Å) bonds are much shorter than the Zn–O (A) (1.875 Å) and Zn–O (B) (1.876 Å) 

ones, respectively, indicating that Co and Ni atoms had moved inward and outward from the surface 

when Zn3c atom is substituted, respectively. This alteration in the crystal structure is due to the distinct 

sizes and electronic configurations of the substituting Co and Ni atoms. These variations cause a shift 

in the interatomic distances, that shows the way atoms may respond to maintain stability in the crystal 

lattice. As such the changes can be an outline of how different atomic properties influence the 

arrangement of atoms in a crystalline structure 

 
Figure 1. The atomic surface structure for (a) ZnO (101), (b) Ni-ZnO (101) and (c) Co-ZnO (101). 
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Table 1. Comparison of Zn–O bond lengths in ZnO (101), Ni–O and Co–O bond lengths in both Ni and 

Co doped ZnO (101) surface. 

 

 

 

 

 

 

 

3.2.  Atomic structures and structural properties 

Fundamentally, comprehending the classification of materials into the three groups of metals, 

semiconductors, and insulators depends on a system’s electronic properties. Figures 3, 4 and 5 show the 

density of states of the bulk, ZnO (101), doped Co-ZnO (101) and doped Ni-ZnO (101) structures, 

respectively. The calculated band gap was found to be 1.65 eV, which is lower than the reported 

experimental literature value of direct band gap of approximately 3.37 eV at room temperature [11], the 

difference in the value of band gap is due the fact that GGA exchange correlation functional 

underestimates the band gap of the materials. Although that’s the case this can still be overcome using 

a Hubbard U approximation term that is adopted to accurately describe the electronic structures [12]. 

 

 

 
Figure 2. Density of states of undoped ZnO (101) surface. 

 

Bond length (Å)   A    B         C 

Zn-O 1.875 1.876 1.970 

Co-O 1.791 1.791 1.825 

Ni-O 1.782 1.784 1.861 
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Figure 3. Density of states of Co doped ZnO (101) surface. 

 

 
Figure 4. Density of states of Ni doped ZnO (101) surface. 

   The calculated band gap value for pure ZnO (101) surface was found to be lower than that of the bulk 

structure. The valence band of pure ZnO (101) surface, as seen from the density of states (DOS) in 

Figure 2, had two peaks between 0 and 6.5 eV as well as between 15.9eV and 17.0 eV. Doping ZnO 

(101) with Co and Ni caused modifications in the electronic structure illustrated in Figures 3 and 4, as 

evidenced by the decrease in the energy band gap from 1.364 eV to 0.074 eV and 0.0 71 eV, respectively. 

This shows that doping with Co and Ni increases the electrical conductivity of ZnO (101), which is 

desirable for gas sensing materials. Further investigation into the electronic characteristics of Co and Ni 

doped ZnO (101) surfaces, specifically pertaining to the Zn, O, Co and Ni atoms can be derived through 

the characterization of Mulliken population analysis. Table 2 displays the partial atomic charges of Zn, 

O, Co and Ni atoms. The obtained calculations indicate that the partial charges for O range from around 

-0.82 to -0.84eV, while for Zn they range from +0.87 to 0.86 eV, and Co and Ni are +0.65 eV and +0.71 

eV, respectively. It is noteworthy that all of these charges are below +1. These results suggest that the 

O atoms in the pure and Co and Ni doped ZnO (101) surfaces have a slightly negative charge, indicating 
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that they have gained electrons. On the other hand, the zinc atoms show a mixture of positive and 

negative charges, suggesting a redistribution of electrons between the zinc and oxygen atoms. The Co 

and Ni atoms, on the other hand, exhibit positive charges, indicating that they have lost electrons. These 

findings are consistent with the notion that Co and Ni atoms act as acceptors in the ZnO lattice, while 

the oxygen atoms act as donors. Overall, the low partial charges observed in this study suggest that the 

Co and Ni doping has not significantly altered the overall charge distribution on the ZnO (101) surfaces. 

4.  Conclusion  

This study was performed using density functional theory calculations to investigate structural and 

electronic properties of Co and Ni doped ZnO (101) surfaces to understand doping mechanisms and 

band gap engineering. The partially increasing side of the valence band after doping indicates that the 

material has a wider valence band, allowing for a greater number of available states for electrons to 

occupy. This suggests that the addition of Co and Ni element on ZnO (101) surface have enhanced its 

conductivity and increases its electronic mobility, which is beneficial for gas sensing. Furthermore, low 

partial charges observed in this study suggest that the Co and Ni doping has not significantly altered the 

overall charge distribution on the ZnO (101) surfaces. 
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Abstract. The importance of energy generation and storage cannot be overstated, given the 
rising energy demands and the depletion of fossil fuels. Because of their low cost, abundance of 
elements, strong reversibility, and moderate energy density, sodium-ion batteries have piqued 
interest as a possible alternative for large-scale electrochemical energy storage. To provide 
critical fundamental insights into electrode materials and to facilitate the development of 
materials for sodium ion batteries, computational techniques have been widely used in 
connection with experimental investigations. In this work, we investigate the electrochemical 
performance of the transition-metal chalcogenide NaNbSe2 as a material for sodium ion batteries 
using systematic first-principles calculations based on density functional theory employing the 
generalized gradient approximation. Comparison of the lattice parameters of the relaxation 
structure, reported DFT results, and previously experimental results was compared and found to 
be consistent. It was also found that the system’s behaviour showed a slight change during de-
intercalation.  

1.  Introduction 
The energy storage system has become an area of interest for many researchers because of the increase 
in demand for energy as well as the increased cost of fossil fuels and the damage they cause to the 
environment. Therefore, to establish a sustainable energy system and to overcome energy and 
environmental crises, renewable energy technologies have been seen as an alternative to solve the 
problem. Electrochemical energy storage system (ESS) technologies are renewable and 
environmentally responsible solutions and have shown great promise due to attractive features such as 
high round trip efficiency, long cycle life, low maintenance, and flexible power and energy 
characteristics to meet different functions of the grid [1]. 
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Furthermore, rechargeable batteries are a key enabler for clean energy storage systems, and one of 
the most dominating rechargeable batteries today is lithium-ion batteries (LIBs).  LIBs are widely used 
because of their high-power density and are used as energy storage systems (ESSs) for several portable 
devices such as cellphones, drones, laptops, etc. [2]. However, the scarcity, uneven distribution, and 
high price of lithium resources make them difficult to apply in large-scale energy storage systems [3-
6]. Thus, a proper alternative for LIBs, especially with abundant natural resources and low cost, is 
imminently required to meet the development of large-scale applications [7]. 

Sodium ion batteries (SIBs) have received widespread attention as an attractive alternative to 
lithium-ion batteries, particularly for large-scale and grid energy storage applications, as sodium sources 
are more abundant and cost-effective compared to lithium [8]. 

A sodium ion battery is an energy storage system based on electrochemical charge/discharge 
reactions that occur between a positive electrode (cathode) composed of sodium-containing layered 
materials and a negative electrode (anode). The working principle is similar to that of LIBs, only that 
the larger size of the Na ion compared to the Li ion induces slower ion transport and electrochemical 
reaction kinetics [9]. 
One of the most required components of an SIB is the cathode materials. Over the past decade, a lot of 
scientific publications have been done on sodium-ion batteries to enhance their performance by 
introducing new electrode materials, yet it is still difficult to stabilise and enhance the electrochemical 
performance of cathode material to satisfy the requirements of practical application [9-12]. Amongst 
various cathode materials, high-capacity material such as transition-metal chalcogenide has been 
explored as SIB anodes, especially the cathode, to enhance the cell density and electrochemical 
performance of SIBs [9,10]. The characteristics of bulk TMDs exhibit a wide range of features. These 
qualities encompass insulating behaviour, as observed in HfS2, semiconducting behaviour, as seen in 
MoS2 and WS2, semi-metallic behaviour, as found in WTe2 and TiSe2, and metallic behaviour, as 
observed in NbS2 and VSe2 [9]. Several bulk transition-metal dichalcogenides (TMDs), such as NbSe2 
and TaS2, manifest several low-temperature phenomena, including superconductivity, charge density 
wave (CDW) formation (which involves a periodic distortion of the crystal lattice), and Mott transitions 
(characterised by a shift from a metallic to a nonmetallic state). In this work, we investigated the 
electrochemical performance of the transition metal chalcogenide NaNbSe2 and the de-intercalated 
systems Na0.5NbSe2 and NbSe2 as potential cathode material for SIBs. 

2.  Computational Method 
The density functional theory (DFT) calculations were performed using generalized gradient 
approximation (GGA) classified by Perdew-Burke Ernzerhof (PBE) to describe the exchange-
correlation functional [13]. All calculation were caried out using Cambridge Serial Total Energy 
Package (CASTEP) simulation codes on Material Studio of BIOVIA. Geometric optimization was done 
by moving the atoms of a molecule to get the most stable structure with the lowest possible ground-
state energy. The valence states of the orbitals Na (2p), Nb (2s), and Se (2p) were studied. The cut-off 
energy of 520 eV was utilized for the plane set wave basis and a 4×4×2 Monkhorst-Pack mesh was 
carried out for the integration over the irreducible Brillouin zone. Convergence was obtained when the 
highest force on all the ions was less than 0.01 eV/Å, which implied that the atomic locations and lattice 
parameters were totally relaxed. 

3.  Results and Discussion 

3.1.  Structural properties 
The crystal structure of sodium niobium selenide (NaNbS𝑒𝑒2) is a hexagonal crystal structure with a 
space group of P63/mmc. The main building block of NaNbS𝑒𝑒2 is based on NbS𝑒𝑒2, where all elements 
are stacked on top of each other. The Nb atoms are coordinated to six selenium (Se) atoms in a trigonal 
prismatic arrangement, and sodium is inserted between the layers of NbS𝑒𝑒2  without interrupting their 
arrangement. The simulation lattice was set to P1 space group, because of the slight distortion of the 
octahedron.  
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Figure 1. Crystal structure of (a) NaNbS𝑒𝑒2, (b) N𝑎𝑎0.5NbS𝑒𝑒2and (c) NbSe2. 

Table 1 shows the lattice parameter of NaNbS𝑒𝑒2,  the calculated lattice parameters, volume, and 
band gap are in good agreement with the literature work and are within the deviation of 1%, which 
implies that our results are comparable with the previous theoretical study [2] and our calculation 
methods are reasonable. The lattice parameters of the sodiated and half de-sodiated systems are the 
same, which shows that there is no re-orientation of atoms during this deintercalation stage. The lattice 
parameter of sodiated and fully de-sodiated are slightly the same, which indicate a minimal change in 
the atom orientation at this deintercalation stage. It also shows that the Na diffusion channel is not 
affected because there is no expansion but slight compression of volume for fully de-intercalated 
system.  
 
Table 1. Calculated structural properties of NaNbS𝑒𝑒2, N𝑎𝑎0.5NbS𝑒𝑒2 and NbSe2  compared with 
literature work.  
Lattice parameters Literature [2] This work 
  NaNbS𝑒𝑒2 Na0.5NbSe2 NbSe2 
 a     (Å) 3.570 3.755 3.755 3.491 
 b     (Å)  3.570 3.755 3.755 3.491 
 c     (Å) 14.810 14.810 14.810 14.776 
Volume (Å3) 163.880 163.876 163.876 155.713 
Band gap (eV) 0.500 0.579                 0.511 0.463 

 

3.2.  Electronic properties 
To gain insights about electrochemical performance, the partial density of state and band structure are 
plotted along the symmetry path in the first Brillouin zone as shown below in Figures 2,3 and 4.  
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Figure 2: Band structure and PDOS of NaNbSe2. 

Figure 3. Band structure and PDOS of Na0,5NbSe2. 
 

       

 

Figure 4. Band structure and PDOS of NbSe2. 

The band gap, which refers to the disparity between the highest energy level in the valence band and 
the lowest energy level in the conduction band, was determined to be 0.579 eV for the fully sodiated 
system (NaNbSe2), and 0.511 eV for the half-desodiated system (Na0.5NbSe2). A decrease in band gap 
was noticed when half Na+ ions were removed. It is the movement of valence band towards the higher 
energy level and the movement of conduction band towards the lower energy level that may lead to a 
reduction in the band gap, the opposite leads to an increase in the band gap. The findings from the DOS 
indicate that the highest energy level of the valence band does not align with the lowest energy level of 
the conduction band; this shows that the material has an indirect band gap. The fully detached system 
(NbSe2) in Figure 4 showed a different trend from the half-desodiated system (Na0.5NbSe2) where the 
system band gap increased to 0.582 eV. The projected density of states (PDOS) analysis reveals that 
the valence band is completely occupied, whereas the conduction band exhibits partial occupancy across 
all systems, hence demonstrating half-metallic characteristics. 
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3.3.  Voltages/Redox Potential and Formation Energy 
The energy change of the individual Na atom at every deintercalation stage of the NaNbSe structure is 
calculated using analytical expression: 

𝛥𝛥𝛥𝛥 =  𝛥𝛥 (𝑁𝑁𝑎𝑎𝑥𝑥−𝑦𝑦𝑁𝑁𝑁𝑁𝑆𝑆𝑒𝑒2)  +  𝑦𝑦𝛥𝛥 (𝑁𝑁𝑎𝑎) –  𝛥𝛥 (𝑁𝑁𝑎𝑎𝑥𝑥𝑁𝑁𝑁𝑁𝑆𝑆𝑒𝑒2)  (1) 
Where: ΔE is the energy change of the process that y (Na) atoms are extracted between the NaNb𝑆𝑆𝑒𝑒2 

layers, 𝛥𝛥 (𝑁𝑁𝑎𝑎𝑥𝑥−𝑦𝑦𝑁𝑁𝑁𝑁𝑆𝑆𝑒𝑒2), 𝛥𝛥 (𝑁𝑁𝑎𝑎) and 𝛥𝛥 (𝑁𝑁𝑎𝑎𝑥𝑥𝑁𝑁𝑁𝑁𝑆𝑆𝑒𝑒2) are the energy of (𝑁𝑁𝑎𝑎𝑥𝑥−𝑦𝑦𝑁𝑁𝑁𝑁𝑆𝑆𝑒𝑒2),  Na metal and 
𝑁𝑁𝑎𝑎𝑥𝑥𝑁𝑁𝑁𝑁𝑆𝑆𝑒𝑒2. 

Accordingly, the cathode voltage could be calculated by: 
𝑈𝑈 =  𝛥𝛥𝛥𝛥 / 𝑦𝑦𝑒𝑒         (2) 

Where: U is the cathode voltage, 𝑒𝑒 is the absolute value of the electron charge and 𝑦𝑦 is the number 
of the extracted Na atom. 
 

 

Figure 5. Deintercalation potentials (V) for NaxNbSe2 (x = 1, 0, 0.5, 0). 

The average voltage/average potential at each deintercalation stage was calculated using equation (2) 
and plotted in Figure 5. The voltage or potential required to remove the Na ions from NaxNbSe2 ranges 
between 2.225 and 2.374 V, which implies that the voltage window is suitably applied as SIBs cathodes. 

4.  Conclusion 
The structural and electronic properties of NaNbSe2, Na0.5NbSe2 and NbSe2  were examined using 
first-principle calculations. The lattice parameters and volume are not altered during the 1st 
deintercalation stage; however, during the 2nd deintercalation stage there was a minimal change in the 
lattice parameters and volume, which is not enough to cause irreversible distraction to the system. The 
voltage window of NaxNbSe2 was found to be between 2.225 and 2.374 V. A reduction in the band gap 
was noticed in the 1st deintercalation, which lead to the increase in the metallicity of the system. 
However, the band gap showed a slight change during the 2nd deintercalation stage, which is the fully 
desodiated system.  
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Abstract. Due to the accessibility of Na resources and comparable performance to lithium-ion 
batteries, rechargeable sodium-ion batteries are popular for large-scale electric energy storage 
and smart grids. NaxMnO2 is a promising cathode material for Na-ion rechargeable batteries. 
However, Na has a lower ionisation potential than Li, resulting in operating voltages and energy 
densities that are lower than those of LIBs. Na+ ions are heavier and larger than Li+ ions, 
resulting in slow diffusion within a solid electrode during SIB cycling and often larger electrode 
volume expansion. In this study, the density functional theory was used to investigate the 
structural and electronic properties of Ti doped NaMnO2. Our findings show that the expansion 
of volumes is induced by the effect of dopant. The partial density of states underlines the new 
states near the Fermi level are contributed from the d-orbital of Ti. The magnetism is attributed 
to the hybridisation of d orbitals of the dopant and the Mn atom with O-p states, namely, p-d 
exchange hybridisation. The lowest conduction band and highest valence band are mostly 
contributed from the Mn atom and Ti dopants, which are responsible for the electronic 
conductivity. The mechanical properties results shows that NaxMn0.5Ti0.5O2 can be fully 
deintercalated and still maintain its stability and can bend without deformation. 

1.  Introduction 
The growing interest in the integration of sustainable energy sources into the electricity grid has spurred 
immense interest in the field of energy storage applications in recent years. The predominant 
commercial battery system is the lithium-ion battery (LIB), which has become the standard energy 
source for portable electronic devices. In recent years, driven by the increased desire for ‘green’ 
technologies, the use of LIB has expanded from portable electronics to large-scale applications, such as 
electric vehicles (EVs) [1]. However, there is a concern that the amount of Li resources that are buried 
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in the earth would not be sufficient to satisfy the increased demands on LIB. Therefore, sodium-ion 
batteries are the alternative to replace existing lithium-ion technology due to the enormous abundance 
and low expenditure of sodium batteries [1-4]. Sodium transition metal oxides are suitable candidates 
for energy storage applications because its wide abundance on Earth crust and low poisoning [3,4]. 
These make the specific performance of NaMnO2 the cathode material for Na-ion rechargeable 
batteries. Although SIBs are a promising alternative, they typically have poor electrochemical activity 
compared to LIBs. This is due to two intrinsic shortcomings associated with Na. First, Na has a lower 
ionization potential than Li, leading to lower operating voltages and thus lower energy densities in 
comparison to LIBs [5]. Second, Na +ions are heavier and larger than Li + ions, leading to slow 
diffusion within a solid electrode during the cycle of SIBs and often larger volume expansion of the 
electrode, as well as lower energy densities when compared with those of LIBs. These intrinsic 
deficiencies give rise to the need for unique crystalline structures with an open framework structure or 
3D structures with large insertion channels to facilitate the intercalation/deintercalation process of the 
larger sodium ions [5]. 

Recently, several fundamental research have focused on understanding the structural and electronic 
properties with the goal of describing the electrochemical properties of the NaMnO2 compound [3,5,6]. 
Due to its chemical similarity to Li-ion batteries, strategies to improve the electrochemical performance 
have been implemented into the manipulation of Na-ion batteries. One of the strategies to advance the 
physical properties of cathode materials is to dope with transition metals. According to previous 
literature [6], this approach has been widely applied to standard Li-based cathode materials. In the 
present study, the monoclinic NaMnO2 compound with Mn atom randomly substituted by Ti are 
calculated and analysed using spin polarized density functional theory with the aim of understanding 
structural, electronic and mechanical properties. 

2.  Methodology 
All density functional theory (DFT) calculations were performed using the VASP (Vienna Ab Initio 
Simulation Package) code. A spin-polarized generalized gradient approximation (GGA) was used to 
solve the Kohn–Sham equations with the Perdew–Burke–Ernzerhof functional (PBE) exchange–
correlation functional, with plane-wave pseudopotential, Geometry optimisation for the ground state 
energy of 2 × 1 × 1 NaMnO2 was performed. The plane wave cutoff energy of 520 eV and the 
Monkhorst-Pack scheme was used, with a 2 × 2 × 2 k-point mesh. The random substitution doping 
technique was used to introduce Ti atoms into the 2 × 1 × 1  NaMnO2 supercell, followed by calculating  
structural properties, mechanical and electronic properties of the bulk structure of NaMn0.5Ti0.5O2, and 
2 × 1 × 1 NaMn0.5Ti0.5O2 and NaxMn0.5Ti0.5O2 supercells (𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒 𝑥𝑥 =  1, 0.75, 0.5, 0.25, 0). 

3.  Results and Discussion 

3.1.  Structural properties 
The calculated structural properties of NaMnO2 are listed in Table 1, The calculated lattice parameters 
are consistent with experimental values, and are within 0.6% deviation for both experimental [6] and 
theoretical [7] reported results, which indicates that the calculation methods are reasonable, though the 
calculated cell volume deviation was found to be 2.59% and 4.09% for experimental and theoretical 
reported values respectively, this deviation is within 5%  which is still accepted for DFT calculations 
[8].  
 
Table 1. Calculated structural parameters of NaMnO2 compared with literature results. 

 
 Experimental [6] Literature [7] This work Deviation (%)  
    Experimental Literature 
a (Å) 5.63 5.71 5.13 0.50 0.58 
b (Å) 2.86 2.88 2.85 0.01 0.02 
c (Å) 5.77 5.74 5.67 0.10 0.07 

 
 The lattice parameters and volumes are clearly altered by the dopant because of the difference in atomic 
radius between Mn host and doping element, Ti. The calculated lattice parameters of Ti doped system 
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increased compared to that of pure system, this results in the expansion of volume in the presence of 
the dopants. The stretching of lattice parameters and volume expansion is again observed when the 
supercell is created. The volumetric expansion by dopants can widen Na+-ion diffusion channel and 
thus improve the electronic conductivity [5,6]. During Na extraction there is a slight contraction of 
lattice parameters which also results in small contraction or volume change. 
 
Table 2. Lattice parameters of NaMnO2, NaMn0.5Ti0.5O2 and 2 × 1 × 1 NaxMn0.5Ti0.5O2 supercell 
during Na extraction after relaxation (𝑥𝑥 =  1, 0.75, 0.5, 0.25, 0). 

BULK a (Å) b (Å) c (Å) volume(Å3) 
NaMnO2 5.158 2.946 6.414 79.735  
NaMn0.5Ti0.5O2 5.488 3.046 6.446 90.152 
SUPERCELL     
Na1Mn0.5Ti0.5O2 10.981 3.048 6.443 180.376 
Na0.75Mn 0.5 
Ti0.5O2 

10.806 2.988 6.325 180.127 

Na0.5Mn0.5Ti0.5O2 10.871 2.922 6.358 175.257 
Na0.25Mn0.5Ti0.5O2 10.131 3.007 6.603 167.988  
Mn0.5Ti0.5O2 10.159 2.944 6.110 152.914 

 

3.2.  Electronic properties 
The density of states (DOS) calculations were computed using the spin polarised PBE-GGA. The spin-
up states are displayed on the positive scale, while the lower spin states are seen on the negative scale 
of the DOS plot in figure 1.  

 

 
Figure 1. Spin-polarized DOS near Fermi level of NaMnO2. 

The total density of states polarised by spin and the partial density of the pure bulk structure is plotted 
on Figure 1, The total contributions of all atoms in the structure are indicated by the TDOS, whereas 
the PDOS indicates the contribution of individual atoms. 
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Figure 2. Spin-polarized PDOS of NaxMn0.5Ti0.5O2 bulk structure and 2 × 1 × 1  NaxMn0.5Ti0.5O2 

supercell. 

The total density of states polarised by spin and the partial density of the bulk structure of 
NaxMn0.5Ti0.5O2 states and 2 × 1 × 1 Nax Mn0.5Ti0.5O2 are plotted in Figure 2. For the compounds 
studied, the spin-polarised density of states is not symmetric, showing magnetism. Doping NaMnO2 
with Ti introduces the dopant states at the Fermi level. The partial density of states underlines that these 
states near the Fermi level are contributed from the d-orbital of Ti. The magnetism is attributed to the 
hybridisation of d orbitals of the dopant and the Mn atom with O-p states, namely, p-d exchange 
hybridisation.  

 

Figure 3. Spin-polarized PDOS of 2 × 1 × 1 NaxMn0.5Ti0.5O2 supercell (a) 𝑥𝑥 = 0.75, (b) 𝑥𝑥 =  0.5, 
(c) 𝑥𝑥 =  0.25, (d) 𝑥𝑥 =  0.  
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During Na+ extraction, the O-2p, Mn-3d, and Ti-3d states slightly cross the Fermi level as illustrated 
in Figure 3. The up-spin and down-spin states in Figures 3a and 3b  are fully occupied, characterising 
the semiconducting performance, with band gaps of 0.165eV and 0.416eV  respectively, while the 
PDOS depicted in Figure 3c shows the spin-up states that are partially occupied and thus become 
metallic, whereas the spin-down states are fully filled and present the semiconducting behaviour 
resulting in the half metallic behaviour for the compound 

3.3.  Mechanical Properties 
NaMnO2 is a hexagonal structure, therefore there are five independent elastic constants, That is, C11, 
C12, C13, C33, and C44. For the hexagonal crystal, the mechanical stability criterion can be expressed as: 

𝐶𝐶11 >  0,𝐶𝐶44  >  0,𝐶𝐶11  −  𝐶𝐶22  >  0, and (𝐶𝐶11  +  𝐶𝐶12)𝐶𝐶33  > 𝐶𝐶132 . 

 

Table 3. Elastic constants (Cij) for NaMn0.5Ti0.5O2 and 2 × 1 × 1 NaxMn0.5Ti0.5O2 (x = 1, 0.75, 0.5, 
0.25, 1). 

 C11 C12 C13 C22 C23 C33 C44 C55 C66 
Na Mn0.5Ti0.5O2 191.96 80.93 53.20 266.44 59.00 190.85 50.31 40.98 62.95 
Na1 Mn0.5Ti0.5O2 195.40 68.44 50.36 243.84 44.15 183.62 46.16 43.78 62.91 
Na0.75Mn0.5Ti0.5O2 160.42 68.25 24.22 301.40 31.43 142.13 33.22 22.70 59.45 
Na0.50Mn0.5Ti0.5O2 147.21 59.17 31.01 320.03 18.26 84.84 17.84 18.34 77.74 
Na0.25Mn0.5Ti0.5O2 266.99 67.48 21.26 260.63 15.66 54.62 10.73 15.41 76.09 
Mn0.5Ti0.5O2 279.77 51.50 6.34 309.47 4.20 11.92 14.58 23.45 115.63 

 

Table 3 demonstrates that the stability condition has been met, indicating that the structures remain 
mechanically stable throughout and after Na extraction. This phenomenon indicates that 
NaxMn0.5Ti0.5O2 (x = 1, 0.75, 0.5, 0.25, 0) can undergo full deintercalation while maintaining stability. 

The bulk and Young’s moduli determine hardness and stiffness of the material, respectively, while 
the shear determines the resistance to deformation under shear stress [9]. The bulk modulus also 
measures resistance to volume change under pressure. Elastic constants, bulk moduli (B) and shear 
moduli (G) of the hexagonal crystal were calculated using Voigt–Reuss–Hill (VRH) approximation. 
The expressions of bulk moduli (𝐵𝐵𝑉𝑉 ,𝐵𝐵𝑅𝑅 ,𝐵𝐵) and shear moduli (𝐺𝐺𝑉𝑉 ,𝐺𝐺𝑅𝑅𝐺𝐺) are: 

                   𝐵𝐵𝑉𝑉 = 2
9
�𝐶𝐶11 + 𝐶𝐶12 + 2𝐶𝐶13 +  𝐶𝐶33

2
�                                  (1) 

                                  𝐵𝐵𝑅𝑅 = 1
(2𝑆𝑆11+ 𝑆𝑆33)+2(𝑆𝑆12+2𝑆𝑆13)

                         (2) 

                                 𝐺𝐺𝑉𝑉 = 1
15

(2𝐶𝐶11 + 𝐶𝐶33 −  𝐶𝐶12 − 2𝐶𝐶13) +  1
5

(2𝐶𝐶44 +  𝐶𝐶66) and                            (3) 

                                                    𝐺𝐺𝑅𝑅 = 15
4(2𝑆𝑆11+ 𝑆𝑆33)−(𝑆𝑆12+ 𝑆𝑆13)+(𝑆𝑆44+𝑆𝑆66)

 ,         ……..                           (4) 

where 𝑆𝑆𝑖𝑖𝑖𝑖 is the elastic compliance constant. 

                                            𝐵𝐵 = 1
2

 (𝐵𝐵𝑉𝑉 + 𝐵𝐵𝑅𝑅), 𝐺𝐺 = 1
2

(𝐺𝐺𝑉𝑉 + 𝐺𝐺𝑅𝑅).                                                       (5) 

Bulk moduli describe the resistance to volume change and provides the response to hydrostatic 
pressure. Shear moduli evaluates the resistance to plastic deformation of polycrystalline materials. 
Young’s moduli usually provide a measurement of the stiffness for a material, the larger the value of 
the shear moduli, the stiffer the material [9,10]. 

The bulk, shear, and Young’s moduli of NaxMn0.5Ti0.5O2 structures are relatively large as shown in 
Table 4, implying hardness, great resistance to volume change, deformation, and stiffness, respectively. 
In addition, the Pugh ductility and brittleness criterion was investigated. The bulk-to-shear modulus 
(B/G) ratio for polycrystalline phases was calculated with the knowledge that that the shear modulus 
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represents plastic deformation resistance, and the bulk modulus represents fracture resistance [8]. 
Brittleness is related with a low B/G value, whereas ductility is related with a high B/G value. The value 
1.75 is the critical number that distinguishes ductility from brittleness. Because BH/GH is greater than 
1.75, the structures of the Na1Mn0.5Ti0.5O2, Na0.75Mn0.5Ti0.5O2, Na0.50Mn0.5Ti0.5O2 and Na0.25Mn0.5Ti0.5O2 
structures are ductile, which implies that these materials can bend without deformation, resulting in 
fewer to no cracks during battery operation.  

 
Table 4. Bulk, shear and Young’s modulus, Poisson’s and Pough’s ratio for Na(Mn,Ti)O2 and 2 × 1 ×
1 Nax(Mn,Ti)O2  (𝑥𝑥 =  1, 0.75, 0.5, 0.25, 0). 

 BH GH EH Poisson’s 
ratio 

Pugh’s ratio 

Na Mn0.5Ti0.5O2 112.71 58.52 149.64 0.2787 1.9260 
Na1 Mn0.5Ti0.5O2 104.25 58.82 148.50 0.2626 1.7725 
Na0.75Mn0.5Ti0.5O2 73.81 41.15 103.92 0.2649 1.7937 
Na0.50Mn0.5Ti0.5O2 88.19 48.49 122.87 0.2677 1.8188 
Na0.25Mn0.5Ti0.5O2 66.98 37.62 94.96 0.2634 1.7798 
Mn0.5Ti0.5O2 46.11 43.00 97.04 0.1443 1.0723 

 

4.  Conclusions 
We investigated the structural, electronic, and mechanical properties of NaxMn0.5Ti0.5O2 bulk’s structure 
and 2 × 1 × 1  NaxMn0.5Ti0.5O2 supercell as a cathode material for SIBs using the first principle method 
based on the density functional theory. The lattice parameters and volumes are clearly altered by the 
dopants due to the difference in atomic radius between Mn host and doping element Ti. The expansion 
of the volumes induced by dopant is observed, and that widens the Na-ion diffusion channel and thus 
improves the electronic conductivity. Our results show that the spin-up and spin-down states in 
NaxMn0.5Ti0.5O2 bulks structure and 2 × 1 × 1 NaxMn0.5Ti0.5O2 supercell are not symmetric, showing 
the magnetism. In the case of de-intercalation, it is clearly shown that the compounds are becoming 
more metallic as the number of Na atoms extracted increases, hence the compound charge carrier 
density increases, and as a result the electronic conductivity improves. The calculated elastic constants 
suggested mechanical stability for this compound since the stability criteria were satisfied for all 
deintercalated systems. All de-intercalated systems were found to be ductile except the fully de-
intercalated system, which was found to be brittle according to the Pugh criterion of ductility and 
brittleness. 
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Abstract. A significant challenge in low temperature thermometry is the accurate
measurement of temperatures below 1 K. Nuclear Orientation (NO) is a non-electronic technique
to measure ultra-low temperature accurately as opposed to traditional resistive thermometers.
The NO method relies on the measurement of the alignment of the nuclear spin in a radioactive
nucleus, with the degree of alignment varying with temperature according to Boltzmann
distribution. The aim of this study is to develop a NO thermometry system using the recently
procured gamma-ray anisotropy thermometer 60CoCo(hcp) source for use in the University of
Cape Town Department of Physics dilution refrigerator. The UCT dilution refrigerator is able
to achieve these ultra-low temperatures (down to 8 mK) by taking advantage of the properties
of both 3He and 4He gas. The 60CoCo(hcp) radiation source, irradiated using the SAFARI-1
research reactor at NECSA, is incorporated into the dilution fridge by thermally mounting it
onto the plate in which the mixing chamber is positioned. The data acquisition system, a Sodium
Iodide (NaI) scintillation detector, is placed in line with the source allowing it to detect the
radiation as accurately as possible. The ratio of the detected radiation at various temperatures
provides the measurement of nuclear spin alignment and thus the absolute temperature of the
system.The 60CoCo(hcp) thermometer is expected to cover a temperature range of 10 mk to 100
mK with acceptable accuracy. The preliminary measurements are promising, but more work
needs to be done in order to develop a fully-functioning NO temperature measurement system.

1. Introduction

Using traditional resistance thermometers to measure low temperature below 1 K can give
inaccurate measurements due to self-heating which causes unwanted temperature fluctuations at
ultra-low temperatures [1]. In order to overcome this problem, the Nuclear Orientation technique
presents an alternative method that allows us to measure temperature below 1 K accurately [1].
NO is based on the ordering of a nuclear spin system in thermodynamic equilibrium, from
which the temperature can be derived using the Boltzmann distribution [1]. The self-heating
of a gamma-ray anisotropy thermometer, which is caused by the radioactivity of the nucleus, is
negligible as compared to a resistance thermometer [1].
NO has a number of favourable properties such as being able to be attached to an experimental
set up with good thermal contact because of its metallic property and small dimensions. No
wires are attached to it and specific gamma anisotropy thermometers can be used without a
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magnetic field [1]. This allows the NO technique to be used in low temperature experiments
that need to be performed in a field-free environment.

2. Theory

2.1. Nuclear Orientation

The degree of ordering of the populations in the nuclear spin is governed by the Boltzmann
distribution. When the system interacts with its surrounding environment, thermodynamic
equilibrium can be achieved [1]. Once this is the case, the spin temperature can be derived from
the Boltzmanns factor. The Boltzmann distribution is given as:

P =
e−Em/kT

∑
m e

−Em/kT
(1)

where T is the temperature, Em is the energy at a substate m and k is the Boltzmann
constant [1]. The degree of orientation can be described by using a spin-density matrix [2]. Since
the symmetry of the ensemble of nuclear spin is cylindrical, the description will be simplified [1].
The axis of symmetry of a nuclear spin system is the c-axis (axis of quantization) therefore
a well-defined crystal is important [1]. The directional distribution of the emitted gamma ray
which is normalized can be defined as a function in terms of θ, which is the angle defined between
the axis of quantization and the emission of the gamma ray [1]. The directional distribution
function is defined as follows,

W (θ) =

λmax∑

λ=0

Bλ(I, T )UλAλQλPλcos(θ). (2)

In the equation W (θ), Bλ is the orientation parameter which contains the spin-density matrix,
Aλ is the angular distribution coefficient, Uλ is the angular momentum de-orientation coefficient,
Qλ is the solid angle correction and the Pcos(θ) Legendre polynomial [1]. Uλ takes into
account the de-orientation that occurs during the intermediate transitions that results as a
emitted gamma ray. Uλ can be calculated from the decay scheme of 60CoCo(hcp) which is the
radioactive nuclei in use. When the coefficients in equation W (θ) are known and Bλ(I,T ) can
be determined,W (θ) can be calculated for a range of temperatures and angle as shown in Figure
1.

Figure 1. The W (θ) distribution as a function of θ is plotted for different temperatures [3].
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Figure 2. The directional distribution of radiation at different temperatures [4].

In Figure 2 the directional distribution of radiation at different temperatures, kT, is shown.
In Figure 2(a), high temperatures (1 K) kT ≫ µB, where B is the overall effective magnetic
field generated by the nucleus and µ is the magnetic dipole moment caused by the proton and
neutron nuclear spin. In this case, the degree of ordering of the populations is even. The
internal magnetic field B has no effect on the nuclear spins due to the thermal motion of the
spin system [4]. In Figure 2(b), the radiation distribution at kT ≈ µB (approximately 100
mK) begins to be nonuniform due to the uneven population. Figure 2(c) shows the radiation
distribution at very low temperatures kT ≪ µB (approximately 10 mK) where the nuclear spins
align with the internal magnetic field B. The temperature range that a gamma-ray anisotropy
thermometer can be determined by calculating the partial differential of W (θ, T ) as a function
T [1].

2.2. Dilution Process

In order to achieve these ultra-low temperatures, a continuously operating refrigerator is needed.
A helium dilution refrigerator is able to achieve these ultra-low temperatures by taking advantage
of the properties of 3He and 4He. 3He and 4He has a boiling point of 3.2 K and 4.2 K at
atmospheric pressure and in order to achieve lower temperatures, the vapor pressure can be
reduced using pumps. The principle of evaporative cooling is applied which uses the latent heat
of evaporated liquid [5]. To attain lower temperatures than the boiling points, a mixture of 4He
and 3He is considered. A phase separation occurs at 0.8 K with a 3He concentration of 66.9% [6].
When the temperature approaches zero Kelvin, the concentration of 3He will reach a limit of
6.4%. At this point the bottom layer will be 4He rich with a 6.4% of 3He and the top layer will
be pure 3He. The dilution process occurs when 3He is removed from the bottom layer which
will reduce the concentration of 3He in the bottom layer of 4He. This causes the 3He atom from
the top layer to migrate across the phase boundary to replace the amount of 3He that has been
removed in the 4He and therefore increase the cooling power [5].The process will repeat until
the helium dilution refrigerator reaches base temperature.

3. Method

3.1. 60CoCo Source

60Co is an unstable isotope artificially produced from a stable isotope 59Co. 60Co has a half-life of
5.2714 years and produces two unique gamma ray peaks at 1.17 MeV and 1.3 3MeV. The cobalt
source that has been procured is of high-quality with a of purity of 99.9%. This cobalt source
was cut into size (approximately 10×1×1mm3) with the long side being the c-axis which will be
accurately determined. The source has been activated at NECSA using the SAFARI-1 nuclear
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reactor rabbit which is a PTS (pneumatic transport system) that is used for precisely-timed
irradiation.

3.2. Detector and Energy Calibration

Scintillation detectors detect ionizing radiation by converting the incoming gamma radiation into
light. The light produced by the scintillating material is converted to a electrical pulse in order
to register the presence of any radiation with inorganic solid scintillator being the commonly
used detector [7].
Before using the NaI detectors, an energy calibration is needed to convert the voltage pulse
heights to energy peaks. In order to accurately measure radiation, the NaI scintillation detector
is calibrate using radioactive sources with known energy peaks which are matched with the
voltage pulse heights [8]. A plot of the identified energy peaks with respect to the channel is
plotted and a straight line is used to fit the data. The straight line function is used to convert
the channels to energy in MeV.

3.3. UCT Dilution Refrigerator

The UCT dilution refrigerator is a Leiden Cryogenics Cryogen-free dilution refrigerator system
that consists of a dilution cryostat unit, a GHS (gas handling system) and a pulse tube
compressor. The dilution cryostat unit consist for a OVC (Outer vacuum chamber), 50 K
radiation shield, and a IVC (Inner vacuum chamber). The IVC contains the dilution refrigerator
unit which is attached to the 3 K flange. The IVC houses the still plate, the 50 mK cold-plate
and the Mixing chamber which is located on the 10 mK cold-plate. The OVC houses the 50 K
radiation shield and the IVC is attached to the top external flange.

3.4. Detector and Source placement

The general set up for the nuclear orientation technique consists of the dilution refrigerator, the
60CoCo(hcp) source, detector and data acquisition system. The main uncertainty contributors
are the Dilution refrigerator metallic shielding used to insulate and maintain the vacuum, the
detector to source distance, the amount of time take measurements and the activity of the
source [9].

Figure 3. Cross section of the
UCT dilution refrigerator with the
60CoCo(hcp) crystal placed next to
the mixing chamber [9].

Figure 4. The NaI scintillation
detector positioned at a 90◦ angle
from the 60CoCo(hcp) crystal.
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The 60CoCo(hcp) source is placed next to the mixing chamber on the 10 mK cold-plate which
is the coldest plate on the cryostat unit as shown in Figure 3. The mixing chamber is where the
dilution process occurs making it the lowest temperature in the dilution refrigerator. A sample
holder was designed to house the 60CoCo(hcp) source due to its small dimension and also helps
to mount the source onto the 10mk cold-plate with good thermal contract.
According to Figure 1, the greatest change in W (θ, T ) distribution occurs at 0◦ and 90◦ with
respect to the c-axis therefore it will be preferable for measurements to be taken at one of the
two angles. The design of the sample holder positions the source in an upright vertical position
where the 90◦ will be perpendicular as shown in Figure 4. The detector will be positioned 40.00
± 0.02 cm away from the 60CoCo(hcp) source with a vertical height of the detector choose to
align the center of the Nal detector with the 60CoCo(hcp) source [9].

4. Calculations

In order to measure the temperature of the system, the pre-defined theoretical gamma function
W(θ,T) is compared to measured gamma counts to find an experimental W(θ) function.
The warm gamma-ray count is measured at a temperature where the anisotropy does not
occur, typically above 100 mK for a 60CoCo(hcp) gamma-ray anisotropy thermometer [1]. A
temperature of 2 K was chosen to measure the warm count which is the stage where the dilution
refrigerator has pumped out all the air molecules to create a vacuum. The cold count will be
measured at the desired temperature of interest which is the base temperature of the dilution
refrigerature. To account for radiation noice from the surrounding environment, a background
count will be subtracted from our cold and warm count. The experimental W(θ) can be rewritten
as:

W (θ) =
Cc −B

Cw −B
(3)

where Cc is the cold count, Cw is the warm count and B is the background count [1]. The
importance of subtracting the background noise is to account for the gain instability caused by
the temperature and magnetic fluctuations in the room. Room temperatures need to be kept
constant (>0.5◦C) to minimize gain instability and because photomultiplier tubes are sensitive
to magnetic fields, shielding material should be used to reduce the external magnetic noise [1].
The second gamma ray peak (1332.5 keV) will be used to reduce the background noise caused
by the Compton effect [4].
Once the experimental W(θ,T) has been measured, the temperature can be calculated by taking
the difference between the theoretical W(θ,T) and the experimental W(θ) as with:

W (θ, T )
′
=W (θ, T )−W (θ). (4)

Once the difference has been calculated, a unique temperature value can be determined by
solving for T. Solving T is mathematically challenging because the variable T is found in the
exponential terms in the equation. A better alternative is to generate a directional distribution
function vesus Temperature lookup graph as shown in Figure 5 at a fixed angle π/2.
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Figure 5. W(θ,T) as a function of temperature at a fixed angle π/2.

5. Conclusion

In Figure 5, at low temperatures (approximately 10 mK) the W(π/2,T) is distinguishable with
a value of 1.25 and at warmer temperatures (approximately 100 mK) the W(π/2,T) trends to
1. The NaI detector was the preferable detector due to resolution making it suitable to resolve
W(π/2,T) at warmer temperatures. Two possible angles were identified for measurement and
the vertical 90◦ position was preferable due to a simplified source-to-detector orientation. The
final steps in the process involves executing the work outline above. The goal of successfully
measuring temperatures below 100 mK using a radioactive 60CoCo(hcp) source at UCT is near
at hand.
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Abstract. Dye-sensitized solar cells (DSSCs) have attracted considerable attention in recent 

years as they offer the possibility of low-cost conversion of photovoltaic energy. DSSCs use the 

dye molecules adsorbed on the TiO2 semiconductor in nanoarchitecture with the role of 

absorbing photons from the sun. In this study, Density functional theory (DFT) has been used to 

study the geometric, electronic, and optical properties of Porphyrin dye molecule and its 

adsorption behaviour on (101) TiO2 anatase surface. The generalized gradient approximation 

(GGA) was used in the scheme of Perdew-Burke Ernzerhof to describe the exchange-correlation 

function as implemented in the CASTEP package in the material studio of BIOVIA. The results 

obtained show that Porphyrin dye molecules can improve the efficiency of DSSCs as they show 

an absorption shift to the near-infrared region, which increases the absorption range on the visible 

solar spectrum. UV-vis absorbance was found to be between 450, 550 and 620 nm. The porphyrin 

dye exhibited energy gaps of 2.8 eV. This study demonstrates that the dye molecule synthesized 

from B. pilosa is an efficient sensitizer for DSSCs. 

1.  Introduction 

 Electrical energy supply and distribution are key concerns in industrialized and developing 

countries.The global energy issue is expected to rise as energy consumption rises [1]. Developing 

countries receive most of their energy from fossil fuels such as coal, which damage the environment and 

causes climate change by emitting too much carbon dioxide [2]. Climate change and non-renewable 

resource use are humanity's biggest problems, therefore rapid access to clean and renewable energy is 

overdue. Renewable energy can replace fossil fuels. It has been widely predicted that fossil fuels will 

deplete shortly [2]. Alternative promising technology is Dye Sensitized Solar Cells (DSSCs) [3]. Thus, 

studying DSSCs is motivated. Solar cells have a long-term potential since DSSCs are environmentally 

friendly, cheap to fabricate, and easy to produce [4,5]. Previously, ruthenium dye was used; 

however, ruthenium dye is expensive due to their scarcity of ruthenium metal and the chemical 

processes used in their manufacture.  

Researchers are investigating organic metal-free dyes, which are natural dyes and can be easily 

manufactured [6-8]. Natural dyes assist in converting sunlight into electricity [4,6]. Green plants contain 

a lot of chlorophyll, which helps absorb photons from the sun. 

Since TiO2 is less expensive and can be synthesised simply, there has been numerous attempts to 

enhance its transportation of electrons to improve solar energy conversion in DSSCs. Porphyrin dye has 
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gained an interest as the organic dye sensitizer to be used on a DSSCs, because Porphyrin compounds 

are naturally occurring [9,10]. Porphyrins' chemical and physical mechanisms are responsible for 

electron transport, oxygen binding, photochemical reactions, and photosynthesis process. Porphyrin 

absorption spectra comprise two distinct bands: 380-500 nm (blue region) and 500-650 nm (red region) 

[8-10]. The working principle of DSSCs is shown in Figure 1, where the sunlight travels through the 

transparent electrode into the dye layer and is absorbed by the dye, which transmits and injects electrons 

into the TiO2 semiconductor. The electrons then travel towards the transparent electrode, where they are 

captured and used to power a load. After passing via the external circuit, the electrons are reintroduced 

into the metal electrode flowing into the electrolyte. Then electrolyte returns the electrons to the dye 

molecules, regenerating an electron flow and producing current.                                                    

The structure of Porphyrin(C20H12MgN4) dye molecule is shown in Figure 2. Porphyrin molecule 

consist of four pyrrole rings and at the center of the porphyrin ring, a magnesium ion helps to maintain 

the chlorophyll molecule and promote the photosynthetic process by transferring electrons down an 

electron transport chain. In this study we used computational approach to analyze the adsorption of 

Porphyrin dye molecule onto TiO2 (101) nanoparticle surface using density functional theory (DFT)  

 

 

 

 

 

 
 

Figure 1. Working principle DSSC. 
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Figure 2. Chemical structure of Porphyrin dye molecule. 

2.  Computational methodology 

The structure of the dye molecule was built using Material Studio on 3D atomistic window, the molecule 

was cleaned so that the atoms are re-oriented on their lattice position. Geometrical optimizations of 

the dye molecule were performed using the first principles calculations based on density functional 

theory (DFT) which uses a plane-wave pseudopotential method. A generalized gradient approximation 

(GGA) in the scheme of Perdew-Bruke-Ernzerhof (PBE) was used to describe the exchange-correlation 

functional using the coarse quality and all band/EDFT as electronic minimizer. 

The calculations were carried out using Cambridge Serial Total Energy Package (CASTEP) code, 

which is a package within the framework of the Materials Studio software which is used for periodic 

system as it utilizes Plain-wave Basis Set, was used to obtain the ground state properties of the dye 

molecule. Then the calculations of electronic properties of dye molecule were done using Vulnerability 

Analysis Methodology Program (VAMP). The dye molecules were then imported to a new 3D atomistic 

window, the electronic levels and energy orbitals of the dye molecules were then calculated to determine 

the UV-VIS spectrum graph of the dye molecule and on the orbitals, we get to view the HOMO (Highest 

Occupied Molecular Orbital) and LUMO (Lowest Unoccupied Molecular Orbital) values for the dye 

molecules. The cutoff energy for plane-wave basis set to 500 eV, 5 x 2 x 2 Monkhorst-pack. All structure 

were inside the vacuum slab of 10.00 Ẳ vacuum thickness, 17.552 Å and 0.00 Ẳ slab position. 

Anatase TiO2 bulk structures were also optimized using CASTEP code within the framework of the 

Material Studio package to obtain the ground state properties of the anatase TiO2 structure, GGA-PBE 

functional for determination of convergence parameters and geometrical optimization of anatase TiO2 

structure were used, the fixed basis set and ultra-soft pseudopotential was used throughout the study. 

The ground state structures obtained through geometrical optimization with the convergence parameters 

were imported into a new 3D atomic window and the surfaces were cleaved from the bulk structure and 

a vacuum slab of appropriate size was built for the surface structures. The surfaces were optimized using 

the same convergence parameters obtained for the bulk structures. The dye/TiO2 complex was optimized 

to obtain the ground state structures, and the electronic properties were calculated using CASTEP code. 

 

Division F: Applied Physics 501/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

3.  Results and discussion 

3.1.  Absorption Spectrum of dye molecule 

 Absorption is important for an organic dye to be recognized as the ideal sensitizer for usage in DSSCs. 

Organic dyes should be able to absorb photons in both the visible and near infrared region. 

 
Figure 3.  Absorption spectrum of porphyrin dye molecule and porphyrin dye with solvents 

 

Before considering the effect of solvents, the porphyrin molecule exhibits minimal absorption in the 

visible 550 nm which contributes 6% of its Light Harvesting Efficiency. When the porphyrin molecule 

was absorbed with solvents (water, methanol, ethanol) a stronger absorption was observed in the visible 

region at 534,538 and 550 nm, respectively. Figure 3 shows that porphyrin molecule is absorbed with 

effects of solvents such as water, ethanol, and methanol, it tends to harvest more photons in the visible 

region of the solar spectrum but absorbs less photons in the nearer infrared region because its absorbance 

slows down but can still absorb photons in the nearer infrared region [9,11]. 

3.2.  Energy level and isodensity of the Porphyrin dye 

The HOMO-LUMO gap refers to the energy disparity between the highest occupied molecular 

orbital and the lowest unoccupied molecular orbital. The HOMO signifies the electron-donating 

capacity, while the LUMO symbolizes the electron-accepting propensity, table 1 shows the HOMO, 

LUMO, and HOMO-LUMO energy gap of Porphyrin dye molecule, equation (1) was used to calculate 

the energy gap.   

 

                                                         Egap = HOMO − LUMO                                                                            (1) 

 

Table 1. The HOMO, LUMO and HOMO-LUMO energy gap of porphyrin dye molecule. 

Molecules  HOMO (eV)  LUMO (eV) Egap (eV) 

Porphyrin -7.031 4.26 2.8 

Porphyrin-water -8.742 -5.08 3.7 

   Porphyrin-methanol -8.703 -5.091 3.6 

 Porphyrin-ethanol -8.703 -5.091 3.6 

 

A smaller energy difference between the sensitizer's HOMO and LUMO increases photon absorption in 

higher spectral regions of the solar spectrum [12,13]. The porphyrin dye molecule has a significantly 

lower HOMO-LUMO energy gap of 2.8 eV. High HOMO energy means that the compounds or 

molecules are very reactive, which makes it easier for electrons to move between them and for chemical 

bonds to form. A HOMO with lower energy compared to that of semiconductor Valence Band indicate 
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the stability of the molecule and its less reactive while LUMO higher than semiconductor Conduction 

Band energy for dye molecules allows electron injection from the semiconductor, resulting in faster dye 

recombination to ground state complex [12,13].  

 

 

 
Figure 4. Isodensity of porphyrin dye molecule 

 

  Figure 4 shows the location of HOMO and LUMO orbitals on a dye molecule. The frontier orbitals of 

the molecules are centered on the porphyrin ring. This gives a consequence that the structure of 

porphyrin ring will be responsible for most of the electronic transition involved such as absorption, 

emission, and charge transfer. The distribution of electrons between HOMO and LUMO mostly 

contributes to electronic transitioning of the molecules involving photons that provide high oscillating 

strength for both HOMO and LUMO transitions [14]. 

3.3.  Optical absorption 

 

 
Figure 5. Optical absorption of bulk TiO2 anatase, supercell (4× 4 × 1) on a (101) surface, and 

    adsorbed TiO2/dye. 
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The absorption coefficient defines how far light of a specific wavelength can penetrate before being 

absorbed. Three separate energy peaks of absorption spectra occur at similar peaks with part of the 

dielectric function and extinction coefficient. The optical absorption coefficients for the TiO2 anatase 

bulk structure and supercell (4 × 4 × 1) of (101) anatase TiO2 surfaces are compared in Figure 5. The 

optical band gap differs significantly from the electronic band gap. The electrical band gap is reasonable 

to assume a single particle, whereas optical absorption requires activation beyond a single particle. The 

optical absorption of TiO2 anatase bulk structure and supercell (4 × 4 × 1) of (101) anatase TiO2 surfaces 

is shown in Figure 5, revealing that the bulk structure and surfaces can absorb photons in the ultra-violet 

and near infrared regions, because Figure 5 shows photons with stronger peaks in the ultraviolet area of 

the solar spectrum and weaker peaks in the visible to near infrared range. However, when the dye is 

adsorbed onto TiO2 anatase, substantial absorption in the near infrared range is seen. TiO2 bulk anatase 

absorbs only in the ultra-visible and visible bands due to its bulk structure. Adsorption of dye molecules 

onto TiO2 can improve the absorption coefficient of TiO2/dye-based solar cells for renewable energy 

applications. 

 

 

3.4.   Optical Reflectivity and Refractive index 

 

 

 
Figure 6a. Optical reflectivity of TiO2 anatase bulk,   Figure 6b. Optical refractive index of TiO2 anatase bulk, 
supercell (4×4×1) on a (101) surface and adsorbed       supercell (4×4×1) on a (101) surface and adsorbed 
TiO2/dye.                                                                        TiO2/dye.            

.                                                                

  

In Figure 6a, a higher reflection of light in the visible region and higher reflection in the near infrared 

region for supercell and TiO2/dye complex was observed, whereas the bulk TiO2 structure displays a 

decrease from 600 - 1000 nm of solar spectrum. The increased reflection of radiation in the near infrared 

range is due to atom re-orientation during cleaving of the structure [15]. As expected, the reflectivity for 

the bulk structure of the TiO2 anatase curve is substantially higher in the ultra-visible region, our results 

agree well with the work previously done by Ranwaha et al. [15] and Phuthu et al [16] they reported 

higher reflectivity on the ultra-violet region, and lower reflectivity on visible to near infrared 

region[15,16].  Additionally, in Figure 6b the refractive index graphs for TiO2 anatase bulk, supercell 

(4 x 4 x 1) of TiO2 anatase on a (101) surface and TiO2/dye complex. For bulk structure, the real 

refractive index part increases steadily in the visible region, while the imaginary refractive index part 

drops from 400 to 600 nm. For both supercell and adsorbed dye, the real refractive index displays a 

distinct absorption of photons or light from the visible to near-infrared region, whereas the imaginary 
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refractive index exhibits less absorption. If the refractive index is high, light or photon absorption slows 

and tends to decrease. For both the imaginary refractive index of the bulk structure, supercell, and the 

adsorbed dye, we observed increased absorbance at 200-380 nm and lower absorbance at 400-1000 nm. 

However, the dye adsorbed on TiO2 has a higher refractive index for both the real and imaginary graphs. 

This demonstrates that our dye molecule adsorbed onto TiO2 can improve solar spectrum absorption 

from visible to near infrared. 

 

4.  Conclusion 

The result shows strong probability of Porphyrin dye molecule to be regarded as the best sensitizer 

application in DSSCs. The results showed good optical, excitation and spectral properties. The 

Porphyrin molecule attributed to a broad absorption in the visible region of the spectrum, The UV-vis 

spectra showed the maximum absorption peak at 550 nm within the edge of the visible region thus 

favourable for DSSC. The HOMO and LUMO energy levels suggests an energy gap of 2.8 eV. The 

stimulated results showed that the adsorption of porphyrin dye molecules onto the TiO2 semiconductor 

can improve the performance of DSSCs. 
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Abstract. The development of a Nuclear Orientation (N O) thermometer system for use at the University 

of Cape Town is essential to address the significant challenge in the accurate measurements at ultra-low 

temperatures (down to 8 mK). A 60CoCo(hcp) gamma ray thermometry source was irradiated using the 

NECSA SAFARI-1 research reactor for 6 minutes and a preliminary activity value of 1.3 MBq was 

achieved. The activity of this source has been validated using an absolute gamma-ray coincidence 

technique and verified using a well-type ionizing chamber. Preliminary temperature measurements were 

taken by placing the 60Co source within the University of Cape Town Department of Physics dilution 

refrigerator using a vertical sample holder and measuring the anisotropy of the radiation at a 90° angle 

using a Sodium Iodide (NaI) scintillation detector. These results were promising, but inconclusive, 

prompting a second set of measurements. Modifications were made to the experimental set up by re-

designing the sample holder to hold the source horizontally and take measurements at 0° angle along the c-

axis. A Lanthanum Bromide (LaBr 3) scintillation detector was also used to measure the radiation at 

temperatures ranging from 10 mK to 100 mK. These experimental improvements provided more accurate 

and conclusive results. 

 

1. Introduction 

Nuclear orientation is a technique that allows us to measure ultra-low temperatures (down to 10 mK) by 

measuring the degree of ordering of a nuclear spin system gamma-ray anisotropy thermometer. The 

absolute temperature is derived from the Boltzmann factor by allowing the nuclear spin system to be in 

thermodynamic equilibrium with its environment. The advantages of using a nuclear orientation 

thermometer are, (1) it is small (dimensions of 1x1x10 mm3) which makes it easy to insert into an 

experimental setup, (2) it has good thermal contact because of its metallic properties and (3) the self-

heating of gamma-ray anisotropy thermometer which is caused by the radioactivity of the nuclide is 

small as compared to resistance thermometers [1]. 

2. Theory and Calculations 

The degree of ordering of the nuclear spin system is governed by the Boltzmann distribution where the 

temperature can be determined from the Boltzmann’s factor [1]. A crystal with a well-defined c-axis of 

symmetry is used. To describe the degree of orientation, an orientation function which consists of a spin-
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density matrix is used where the diagonal of the matrix is the relative population of the nuclear substates 

[2]. A directional distribution function, W(θ), in terms of the c-axis angle is defined as, 

                                           W(θ)=∑ 𝐵𝜆(𝐼, 𝑇)𝑈𝜆𝐴𝜆𝑄𝜆
𝜆𝑚𝑎𝑥
𝜆=0 𝑃𝜆 cos(𝜃)                                       (1) 

 

Where Aλ is the angular distribution coefficient, Uλ is the angular momentum de-orientation coefficient, 

Qλ is the solid angle correction coefficient and Pλcos(θ) is a Legendre polynomial. To determine the 

experimentally calculated W(θ)e, a cold and warm count ratio measurement is taken. The warm count 

measurement is taken at a temperature where there is no anisotropy and the cold count measurement is 

taken at a temperature where there is anisotropy. The experimentally determined W(θ)e , 

 

𝑊(𝜃)𝑒 =
𝐶𝑐−𝐵𝑐

𝐶𝑤−𝐵𝑤
                                                                   (2) 

Where Cc is the cold count, Cw is the warm count and B is the background count. The importance of 

subtracting the background noise is to account for the gain instability caused by the temperature and 

magnetic fluctuations in the room. In order to calculate the absolute temperature, the temperature T has 

to be solved from the equation below, 
′ 

 W(θ,T) = W(θ,T) − W(θ)e (3) 

It is not a straightforward task to solve because the equation has exponential terms so a look up graph 

can be used as shown in figure 1. 

 

Figure 1. The theoretical W(θ) distribution as a function of θ plotted for different temperatures [3].  

3. Experimental Set-up 

The thermometry source is a high-quality cobalt crystal with a purity 99.9%. This cobalt source was cut 

into size (approx. 1x1x10 mm3) with the long side cut parallel to the c-axis which is accurately 

determined [1]. The cobalt was irradiated at NECSA (Nuclear Energy Corporation of South Africa) using 

the SAFARI-1(South African Fundamental Atomic Research Installation) nuclear reactor. The sample 

was irradiated using a PTS (pneumatic transport system) or ”rabbits” that is used for precisely-timed 
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irradiation. The rabbit facility uses a vacuum system to position and remove the sample from the core 

of the reactor. 

The irradiated 60CoCo(hcp) source was positioned next to the mixing chamber on the 10 mK plate which 

is the coldest point in the dilution refrigerator. The source was placed horizontally in the re-designed 

sample holder. For the measurements, a NaI detector and a LaBr3 detector were used to capture the 

energy spectra. These two detectors were positioned at a distance of 47.5 cm away from the source with 

the NaI detector positioned at 0° and the LaBr3 detector positioned at an angle of 12° with respect to the 
60CoCo(hcp)crystals well-defined c-axis. A top-view schematic drawing of the experimental set-up is 

shown in figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The dilution refrigerator is cooled to 3 K using a pulse tube compressor and the dilution process is used 

to further cool the dilution refrigerator from 3 K down to 30 mK [4]. Once the dilution refrigerator 

reaches base temperature (in our case 30 mK), measurements were taken according to the experimental 

set-up shown in figure 3. Each measurement was taken for 15 minutes once the dilution refrigerator had 

stabilised to our temperature of interest. The acquisition system used was an USX 30 software, a multi-

channel analyser, power supply and amplifier. 

4. Detector calibration 

Radioactive sources emit electromagnetic radiation in the form of photons which are converted to a 

current pulse using a Photomultiplier. These current pulses are sorted by a UCS30 ADC (multichannel 

analyser) into voltage pulse heights. These voltage pulse heights are converted to energy peaks using 

radioactive sources of known spectrum peak(s). In the case. The radioactive sources used to calibrate 

the NaI were Barium-133, Sodium-22, Manganese-54, Cadmium-109 and Cobalt-60. In the case of the 

 
Figure 2.  A top view cross section of the UCT Dilution 
Refrigerator with 60CoCo(hcp) crystal. A top view 
cross section placed next to the Mixing Chamber. Figure 3. The NaI scintillation detector 

positioned at a 0° angle from the 
60CoCo(hcp) crystal. 
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LaBr3 detector, it has an intrinsic activity that originates from La-138 and Ac-227. The intrinsic activity 

pulse height was used to calibrate the Labr3 detector since it is well-known. 

5. Analysis considerations/background subtraction 

Background noise can originate from numerous sources and a well accounted for background subtraction 

is important for calculating the areas under the peaks. This can improve the accuracy of our absolute 

temperature measurement [1]. To ensure the measured spectra is only from our source, the following 

steps were taken. Repeated 15-minute measurements are taken at every temperature point of interest as 

mentioned in the experimental section but before the measurements commence, a background 

measurement was taken for 45 minutes [5]. The background is removed by subtracting the measured 

background from the measured spectra. This is done by subtracting the background channel-by-channel. 

The remaining spectra will be background-free. 

Lanthanum Bromide background measurement accounts for the background noise in its surrounding 

environment and its internal intrinsic background noise. The internal intrinsic radioactivity from La-138 

and Ac-227 have noticeable peaks on our pulse-height spectrum that contributed to the overall 

background [6]. 

Before the area of a peak can be determined, a baseline subtraction has to be done to remove all the 

unwanted counts. A baseline subtraction is used to subtract all the counts below the peak by fitting a 

function below the peak in the spectra. Depending on the complexity of the spectra, a polynomial of a 

certain degree can be used but for our study, a linear fit was used for all baseline subtractions. 

6. Results 

In this section, we will discuss the activity measurements, the temperature range of a 60CoCo 

thermometer, and compare the 60CoCo nuclear thermometer to the CMN (Cerium Magnesium Nitrate) 

thermometer used in the dilution refrigerator. The CMN thermometer is positioned near the mixing 

chamber as shown in Figure 2. Two detectors with different resolutions were used to compare the 

measured radiation from the 60CoCo thermometer. Multiple measurements were taken and the average 

was considered and compared. 

6.1. Activity Measurements 

The coincidence technique is commonly used for determining the disintegration rates for radioactive 

materials [7]. Time coincidence is determining how close in time were the first and the following emitted 

radiation. Since there are multiple nuclei, a case where two emitted gamma-rays originate from different 

nuclei within the time window is referred to as chance coincidence. Our coincidence set-up consists of 

2 detectors, a delay amplifier, a counter and a universal coincidence module. 

Table 1. Coincidence measurement summary 

 Time(s) Detector 1 Detector 2 Chance Coincidence Coincidence 

Run 74809 5080646 43265845 4055 5108 

Background 666664.7 2100495 2733164 12 112 

 

The background measurement measured over a number of days to account for all background. The 

activity measurement was taken for approximately 20 hours and an activity of 1321.088±120.093 kBq 
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was measured. To verify our results, we used an Ionisation chamber and obtained an activity value of 

1304.250±195.637 kBq. 

6.2. Thermometer temperature range 

Nuclear Orientation Thermometers have different temperature ranges which is dependent on the material 

property and magnetic field. The temperature range of a nuclear thermometer can be determined by 

determining the partial differential of the directional distribution function. The partial differential of 

W(θ) indicates the sensitivity of the nuclear orientation thermometer. For 60CoCo NO, 6.9 mK is the 

point of high sensitivity and the range of the thermometer is 3 mK to 100 mK [1]. 

6.3. LaBr3 detector 

In figure 4, a comparison between the 60CoCo NO thermometer using a LaBr3 detector and the CMN 

thermometer has been plotted, where the error bars are the standard uncertainty. The uncertainty of the 
60CoCo NO using a LaBr3 was determined by considering the standard deviation of the repeated 

measurements. As we can see, the uncertainty of the 60CoCo NO Labr3 thermometer increases as the 

temperature raises whereas the CMN thermometer uncertainty is approximately 1%. At each measured 

temperature, multiple measurements were taken and the average was considered for both 60CoCo NO 

thermometer and CMN thermometer. The LaBr3 measurements are comparable to the CMN 

Thermometer throughout the measured temperature range. 

 

Figure 4. W(θ,T) as a function of temperature at a fixed angle 12°. 

6.4. NaI detector 

In figure 5, a comparison between the 60CoCo NO thermometer using a NaI detector and the CMN 

thermometer has been plotted, where the error bars are the standard uncertainty. The uncertainty of the 
60CoCo(hcp) NO using a NaI was determined by considering the standard deviation of the repeated 

measurements. The uncertainty of the 60CoCo NO thermometer increases as the temperature raises. At 

each measured temperature, multiple measurements were taken and the average was considered for both 
60CoCo NO NaI and CMN thermometer. The NaI measurements are comparable to the CMN 

Thermometer from 30 mK to 50mK the measured temperature range and begins to deviate away from 

the CMN at higher temperatures. 
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Figure 5. W(θ,T) as a function of temperature at a fixed angle 0°. 

7. Conclusion 

The NaI detector measurements are comparable to the CMN Thermometer throughout the measured 

temperature range up to 50 mK. Beyond 50 mK, NaI measurement deviates away from the CMN 

thermometer whereas the LaBr3 measurement is approximately close to CMN thermometer. The LaBr3 

detector has better resolution compared to the NaI(Ti) detector, therefore W(θ)e was resolved more 

accurately above 50 mK [6]. The accuracy of the NaI measurement from 30 mK to 50 mK is superior 

than that of the LaBr3 detector possibly due to the fact that the intrinsic radioactive radiation will add to 

the background noise. 
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Abstract. The study comprehensively analysed the calculation of an optimally designed grid-

connected photovoltaic (PV) system's energy output. Monthly solar radiation data was 

assessed, and average sunshine hours were generated to design the 15 South Africa Infantry 

(SAI) Battalion Head Quarters (HQ) building’s electric power supply connected to the grid. 

Individual rooms’ appliance inventory with electric parameters and time of use data was done 

for energy use audit. Due to the high total load power and financial constraints, the power 

systems were designed to cover part of the load of the building. PVSyst software was used to 

design and analyse the system. The system overview showed that the annual production is 

18130 kWh, whereas the daily normalised output is 4.81 kWh/kWp. Furthermore, the PV array 

and system losses are 1.23 kWh/kWp/day and 0.14 kWh/kWp/day respectively. 

 

1. Introduction 

The increasing population and ageing of the electricity generation stations in South Africa (SA) pose a 

severe load on the grid.  This has led to several load-shedding stages being implemented, and the 

companies and inhabitants are frustrated. It has become a norm.  On the other hand, SA is among those 

countries that depend heavily on coal as it generates its electricity, hence a high percentage of carbon 

footprint. According to the National Energy Regulator of South Africa (NERSA), the energy sector 

alone contributes nearly 80% of total emissions, of which 50% are from electricity generation and liquid 

fuel production alone [1]. The timing of the transition to a low-carbon economy must be in a manner 

that is socially just. The demand for renewable energy solutions has surged as the world strives to 

transition to more sustainable energy sources. Among these solutions, photovoltaic (PV) power systems 

have emerged as a key player in meeting clean energy targets. The potential of renewable energy sources 

depends on the country's geographical location and human population [1].  In 2020, electricity 

generation by solar PV reached approximately 11 581 GWh in Africa [2]. The total capacity of PV 

technology installed worldwide from 2010 – 2020 has increased from 40 334 to 709 674 MW [3]. 

According to Statista global data and business intelligence platform and the South Africa Solar 

Photovoltaic (PV) Market Report from the global data, South Africa leads the continent with a 

cumulative PV installed capacity of 7021 MW with 4412 MW as industry and residential rooftops as of 

June 2023, [4] 

 

   Grid-connected facilities present an opportunity for energy retrofitting using PV systems. The concept 

of energy retrofitting involves upgrading existing buildings and infrastructures with energy-efficient 
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technologies to reduce their environmental footprint and operational costs. By integrating PV power 

systems into these facilities, the generated electricity offsets a portion of the conventional grid-supplied 

power. The PV retrofit systems in grid-tied or hybrid forms offer several benefits to the user with 

reduced electricity bills and, a more reliable supply of electricity and grid load pressure reduction. In its 

grid-tied mode, the PV system is cheaper with less energy loss by avoiding battery storage and battery 

inverter. The system is designed to produce more than the local demand and feeds the excess to the grid 

(virtual storage) for use in the evening when there is no sun.  

 

   PVSyst is a widely recognised software tool specifically designed for simulating the performance of 

PV systems. It allows users to model various PV system design and operation aspects, including solar 

irradiance, shading, module characteristics, and inverter behaviour. Ghafoor & Munir (2015) used the 

PVSyst software to design and analyse the economics of an off-grid PV system for household 

electrification in Faisalabad, Pakistan. Their mathematical modelling results showed that the peak 

power, area of PV modules, the capacity of the battery backup, and size of the charge controller and 

inverter were determined to be 1928 Wp and 12.85 m2, 9640.5 Wh, 56.65 A, and 1020 W, respectively. 

The economic feasibility analysis of the system was carried out and found that the unit electric energy 

cost of the off-grid PV system was 26% lower than that of conventional grid electric supply to residential 

areas [3]. In 2022, Mohammad Baqir and Harpreet Kaur Channi [5] used PVSyst software to design and 

analyse a 700 kWp in the Daikundi province of Afghanistan. The results showed the system production 

was 1266 MWh/yr, and the performance ratio was 0.797 [3]. Uwho, Idoniboyeobu, & Amadi (2022) 

also employed the software for designing and simulating a 500-kW grid-connected PV system with a 

multilevel inverter that tracks the maximum power from the PV array for the Faculty of Engineering, 

Rivers State University in Nigeria. Their system was optimised through simulation and achieved an 

efficiency of 97.7% with a performance ratio of 83.2%. A peak power of 787 kWp with a tilt angle of 

5°, [6]. Marais, Kusakana, and Koko (2019) also did a techno-economic analysis using the Homer 

software for a grid-interactive solar PV system for a South African residential load.  Their results 

revealed that the load demand was adequately met at no shortage and incurred a levelized cost of energy 

(LCOE) of R0.8546/kWh, South African rand. The software depicted that the allowed load demand that 

a Solar PV system could meet was 70%, while the grid was used to supply the load when there was no 

access to sunlight. The system had no storage, so excess energy was sold into the grid during the standard 

day. [5] 

  This paper focuses on designing and analysing a 10 kWp PV power system tailored for grid-

connected facilities undergoing energy retrofitting in Limpopo province, South Africa. To predict the 

PV system's performance, it is necessary to design the system by inputting all parameters and 

environmental factors, such as location, temperature, solar irradiance, configuration, orientation, and 

inclination. 

2. Methodology  

2.1. Energy Audit and Load Analysis  

The energy consumption of an HQ unit at 15 SAI was investigated since there was no separate electricity 

data consumption for each building. To have an overview of how much is consumed daily leads to 

monthly and annual energy consumption. Due to load shedding, retrofitting the PV system was an 

alternative. Designing a photovoltaic (PV) power system for grid-connected facility energy retrofitting 

involved several steps to ensure solar energy's efficient and effective integration into the existing 

infrastructure.  

 

2.1.1. Data Collection 

 The historical energy bills for an HQ building were unavailable, so a preliminary assessment to 

understand the building’s energy consumption trends over time was conducted. An inventory of 

514 Design of a PV power system for grid-connected facilities energy . . .

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 

 

 

 

 

 

electrical appliances such as lights, HVAC systems, computers, and other energy-consuming elements 

in the building was done. Collected data were tabulated with their specification, i.e., wattage reading, 

current and voltage. The daily usage duration of each electrical appliance was recorded to give the full 

view of the daily consumption and, hence, the monthly consumption. Due to insufficient funds, some 

devices, such as heating, ventilation, and air conditioning (HVAC) systems, were excluded, and a 10.0 

kWp peak power system was considered.  

 

 

2.1.2. Designing PV system using PVSyst software 7.4.1 

 The preliminary design of a grid-connected PV system was done as follows: On the PVSyst software, 

the grid-connected was selected, followed by the geographical site. Since the study site was unavailable 

on a database, a new site called Manamane was created on a database. Using Meteonorm 8.1, Manamane 

metadata was downloaded. It comprises annual average parameters such as global horizontal irradiance 

(kWh/m2), diffuse horizontal irradiance (kWh/m2), ambient temperature (degrees), etc. The plane 

orientation must be optimised for high energy production; thus, the loss should be zero, and it was 

observed that at 250, the system produced a 0.00 % loss. Pre-sizing of the system consists of planned 

power (10.0 kWp) and several PV modules; based on the size, ratings, and availability, SunPro power 

(Si-mono)– 430 Wp, the 2021 model, was chosen. The software helps one to select the correct size of 

an inverter, so Sungrow with features such as 10 kW and 40 – 560 V was selected. Several parameters 

and assumptions were considered. The assumptions used are tabulated in table 1: [ [7], [8]. 

 

                                  Table 1: Parameter Assumptions. 

Parameters                            Percentage/ ZAR 

PV Modules                             55 % 

Inverters                                   15 % 

Mounting Structures                 5 % 

Installation                                25 % 

Fixed Fee-Tariff                       R4.04 

 

The feed tariff is R4.04 per kW, while the other parameters’ rate was calculated from the total fund 

needed to build the 10 kWp. Finally, the simulation was run.  

 

3. Results and discussions 

Annual energy production is 18 130 kWh, and the system's performance ratio is 77.9%, which is good 

compared to the one found by Baqir M et al. [3]in Afghanistan. Financial analysis in the form of yearly 

net profit and cash flow of the system is graphically shown below: 

    

   The cost of generating energy using a PV system, the Levelized Cost of Energy (LCOE), is R3.07. As 

the rate of solar panels keeps decreasing, LCOE will reduce, too. Several parameters, such as investment 

and charges, financial parameters, and electricity rate, were considered to improve the design of this 

system. The injection of unused energy generated to the grid increases the annuities. The payback time 

is 5.6 years. 
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Figure 1: Yearly Net Profit. 

 

Figure 2: Cumulative Cash Flow. 
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Figure 3: PV System’s Performance Results. 
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Figure 4: System loss diagram. 

Figure 4 displays insight into the causes of the loss of energy.  It breaks down the various factors 

contributing to the overall loss of power and the efficiency reduction of the system. The energy that may 

be injected into the grid is 18 130 kWh. Noting that energy generation through renewable resources 

mitigates carbon footprint, is also depicted by the Figure 5. 
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Figure 5: Saves CO2 Emission vs. Time. 

4. Conclusion 

The design of a 10 kWp PV system has provided insight into its potential and efficiency. The PV array's 

tilt and orientation have been set to harness maximum energy. The selected solar panels and inverters 

are well-suited to the project's requirements, ensuring efficient energy conversion and reliable operation. 

The loss diagram shown in Figure 4 will help us to take into cognisance the various factors contributing 

to energy losses in the system. This will enable us to develop strategies for mitigating their impact and 

optimising the system's overall performance. Financial analysis, the number of solar panels, inverter, 

and the structure’s design had been outlined. A 10 kWp can now be prepared to be installed using the 

data retrieved from this study. 
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Abstract. In this proceeding, we consider charged black hole solutions of the Einstein-
Maxwell-dilaton theory in de Sitter spacetime. Our investigation focuses on examining the
location and existence of horizons as a function of the parameters for mass, charge, and dilaton
coupling strength (α) in the context of extra-dimensional spacetimes, and investigating possible
modifications of the Weak Gravity Conjecture in extra-dimensional spacetimes. In 5-dimensions,
for a special value of α2

c = 1, we observe that there is a new extremality condition, or a new
WGC bound. Moreover, we find that, because of the complexity of the metric for α < αc, the
extremal case is not achieved for de Sitter spacetime.

1. Introduction
In the ever-expanding landscape of theoretical physics, the swampland criteria has emerged as
a crucial guideline for exploring the boundaries of consistent quantum gravity theories [1, 2].
Among these, the weak gravity conjecture (WGC), first proposed in [3], has been one of the
earliest and most extensively studied criteria. In a theory coupled to gravity with a U(1) gauge
symmetry, the WGC asserts that a state of charge q and mass m must satisfy the condition:

g2q2 >
1

2
κ2m2, (1)

where g is the U(1) gauge coupling and κ is related to the Newton’s constant G and the reduced
Planck mass (MP ) through κ

2 = 1
M2

P
= 8πG.

The WGC has profound implications, particularly regarding extremal black holes and their
decay processes. It ensures that black holes can decay without leaving remnants, aligning
elegantly with fundamental principles of charge and energy conservation. When contemplating a
black hole in an asymptotically flat spacetime, the compelling arguments presented in [3] provide
valuable insights into the dynamics of black hole decays. This process results in the emergence
of states with combined masses smaller than the original black hole, driving our understanding
of black hole evolution and its consequences.

Notably, the reach of the WGC expands beyond flat spacetimes, encompassing the Einstein-
Maxwell-dilaton theory in flat spacetime [4] and even (Anti-)de Sitte spacetime [6, 7]. The
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interplay between these theories opens doors to captivating scenarios, including an extension
of the Reissner-Nordström de Sitter black hole solution [9, 10] to the Einstein-Maxwell-dilaton
theory [5, 8, 11, 12, 13, 14, 15].

In the quest to unite these theories, our work embarks on a profound endeavor: fusing the
three elements - Einstein-Maxwell-dilaton theory, de Sitter backgrounds in extra dimensions,
and the modifications to the WGC (dS-WGC) in this context. We seek to ascertain the specific
adjustments required for equation (1) to hold within the framework of de Sitter backgrounds in
extra dimensions. To derive the form of the dS-WGC, we delve into the intricacies of black hole
physics, leveraging the same fundamental arguments that led to equation (1) in a flat spacetime
[3]. Our investigation reveals that black hole decays must lead to states incapable of forming
new black holes so as to avoid the existence of naked singularities, consistent with the principles
of the weak cosmic censorship.

As such, the paper is structured as follows: In section 2 we present our black hole solution,
along with some generic formulae applicable to all values of α and general dimensions. In
section 3 we discuss the horizons of the charged dilatonic de Sitter black hole in five dimensions
for three cases: α = αc, α > αc, and α < αc, and we explore the WGC for these cases. Lastly,
we summarize our findings in section 4.

2. Einstein-Maxwell-Dilaton Black Holes in n Dimensions and Arbitrary α
Dilatonic gauge theories usually result from the compactification of higher dimensional theories
of gravity [16, 11, 17]. We start from the action of an Einstein-Maxwell-scalar theory in n
dimensions,

S =

∫
dnx

√−g[R− 2∂µϕ∂
µϕ− e−2αϕF 2], (2)

where R is the Ricci scalar curvature, F 2 = FµνF
µν arises from the Maxwell field, and α

represents the coupling between the dilaton field and Maxwell field. It is important to observe
that when the dilaton field is absent (i.e., α = 0), the action described by equation (2) simplifies
to the conventional Einstein-Maxwell theory accompanied by a cosmological constant.

The black hole metric solution of the equations of motion is given by:

ds2 = −
{[

1−
(
r+
r

)n−3
][

1−
(
r−
r

)n−3
]1−γ(n−3)

−H2r2
[
1−

(
r−
r

)n−3
]γ}

dt2 +

{[
1−

(
r+
r

)n−3
][

1−
(
r−
r

)n−3
]1−γ(n−3)

−H2r2
[
1−

(
r−
r

)n−3
]γ}−1

[
1−

(
r−
r

)n−3
]−γ(n−4)

dr2 + r2
[
1−

(
r−
r

)n−3
]γ
dΩ2

n−2, (3)

where H2 = |Λ|/3 is Hubble parameter and Λ is the cosmological constant. Recall that when
Λ = 0 our space is asymptotically flat, otherwise Λ > 0 is for dS and Λ < 0 AdS. In this work
we consider only dS spacetime.

Also γ = 2α2/(n − 3)(n − 3 + α2) and ϕ0 corresponds to the asymptotic value of ϕ(r) as
r approaches infinity. The mass and charge of the black hole, in relation to the integration
constants r+, r−, are described as:

Q2e2αϕ0 = (4Ωn−2)
2 (n− 2)(n− 3)2(r+r−)n−3

2(n− 3 + α2)
,

M =
Ωn−2

16π

(
(n− 2)rn−3

+ +
n− 2− p(n− 4)

p+ 1
rn−3
−

)
. (4)
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where Ωn−2 = 2π
D−1
2 /Γ

(
n−1
2

)
is the volume of the unit (D − 2) sphere and the constant p is

given by:

p =
(2− n)γ

(n− 2)γ − 2
. (5)

Let us express the 0, 0 component of the metric in an alternative form:

P (r) = 1−
(
r+
r

)n−3

−H2r2
(
1−

(
r−
r

)n−3
)αc

, (6)

where αc = α2 − (n − 3)2/(n − 1). It is worth noting that in the case of α = 0 we retrieve
the Reissner-Nordström solution, where r+ , r− correspond to the outer and event horizons,
respectively. However, for α ̸= 0, r− indicates the position of a singular surface, while r+
remains as the only event horizon of the black hole.

In order to explore the solutions of P (r) = 0, we break P (r) into the sum of two contributions:

W1 = 1 − ( r+
r

)n−3
and W2 = H2r2

(
1− ( r−r

)n−3
)αc

. The zeros of P (r) correspond to the

intersection points of the two curves defined by W1 and W2. Furthermore, it is noteworthy that
the situation where the zeros coalesce into one occurs when W1 and W2 are tangent, leading
to the conditions P (Z) = 0 and P ′(Z) = 0. In fact, we will find two expressions, Z1,2 indicate
the extremal limits of the black hole. This means that they signify the coincidence of the
cosmological horizon and the event horizon, or the singularity surface and the event horizon.

Subsequently, throughout the remainder of this proceeding, we shall investigate the various
regions of the WGC in the context of 5 dimensions.

3. The horizons of charged dilatonic de Sitter black hole in 5 dimensions
In 5 dimensions, the values of r+ and r− are expressed as follows:

r− =

√
2

π

√
Q2(α2 + 2)

4M2 +
√
6Q2α2 + 16M2 − 12Q2

, (7)

r+ =
1√
3π

√
4M2 +

√
6Q2α2 + 16M2 − 12Q2. (8)

Subsequently, we need to ensure that the values of r± are real, which leads us to the condition:

6Q2α2 + 16M2 − 12Q2 ≥ 0. (9)

If this condition holds, the metric remains real and physically meaningful. Next, we will consider
various values of α and explore the regions of the WGC corresponding to each of them. By
analysing different scenarios for α, we aim to gain insights into how the WGC behaves and how
it is influenced by the choice of this parameter.

3.1. α = αc

When α = 1, we can determine the explicit expressions for the black hole horizons as
P (r) = (H2r4 − r2 + r2+), and they can be written as:

rc,h =
√
2

√
1±

√
1− 4H2r2+

2H
(10)

where rc represents the cosmological horizon and rh corresponds to the event horizon of the black
hole. Notably, we have two additional equations that are negative, which is why they have not
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been included here. By employing equation (4), we can represent the roots (10) as expressions
that depend on the mass and charge of the black holes, denoted as M and Q respectively.

The graphical representation of the various regions for the black hole horizons can be observed
in figure 1. In this figure, the red curve represents rc − rh = 0, and the green curve represents
rh − r− = 0. Moreover, the blue line shows the condition for having an extremal black hole in
flat space, which is r+ = r− (M2 = Q2/2). The black line represents the condition given by
equation (9), below which the metric becomes complex.

Located at (M,Q) =
(
3π/16,

√
3π/4

√
2
)
, the triple point marks the convergence of regions

with two, one, and zero solutions. When masses exceed M > 3π/16, the event horizon fails
to form, signifying the threshold beyond which asymptotically de Sitter black hole solutions
become unattainable. In the region between M = 3π/16 and the red curve, no horizons exist.
Both the event and cosmological horizons are imaginary, leaving only a naked singularity in this
interval. In the region bounded by the red and green curves, two horizons exist - the event
horizon and the cosmological horizon. The green line corresponds to the extremal black hole,
where the event horizon and singular surface coincide. In the region beneath this line, a single
horizon is present, namely the cosmological horizon, while the event horizon is obscured by the
singular surface. Hence, the region complying with the WGC is delimited between the green
and black lines. At this particular value of α, we notice the emergence of a novel bound for the
WGC, distinct from the WGC bound in flat space (blue line) and r+ = r− no longer serves as
the black hole extremality condition. In order to validate that equation (10) can be regarded as

Figure 1. Horizon number for five dimensional α = 1 de Sitter Black Hole in (M , Q) for H = 1.
The red curve represents rc − r−, the green curve illustrates rh − r−, the blue line depicts the
extremality condition r+ = r− (M2 = 1

2Q
2) in flat space, and the black line corresponds to

equation (9).

a WGC bound, we derive an expansion of rh − r− in the flat space limit, H → 0, as follows:

M2 =
Q2

2
+

√
2Q3H2

4π
− 3Q4H4

16π2
+

3
√
2Q5H6

16π3
+O(H8), (11)

where the first term corresponds to the WGC in flat space for five dimensions (equivalent to the
equation for the blue line), while the subsequent terms represent corrections to this bound.

3.2. α > αc and α < αc

Our focus now shifts to the scenario α > 1. Figure 2 show the findings for α = 2, illustrating
the distinct regions corresponding to the black hole horizons. In this scenario, an additional
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constraint has been introduced to ensure that the singularity remains within the Hubble horizon,
depicted by the orange curve. This constraint requires r− < 1/H, as black hole solutions cannot
exist when the radius of the singular surface exceeds that of the Hubble horizon. Similar to the
α = 1 case, the red curve indicates the point where the cosmological and event horizons coincide,
while the blue line represents the extremality condition for the black hole in flat space, where
r+ = r−. Within the region between the red curve and the blue line, black hole solutions with
two horizons are present. Below the blue curve, solutions entail a naked singularity along with
a cosmological horizon. Interestingly, for this specific value of α, the extremality condition for
the black hole (rh = r−) coincides with the flat space case. Consequently, for α > αc, no new
WGC bound emerges. Additionally, for comparison, we have examined the case when α < αc

Figure 2. Number of horizons for α = 2 as a function of M and Q in five dimensions, for
H = 1.

in figure 3. In this scenario the upper bound is the red curve where the event and cosmological
horizons coincide. The lower bound is indicated by the black line, where the metric is at the
brink of becoming complex. In this scenario, the condition for an extremal black hole, rh = r−,
becomes complex and appears to be concealed within the inaccessible region (the complex region
for the metric). Consequently, for the anticipated solutions with only the cosmological horizon,
there are no clear predictions available.

4. Conclusions
In this proceeding, we explored the properties and behaviour of dilaton black holes in extra
dimensions. The action of the Einstein-Maxwell-scalar theory in n dimensions provided a
foundation for our investigation, considering the coupling between the dilaton field and Maxwell
field as being denoted by α.

The black hole metric solutions were derived, and the mass and charge of the black hole were
expressed in terms of integration constants r+ and r−. We investigated the various regions of
the WGC in five dimensions spacetime, revealing intriguing insights for different values of α. For
α = 1, we observed the emergence of a novel WGC bound, distinct from the flat space case, and
the extremality condition r+ = r− no longer held. For α > αc, no new WGC bound was found,
and the extremality of the black hole was found to be consistent with flat space. In the case
of α < αc, the reality of the metric was examined, and predictions for solutions with only the
cosmological horizon were not evident. Our comprehensive analysis enhances our understanding
of dilatonic black holes and their connection to the WGC in five dimensions.
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Figure 3. Number of horizons for α = 0.5 in (M , Q) coordinate in five dimensions, for H = 1. The
red curve shows rc − r−, the blue line is the extremal black hole in flat space r+ = r− and the black line
shows the bound of a real- valued metric, equation (9).

Acknowledgments
HN is supported by the Faculty of Science at the University of Johannesburg. ASC is supported
in part by the National Research Foundation (NRF) of South Africa; AC is supported by the
NRF and Department of Science and Innovation through the SA-CERN programme and a
Campus France scholarship. The authors extend their thanks to Seong Chan Park for fruitful
discussions.

References
[1] Vafa C 2005 The String landscape and the swampland Preprint hep-th/0509212.
[2] Ooguri H, Vafa C 2007 Nuclear physics B 064007 21-33.
[3] Arkani-Hamed N, Motl L 2007 Journal of High Energy Physics 2007 060.
[4] Heidenreich B, Reece M 2016 Journal of High Energy Physics 2016 1-41.
[5] Gibbons GW, Maeda K 1988 Nuclear Physics B 298 741-775.
[6] Antoniadis I, Benakli K 2020 Fortschritte der Physik 68 2000054.
[7] Zhang CY, Liu P, Liu Y, Niu C, Wang B 2022 Physical Review D 105 024010.
[8] Poletti SJ, Twamley J, Wiltshire DL 1995 Physical Review D 51 5720.
[9] Romans LJ 1992 Nuclear Physics B 383 395–415.
[10] Ginsparg P, Perry M J 1983 Nuclear Physics B 222 245–268.
[11] Gao Ch J, Zhang Sh N 2005 Physics Letters B 605 185–189.
[12] Hendi SH, Sheykhi A, Panahiyan S, Panah BE 2015 Physical Review D 92 064028.
[13] Yu MH, Ge XH 2022 The European Physical Journal C 82 14.
[14] Okounkova M 2019 Physical Review D 100 124054.
[15] Pani P, Cardoso V 2009 Physical review D 79 084031.
[16] Horowitz G T , Strominger A 1991 Nuclear Physics B 360 197–209.
[17] Duff MJ and Lu JX 1994 Nuclear Physics B 416 301–334.

Division G: Theoretical and Computational Physics 529/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



Quasinormal modes calculated with physics-informed

neural networks

A M Ncube1 and A S Cornell2

Department of Physics, University of Johannesburg, PO Box 524, Auckland Park 2006, South
Africa.

E-mail: 1ncubeanele4@gmail.com,2acornell@uj.ac.za

Abstract. The literature on the computation of black hole quasinormal modes (QNMs) is
replete with the use of various approximation methods to solve the “quasi-Sturm Liouville”
type problems governing the damped oscillations produced by perturbed black holes. Among
the newest techniques is the physics-informed neural network (PINN) algorithm, a machine
learning-based, general-purpose differential equation solver that has recently been implemented
successfully to compute the QNMs of Kerr black holes perturbed by gravitational fields (of
spin-weight, s = −2). As a path towards computation of QNM overtones, which are known
to be significant in the black hole perturbation theory description of observed gravitational
wave signals, QNMs of asymptotically flat Kerr black holes are obtained for the modes
n = 0, ℓ = 2,m = 0, considering spin parameters a ∈ [0.0, 0.1, 0.2, 0.49, 0.4999]. Compared
with the QNMs approximations obtained using the continued fraction method, a basic set-up
of PINNs is seen to approximate QNMs with increasing accuracy (error < 1% at best) with
decreasing BH spin.

1. Background
The quasinormal modes (QNMs) of asymptotically flat Kerr spacetimes are known to be
pertinent in the analysis of gravitational wave signals produced in the aftermath of the
coalescence of black holes (BHs), such as in the case of the well-known stellar-mass binary system
linked to GW150914 [1]. In general, the level of significance of gravitational wave astrophysics,
and by extension the study of QNMs, has broadened with the recent confirmation of nano-hertz
gravitational wave signals produced by supermassive BHs [2]. Therefore, the research on BH
perturbation theory, which has hitherto been computational and centred on predictions from
general relativity (GR), is now a theory that is borne out by analyses [3, 4] showing its precision
in describing observed signals.

Within BH perturbation theory, the metric tensor of a BH perturbed by gravitational fields,
or direct metric perturbations, is given as (considering a linear approximation) [5]:

gµν = g0µν + δgµν , (1)

where g0µν signifies the background metric subjected to linear perturbations (δgµν). In this case,

the perturbing gravitational field does not backreact on the background implying that δg2µν and
higher order terms are negligible [5]. Of interest in the astrophysical case is the perturbation of
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a Kerr metric, which (in Boyer-Lindquist co-ordinates) is given as [6]:

ds2 =

(
1− 2Mr

Σ

)
dt2 +

4Mar sin2 θ

Σ
dtdϕ− Σ

∆
dr2 − Σdθ2 − Λ

Σ
sin2 θdϕ2, (2)

where
∆ = r2 + a2 − 2Mr, Σ = r2 + a2 cos2 θ, Λ = (r2 + a2)2 −∆a2 sin2 θ. (3)

The exterior of the BH is considered to be the space beyond the outer horizon (r > r+), where
r+ is the larger of the roots of ∆. Considering the no-hair conjecture, the Kerr metric is fully
described by its mass M and spin angular momentum J = 2Ma, within the system of units
G = c = 2M = 1 (G is Newton’s gravitational constant and c is the speed of light in vacuum). In
this case, the spin parameter a lies within the range 0 ≤ a < 1

2 ; that is, within the Schwarzschild

limit a = 0 and the extremal limit of spin a = 1
2 .

The derivation of the Teukolsky equation governing the perturbations of a Kerr BH to produce
QNMs (ψ) can be found in Ref. [7]. When the QNMs are in the form given as [6, 7]:

ψ = e−iωt+imϕ
sRℓmω

(r)sSℓmω
(θ), (4)

the Teukolsky equation is separated into radial and angular eigenvalue problems solved by radial
and angular eigenmodes R(r) and S(θ), respectively. They are [6, 7]:

[
∆−s d

dr

(
∆s+1 d

dr

)
+

(
H2 − 2is(r −m)H

∆
+ 4isωr + 2amω −A+ s(s+ 1)

)]
R(r) = 0, (5)

[
1

sin θ

d

dθ

(
sin θ

d

dθ

)
+

(
A− m2 + s2 + 2ms cos θ

sin2 θ
− a2ω2 sin2 θ − 2aωs cos θ

)]
S(θ) = 0, (6)

where H = (r2+a2)ω−am, s is the spin-weight of the perturbing field (s = −2 for gravitational
fields), A is a separation constant and ω signifies the centrepiece QNM frequencies. The
astrophysically relevant boundary conditions ensuring that QNMs are ingoing at the event
horizon (r+) and outgoing at spatial infinity are:

R(r∗ → −∞) ∼ eikr∗

∆s
; R(r∗ → ∞) ∼ eiωr∗

r2s+1
, (7)

and r∗ denotes the tortoise co-ordinate:

r∗ = r+
r2+ + a2

r+ − r−
ln

(
r − r+
r+

)
− r2− + a2

r+ − r−
ln

(
r − r−
r+

)
, (8)

where r± = (1±
√
1− 4a2)/2. These boundary conditions render the differential equations (5)

and (6) non-hermitian, such that ω is complex-valued. By contrast, in the special case where
ω ∈ R the equations reduce to Sturm-Liouville eigenvalue problems [6].

The solving of the equations (5) and (6) to obtain ω and A is a longstanding challenge within
BH perturbation theory that is underpinned by a lack of analytical, closed form solutions.
Therefore, it is generally the case that approximation methods are necessary, and in the
Kerr case, these include the continued fraction method (CFM) and the WKB method [8, 9].
Considering that many of the extant approximation methods do not extend to all scenarios,
the Kerr-Newman BH being the clearest example, the motivation remains for the continued
development of novel, semi-analytical or purely numerical techniques. Among the newest of
these is a method utilising deep neural networks (DNNs) to solve differential equations; namely,
physics-informed neural networks (PINNs). This approach has been shown to achieve the same
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level of precision in the computation of the fundamental QNMs of Schwarzschild and Kerr BHs
as more established techniques (see Refs. [10, 12]), but it still largely remains to be refined and
fully developed to achieve deterministic computation of QNM overtones.

The following sections will elaborate on the use of PINNs to compute the complex-valued
eigenvalues ωn and Aℓm. Section 2 describes the implementation of the PINNs algorithm to
solve the radial and angular ODEs (equations (5) and (6)). Thereafter, section 3 presents the
approximated QNMs and their errors compared to the standard values obtained using the CFM.
Lastly, section 4 presents a discussion and outlook.

2. Implementation of PINNs to compute Kerr QNMs
PINNs (the use of DNNs as numerical solvers of partial differential equations (PDEs)) were put
forth by and subsequently further developed as described in Refs. [13, 14, 15]. The universal
approximation theory that applies to neural networks overall, enables PINNs to operate as
general-purpose approximators of PDEs, including the non-hermitian eigenvalue problems found
in BH perturbation theory. A key feature of PINNs is the loss function, which for eigenvalue
problems takes the form:

L = wPDELPDE + wregLreg, (9)

where L is the total loss function and LPDE denotes the PDE “residual”, i.e. the mean of the
L2 norm of the PDE evaluated at selected points within the computational domain. The other
loss term Lreg represents additional regularisations, while wPDE and wreg represent weights. In
general, LPDE for a d-dimensional, homogeneous second-order eigenvalue problem is given as:

LPDE(θ) =
1

Npoints

Npoints∑

x∈points

∥∥∥∥f(x;
∂û

∂x1
, . . . ,

∂û

∂xd
;

∂2û

∂x1∂x1
, . . . ,

∂2û

∂xd∂xd
; λ̂)

∥∥∥∥
2

2

. (10)

In this case, the PINN approximations of the eigenfunction and eigenvalue are û = û(θ)

and λ̂ = λ̂(θ) (respectively), with the DNN parameters (i.e. tunable weights and biases) as
θ = {Wℓ,bℓ}1≤ℓ≤L. The index ℓ specifies the hidden layer, Wℓ denotes a weight matrix and

bℓ is a bias vector. Equation (10) shows that the LPDE is obtained by evaluating the PDE at
Npoints selected from the d-dimensional spatiotemporal domain.

For the construction of a DNN to act as the eigenfunctions satisfying the PDE and LPDE ,
successive linear transformations are applied beginning from the input vector x ∈ Rd (of co-
ordinate points) and terminating at the DNN output representing the eigenfunction û. Overall,
the series of mappings that build the DNN is given, generally, by the recurrence relation:

N ℓ = σ(WℓN ℓ−1 + bℓ) ∈ RNℓ , with N ℓ = N ℓ(θ,x) 1 ≤ ℓ ≤ L, (11)

where σ is some component-wise nonlinear activation function which is typically not present
in the output layer ℓ = L, where NL(θ,x) = û(θ,x). Essentially, through the minimisation of
equations (9) and (10) by subjecting the DNN to training loops within which θ is updated, the

DNN finds approximations of the eigenpairs û and λ̂ satisfying the eigenvalue problem.
In solving the Teukolsky equation (equations (5) and (6)), it is necessary to carry out a change

in variables (to obtain a finite domain) and, in addition, incorporate the boundary conditions
within ansatzes of the eigenfunctions. For the former, we set x = r+/r and u = cos θ such that
x ∈ [0, 1] and u ∈ [−1, 1], respectively [12]. The ansatzes, derived by Ref. [8] are:

R(r) = eiωr(r − r−)−1−s+iω+iσ+(r − r+)
−s−iσ+f(x), σ+ =

ωr+ − am√
1− 4a2

, (12)

S(u) = eaωu(1 + u)|m−s|/2(1− u)|m+s|/2g(u), (13)
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∣∣∣F2f̂

′′ + F1f̂
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∣∣∣
2
〉

Lg = 〈|G2ĝ
′′ +G1ĝ

′ +G0ĝ|2〉

L

“hard constraints” “soft constraints”

Figure 1. A schematic of the PINN set-up with “hard” and “soft” constraints imposed on the
PINN approximations of the radial and angular eigenmodes: Nf and Ng, respectively.

From these considerations, equations (5) and (6) are, as derived by Ref. [12]:

F2f
′′ + F1f

′ + F0f = 0, G2g
′′ +G1g

′ +G0g = 0, (14)

with the coefficients Fi = F0,1,2 and Gi = G0,1,2 as functions of x and u, respectively. As depicted
in figure 1, these are the physics constraints applied to the neural networks approximating f
and g. Additionally, the normalisation conditions associated with f and g are imposed, as “hard
constraints” (i.e. satisfied exactly by DNNs), on the outputs of the neural networks, Nf (x) and
Ng(u), which are the approximations of the radial and angular eigenfunctions, respectively [12]:

f(x) = (ex−1 − 1)Nf (x) + 1, g(u) = (eu+1 − 1)Ng(u) + 1. (15)

Implementation of this set-up of PINNs is done using the functions provided by PyTorch (a
Python deep learning library) that has a base class torch.nn.Module key to the construction of
DNNs. The approximations of the centrepiece eigenvalues {ωn, Aℓm} and various DNNs set-ups
that were tested are given in the following section.

3. QNM frequencies and separation constants for s = −2, n = 0, ℓ = 2,m = 0.
As is well-known, the setting up of DNN function approximators is not an exact science and
involves labouring in “heuristic design”; as such, we set up an arbitrary structure similar to that
which we employed in Ref. [10]. That is, for each of the DNNs representing the eigenfunctions of
the Teukolsky equation, there are two hidden layers with 50 neurons in each layer. In addition, we
used a self-scalable hyperbolic tan activation function: (1+βx) tanhx, and the Adam algorithm
[11] in each optimisation step over 5× 104 training epochs.

Regarding the number of training points, 100 points, where the differential equations are
evaluated, are randomly selected from the spatial domains x ∈ [0, 1] and u ∈ [−1, 1]. In general,
the ability to generalise (i.e. to interpolate accurately) is a desirable quality in neural networks
which is optimised by choosing representative points to train the neural networks. To obtain
representative training sets from the spatial domains of the Teukolsky equation, where the
functions f(x) and g(u) are bounded, random sampling of points is one valid approach to
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Figure 2. PINN approximations of ωn and Aℓm for a slowly rotating Kerr black hole (i.e.
a = 0.1 or J = 0.2Mc). Note, the “Leaver” values are those obtained with the CFM [8].

Table 1. Comparing the PINN approximations with the “Leaver” values obtained with the
CFM [8] for a ∈ [0.0, 0.2, 0.49, 0.4999].

CFM PINN
a ωn A

ℓm
ωn A

ℓm

0.0 0.7473 - 0.1779i 4.0000 + 0.0000i
0.7497 - 0.3953i 3.9954 + 0.0012i
(0.31%)(122.18%) (-0.11%)(–%)

0.2 0.7594 - 0.1757i 3.9886 + 0.0056i
0.7667 - 0.4012i 3.9858 + 0.0146i
(0.97%)(128.41%) (-0.07%)(161.45%)

0.49 0.8445 - 0.1471i 3.9127 + 0.0315i
0.9076 - 0.5207i 3.9211 + 0.1261i
(7.46%)(254.07%) (0.21%)(300.03%)

0.4999 0.8502 - 0.1436i 3.9077 + 0.0323i
0.9680 - 0.5765i 3.9110 + 0.1548i

(13.85%)(301.35%) (0.08%)(379.63%)

achieve this. This is corroborated by works such as Ref. [16], where random sampling at every
epoch is seen to be a “strong baseline that can achieve close to state-of-the-art performance on
many benchmark PDE”. Note that no seed values are added, and thus the DNN learn the pair
{ωn, Aℓm} based purely on the Teukolsky equation and the boundary conditions. In addition
to the physics-based constraints, we utilise a loss term to penalise trivial solutions to the radial
ODE, given as L = 1/⟨f̂2⟩.
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Table 1 shows the PINN approximations of ωn and Aℓm obtained for s = −2, n = 0,m = 0.
The errors given are percentage deviations from comparing the numerical approximations and
the corresponding values obtained with the CFM. An important takeaway from the results
pertains to the increase in percentage error with the BH spin parameter a. One conjecture is
that this indirectly indicates some association between the physics embodied by the functions,
f and g, and the layers and widths of the neural networks (considering that the baseline set-up
of PINNs used here works well for the spinless case). Therefore, hyperparameter optimisation,
specifically in data-driven learning yet to be done, should be implemented to rigorously find this
link.

4. Discussion and Outlook
Using an arbitrary, baseline PINN setup, some PINN approximations of eigenvalues of the
Teukolsky equation have been obtained. It is observed in table 1 that the real parts of ωn

and Aℓm are approximated relatively well (error < 1% for a = 0), while the imaginary parts
deviate more significantly possibly due to convergence to neighbouring eigenvalues close to the
target point. In general, the deviations are exacerbated as a→ 1

2 , which is expected given there
is an addition of the azimuthal index m of spheroidal harmonics, eliminating the simplicity
of the spherical harmonics in the case where a = 0 and m = 0. These results shed light on
future steps needed to refine PINNs in the context of Kerr BHs (improving on the accuracy of
the approximated ω). Different enhancements of the technique, such as using the supervised
learning approach, will be explored to improve QNM computations.
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Abstract. Here we present the standard SSH model as well as a new extended version of the
SSH model including second-nearest-neighbour interactions. For these models the characteristic
topological phases are presented. The standard SSH model presents phases with corner as well
as edge states, showing as horizontal lines and piece-wise horizontal lines in the band structures
respectively. The zero-energy corner state is suppressed in semi-periodic configurations allowing
for the edge state to be the lowest energy state.

1. Introduction
Topological materials have an intriguing 2D quantum state where the bulk of the material is
insulating, while the edges carry a current. The mathematical concept of topology has been
used to define and predict cases where this occurs [1, 2].
For an topological insulator, the conducting surface states occur on the boundary of the material,
i.e. a d-dimensional material can host a boundary state with dimensions ≤ d−1 [3]. States with
dimensions < d− 1 are classified as higher order topological states [4]. The conducting surface
states are defined to be resistant to defects and impurities provided the symmetry of the system
is preserved.
The 2D Su-Schrieffer-Heeger(SSH) model is based on a simplified tight-binding approach for
rectangular unit cells and can describe topological phases [5, 6, 7, 8, 9, 10, 11]. The ordinary
2D SSH model includes nearest neighbor interactions only, where second nearest neighbor
interactions can be included to lower the symmetry of the model [10, 11, 12, 13]. In this
work, we outline the effect of different periodicity on the boundary states of a 2D SSH model
with and without second nearest neighbor (SNN) interactions.

2. The Model
In our previous work, an extended 2D SSH model with second nearest neighbor interactions was
constructed. [10, 11] The model coupled together two 1D SSH dimerized chains in the x and
y (nearest neighbor interactions), and the xy directions (second nearest neighbor interactions)
forming an ABCD unit cell as shown in Figure 1. The real-space model outlined was used to
construct the finite system [10].
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Figure 1. Construction of a 2D sys-
tem using two different 1D SSH chains
coupled together in the y-direction. Lat-
tice sites A, B, C, and D represent one
unit cell (outlined in black). Dashed and
solid lines show all the possible nearest
and next nearest neighbor hoppings from
each unit cell. The Brillouin Zone of this
unit cell is shown on the right.

Assuming a Bloch wave solutions of the form
∣∣∣ψ(k⃗)

〉
=
∑

X

∑
n,m

[
eik⃗·(n,m)ϕX(k⃗) |Xn,m⟩

]
; with

X ∈ {A,B,C,D}, and with Eϕ = h(k⃗)ϕ, the reciprocal space Hamiltonian in the basis

ψ̂†
k⃗
= (Â, B̂, Ĉ, D̂) can be written as:

H = ĥSSH(k⃗) =




0 sx(kx) sy(ky) sxy(k⃗)

s∗x(kx) 0 s′xy(k⃗) sy(ky)

s∗y(ky) s′∗xy(k⃗) 0 sx(kx)

s∗xy(k⃗) s∗y(ky) s∗x(kx) 0


, (1)

where sl(kl) = γl + γ′le
−ikl , l ∈ {x, y} and sxy(k⃗) = δ + δxe

−ikx + δye
−iky + δxye

−i(kx+ky) and

s′xy(k⃗) = δ + δxe
ikx + δye

−iky + δxye
−i(−kx+ky). The corresponding real-space Hamiltonian can

be found via Fourier transform and is given in Ref. [10]. In the model, γl and γ
′
l; l ∈ {x, y} are

the nearest intra-cell and inter-cell interactions, and δ and δp, (p ∈ {x, y, xy}), are the intra-cell
and inter-cell SNN neighbor interactions.
Topological properties are encoded in the model Hamiltonian and its symmetries. The model
without SNN interactions has time-reversal, particle-hole, chiral and inversion symmetry placing
it in the BDI class of systems. [14] The addition of SNN interactions leads to the loss of chiral
and particle hole symmetry and therefore places the model into a lowered symmetry AI class of
systems.
When the system has time-reversal and inversion symmetry, a vectored parity invariant can
be used to define the topology of the material. The invariant tracks the number of parity
changes in the bands at the high symmetry points by calculating an inversion eigenvalue
with ξ(k⃗) = ιHι−1 for the occupied bands, where ι is the unitary inversion operator and k⃗
corresponds to a point in momentum space. Due to the unitary nature of ι, the inversion
eigenvalues can only take on values of ±1 corresponding to an even or odd parity at each point
[15, 16]. The four time reversal invariant momenta [17], i.e. Γ(k⃗ = (0, 0)), X(k⃗ = (π, 0)),

Y (k⃗ = (0, π)) and M(k⃗ = (π, π)) are shown in Figure 1 on the right. Due to the additional
symmetry in the system, the Γ and M points always have the same parity eigenvalue and
therefore can be used interchangeably. The vectored parity invariant (νx, νy) is calculated using
(−1)νx =

∏
nocc

ξ(X)/ξ(Γ) and (−1)νy =
∏

nocc
ξ(Y )/ξ(Γ), where nocc refers to the occupied

bands.

3. Numerical Results
The SSH model supports both insulating and metallic bulk solutions. For this work, we will only
consider the insulating regions in our discussion. Throughout this work, a system size of 30×30
unit cells was used for the real space system. For localisation checks in the open boundary case
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the surface was assumed to be 4 unit cells thick.

Figure 2. Band gap size for a) the completely periodic, b) the x−, and c) the y− periodic
real space system for a nearly isotropic SSH model varying with γ′x/γ and γ′yγ. Blue(yellow)
regions indicate a closed(open) band gap. d) The vectored parity invariant for the SSH model
with no SNN interactions. An invariant value of −1 indicates a topological phase, while a value
of +1 indicates a trivial phase. The e) x− and f) y− periodic wave function localisation of the
bands across the parameter space. The different markers refer to a weak (×) and strong (• )
topological phase. Throughout the paper, we focus on a representative point which is topological
in both directions. This point is highlighted by the yellow star where γ′x/γ = 1.5, γ′y/γ = 4.2.

A purely isotropic SSH model (γx = γy and γ′x = γ′y) is known to always be metallic. Metallic
phases are a challenge to characterize topologically due to the large number of states at the
Fermi level. A slight modification to the isotropic case can be made to also produce insulating
cases - where γx = γy = γ. To further reduce the degrees of freedom, all parameters are scaled
by γ, without loss of generality. Figure 2a) shows the bulk band gap of this reduced model as
a function of the two independent parameters γ′x/γ and γ′y/γ, while Figure 2d) corresponds to
the parity invariant over the same parameter space. This shows that completely trivial phases
are all metallic, while partially and completely topological phases can be either metallic or non-

metallic. When
γ′
l

γl
< 1, when l is x or y, the system is trivial and when

γ′
l

γl
> 1, the system is

topological.
Panels b) and e) of Figure 2 show the band gap and wave function localisation for the partially
periodic systems with periodic boundary conditions (PBCs) in the x direction. Panels c) and
f) show the cases with y−PBCs. Partially periodic cases with large γ′y/γ (γ′x/γ) exhibit a
decreased band gap compared to the periodic case, pointing at edge states in the bulk gap. The
localisation of the partially periodic wave functions of the valence band maximum (VBM) show
that the wave functions are localised in the bulk or edge in distinct regions of the parameter
space. In the metallic region, the VBM is localised in the bulk, meaning that there exist no
edge states in the band gap. When the highest valence band bulk state has a larger energy than
the highest valence band edge state, and the localisation is on the surface, this refers to a weak
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topological phase. Regions in the figure with a × marker indicate these points. For the SSH
model with no SNN interactions there are no weak topological surface states. Along the periodic
direction, the bulk state valence band maximum has a lower energy than the edge state valence
band maximum, but the surface localisation in that direction is destroyed.

Figure 3. Band structure γ′x/γ = 1.5, γ′y/γ = 4.2 for a) open, b) x− and c) y− PBCs. Band
structures were obtained by Fourier transforming the real space wave functions. The red lines
correspond to bands obtained from the reciprocal space Hamiltonian.

A completely topological, insulating point in parameter space with γ′x/γ = 1.5, γ′y/γ = 4.2
corresponding to the yellow star in Figure 2. It is selected to further study the behavior of
the topological edge states. For the extended SSH model, this point is known to have a zero
energy state as well as other surface states. Given the anisotropy in x and y directions we expect
different results for partial periodicity in of these directions only. The band structure for this set
of parameters is shown in Figure 3 for the open boundary, x and y periodic cases. The red lines
show bands obtained using the reciprocal space Hamiltonian. The extended SSH model without
SNN interactions is known to have particle-hole symmetry as is evident in the band structure.
When an open boundary is present, as in panel a), there is a zero energy corner state which
is necessarily removed when enforcing any type of periodicity, as in panels b) and c). When
comparing panels b) and c) of Figure 3 the edge state is preserved despite the periodicity, with
the exception that for x PBCs, the surface states lay in the bulk band gap, aka between the 2nd

and 3rd bulk band, while for y periodicity they are outside of the bulk band gap. This illustrates
why one type of periodicity has a localised surface state at that point, while the other does not.
SNN interactions break chiral and particle-hole symmetry, thereby changing the topological
properties of the system. Depending on the metallicity of the system, this has different
consequences. For example, for a metallic system, the variation of the SNN parameters resulted
in a gap opening and a phase transition as a result. This case presented the same type of result
as the standard SSH model - the surface state was preserved along the non-periodic direction.
Sufficiently large SNN interactions close the band gap of a non-metallic system thereby
destroying the surface states as well. The same non-metallic representative point is considered
as before with γ′x/γ = 1.5, γ′y/γ = 4.2. Figure 4a)− c) show band gaps for the different PBCs.
There are partial surface states in the case with PBCs in the x direction, but they are destroyed
in the y direction. The parity invariant in Figure 4d) predicts that the entire surface conducting
region should be topologically protected. The red stars in Figure 4 indicate a point in the yellow
and green regions of topologically protected space.
The addition of SNN interactions shifts the surface states in and out of the band gap. For PBCs
in the x direction, the surface state is preserved in part of the region, while the localization in
the y periodic case is removed. To illustrate this, Figure 5a)(c) and b)(d)) show the x and y
periodic band structure of the partially(completely) topological region with δ = −0.3(0.6) and
δxy = 0.9(−0.9). The bulk bands show the breaking of the particle-hole and chiral symmetries.
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Figure 4. A real space non-metallic system with γ′x/γ = 1.5, γ′y/γ = 4.2 varying over δ/γ and
δxy/γ. Band gap for a system with a) completely periodic, b) x− and c) y− PBCs. d) Parity
invariant for this case, where ±1 refers to topological/trivial phases. Band localisation for e)
x− and f) y− PBCs. he markers × and • refer to a weak/strong topological phase. A point
from each of these regions is chosen for further studies and are indicated by the red stars. These
points refer to points in parameter space with δ = −0.3, δxy = 0.9, and δ = 0.6, δxy = −0.9
respectively.

The band structure of surface states on the other hand preserve the symmetry of these states
completely under x PBCs. For one of the two bands in the y periodic case one of these
surface states is preserved and has its original symmetry. This is due to the surface states
being topologically protected by symmetry.
When calculating the invariant, the parity of the VBM is calculated. In the partially topological
state (green region of Figure 4d)), the VBM is outside of the band gap making it a weak
topological state under x PBCs as shown in Figure 5a). The y PBCs (Figure 5b)) retain the
valence band surface state. For the completely topological case (yellow region of Figure 4d)), the
VBM shown in Figure 5c) is inside the band gap making it a strong topological phase when x
periodic boundary condition are present. For y PBCs as plotted in Figure 5d), the VBM surface
state is destroyed. The behaviour where if the VBM is outside of the gap, the conduction band
minimum (CBM) is inside the gap, or where if the states are outside of the gap when the VBM
state is present, the CBM state is destroyed and vice versa confirms the difference in parity
invariant in the green and yellow regions.

4. Conclusion
In general the 2D SSH model predicts zero energy corner states in the fully topological phase,
which cannot exist in systems with partial periodicity. In this case the edge states close to the
Fermi level become the primary topological states.
Chiral and particle-hole symmetry preserve the surface states in the general 2D SSH model.
Depending on the periodicity, surface states in the band gap are topological, while those
completely shifted outside of the gap are not.
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Figure 5. Band structure with x− PBCs when a) δ = −0.3, and c) δ = 0.6, δxy = −0.9.
The corresponding figures for y−PBCs are shown in b) and d). The values of γ′x/γ = 1.5 and
γ′y/γ = 4.2 throughout.

The addition of SNN interactions breaks the chiral and particle hole symmetry of the bulk bands,
but are still preserved for the symmetry protected topological states to a large degree. For states
which were initially inside of the band gap, both states remain, but the SNN interactions shift
either the VBM or CBM outside of the band gap. If the VBM was outside of the gap, the system
is referred to as a weak topological insulator. For states that were initially outside of the band
gap, either the state belonging to the VBM or CBM is destroyed while the other is preserved.
With the knowledge of the effects of periodicity on systems with and without SNN interactions,
it is possible to predict and then control the type of localisation of surface conducting states in
a given system.
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Abstract. In this paper, we study the viscous fluid cosmological model that when certain
conditions are invoked mimics the ΛCDM model. The background equations governing the
evolution of viscous interacting fluids in a multifluid system are derived. The Markov Chain
Monte Carlo (MCMC) simulation is applied to constrain the best-fit cosmological parameters
with Supernova Type 1a data. In addition, linear cosmological perturbations are investigated in
a dust-matter-dominated frame using a 1 + 3 covariant formalism approach. It is evident from
the perturbation results obtained that the model predicts the disintegration of bound structures
of large-scale structures in the late-time universe.

1. Introduction
Recent cosmological observations have indicated that the universe is undergoing an accelerated
expansion. This accelerated expansion of the universe phenomena associated with dark energy
has opened up a plethora of dark energy theories that have been proposed in order to address
the behaviour that the current universe is displaying. ΛCDM amongst others, is one of the mod-
els proposed to explain the history of cosmic acceleration taking a simple and straightforward
form of dark energy as a constant (also known as the cosmological constant Λ and cold dark
matter (CDM)) [1, 2, 3]. Although ΛCDM has proved successful in most observational tests, as
scientific models often do, it has faced challenges in explaining certain phenomena, and as such
more models for dark energy are proposed as an alternative to ΛCDM.

In this paper, we scrutinize a model that, when certain conditions are invoked, mimics ΛCDM.
For a multifluid universe with viscous effects taken into consideration [4] and the dark sector
components coupled together [5, 6], allowing for exchange of energy from one to the other, and
lastly, the equation of state for dark energy is assumed to be given in an inhomogeneous form
[3, 7, 8, 9, 10]. In addition, the model will be used to test/study the observational feasibility and
implications for the large-scale structure formation of the universe. First, after the background
equations governing the model are obtained, the cosmological background parameters are to be
constrained using Supernovae Type 1a data by use of MCMC simulation. Thereafter, linear cos-
mological perturbations will be studied in the 1 + 3 covariant formalism for a multifluid system
[11, 12, 13, 14]. Moreover, the density perturbation equations and solutions will be derived, and
the cosmological implications of the density perturbations on large-scale structure formation will
be discussed.

542 Viscous cosmological fluids and large-scale structure

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



2. Background cosmology of viscous interacting dark fluids (VIDF).
In a homogeneous and isotropic universe, the background equations for a viscous interacting
fluid in a flat geometry setting of FLRW metric [15] read as:

ρ̇r + 3H(ρr + pr) = 0,

ρ̇d + 3H(ρd + pd) = Q,

ρ̇Λ + 3H(ρΛ + pΛ) = −Q,

Ḣ = −1

2
(ρtot + ptot).

(1)

Here a dot denotes a derivative with respect to cosmic time. ρr, ρd, ρΛ and ρtot refer to the
energy density of radiation, dust, vacuum and total fluid while pr = ρr/3, pd = 0, pΛ and ptot
refer to isotropic pressure terms of vacuum and total fluid. H is the Hubble parameter, and Q
is the interacting parameter. Natural standard units have been adopted, that is 8πG = c = 1,
and will be used throughout this manuscript. Taking the source term as taken by Brevik [16]:

Q = δHρd, (2)

where δ is a dimensionless constant. However, it can be noticed from the setup of conservation
equations given by equation (1) that when δ > 0, energy exchange flows from dark energy to dark
matter and conversely for δ < 0, while when δ = 0 the dark fluids are decoupled from each other
[17]. Moreover, taking the equation of state for dark energy to be given by an inhomogeneous
form as:

pΛ = wΛρΛ − ζ, where




wΛ = A0ρ

α−1
Λ − 1,

ζ = ζ0ρΛ0

(
ρΛ
ρΛ0

)m

.
(3)

By assuming that the dimensionless constants α = m = 1, to simplify the fluid equation for
dark energy, the reduced equation of state for dark energy, now reads:

pΛ = (A0 − 1− ζ0)ρΛ, (4)

with A0 and ζ0 being dimensionless constants. The solutions that govern the evolution of each
fluid species dynamics, in a multi-fluid universe are obtained as follows:

Ωr =
Ωr0

h2
(1 + z)4 ; Ωd =

Ωd0

h2
(1 + z)3−δ ;

ΩΛ =
1

h2

[
(1− Ωr0)(1 + z)3(A0−ζ0)

+
Ωd0

3(1 + ζ0 −A0)− δ

{
δ(1 + z)3−δ − 3(1 + ζ0 −A0)(1 + z)3(A0−ζ0)

}]
.

(5)

Here Ωr0, Ωd0 refer to the fractional energy densities for radiation and dust evaluated at present
cosmic time. Furthermore, h = H/H0 denotes a normalised Hubble parameter.
It is observed from Fig. 1, that the viscous interacting model compared to the ΛCDM model
has the following features: the radiation-dust matter equality occurs earlier, while the dust
matter-dark energy equality epoch occurs later than ΛCDM. The dust-matter domination era
is longer than that predicted by the ΛCDM model. Furthermore, the viscous interacting model
violates all the energy conditions by having a dark energy density that is negative. The Hubble
parameter governing the expansion of viscous dark-energy model is given as:
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Figure 1: The evolution of energy density parameter for a multi-fluid universe.

H =H0

{
Ωr0

[
(1 + z)4 − (1 + z)3(A0−ζ0)

]

+Ωd0

[
3(1 + ζ0 −A0)

3(1 + ζ0 −A0)− δ

][
(1 + z)3−δ − (1 + z)3(A0−ζ0)

]
+ (1 + z)3(A0−ζ0)

} 1
2

.

(6)

The deceleration parameter can be obtained from Eq. (6) and it yields as:

q(z) =
1

2h2

[
Ωr0

{
4(1 + z)4 − 3(A0 − ζ0)1 + z)3(A0−ζ0)

}

+Ωd0

(
3(1 + ζ0 −A0)

3(1 + ζ0 −A0)− δ

){
(3− δ)(1 + z)3−δ − 3(A0 − ζ0)(1 + z)3(A0−ζ0)

}

+ 3(A0 − ζ0)(1 + z)3(A0−ζ0)

]
− 1.

(7)

From Eq. (6), the luminosity distance can be expressed as [14, 18]:

µ = 25 + 5 log10

[
3000h̄−1(1 + z)

∫ z

0

dz′

H(z′)/H0

]
. (8)

In Fig. 3, we see the transition from a decelerating universe to an accelerating universe occurring
much later than that of the ΛCDM model, which was made evident in Fig. 1 when the dust-dark
energy equality epoch was later, unlike the predicted ΛCDM. Moreover, the two models seem
to both predict the fact that the universe will indeed be in an accelerated regime indefinitely.
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Figure 2: The evolution of Hubble parameter Figure 3: The evolution of deceleration parameter

3. MCMC results of the viscous interacting fluids
By applying the same methodology as detailed in [13], we constrain the best-fit cosmological
parameter using Eq.(8) with SNIa data, and the results are presented in Figs. 4 and 5 for ΛCDM
and VIDF models, respectively.

Figure 4: Best fit parameters of ΛCDM model
using MCMC.

Figure 5: Best fit parameters of VIDF model
using MCMC.

In Fig. 5 the constrained value of dust matter is in fairly good agreement with that obtained from
Planck’s 2018 data [19]. However, as for the Hubble parameter, there exist some discrepancies as
the value obtained is not within the 1σ deviation. In these MCMC simulation results, radiation
was taken into account; however, it was treated as a constant, since when it is taken as a
parameter to be constrained, the simulation fails to resolve it, and, as such, constraining it
yields a uniform distribution over its entire search space, as outlined in detail by [13].
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4. Linear cosmological perturbations in VIDF model
Taking the constrained cosmological parameters together with the background VIDF cosmology
to study the growth of matter density fluctuations using a (1 + 3) linear covariant cosmological
perturbation to observe the contribution that the VIDF model has on large-scale structure
formation. Using (1 + 3) linear covariant formalism, we start by defining the spatial gradient
variables [12, 14]as:

Dd
a =

a

ρd
∇aρd , DΛ

a =
a

ρΛ
∇aρΛ , Za = a∇aΘ, (9)

where Di
a is the inhomogeneity of the energy density of the species (i = d,Λ), Za is the volume

expansion of the fluids, and Θ = 3H. Taking the cosmic time derivative, scalar decomposition
and harmonic decomposition of the spatial gradient variables, we obtain the following:

∆′
d =

(
3− δ

3(1 + z)

)Z
h

+

(
3− δ

(1 + z)

)(
wdΩd

(1 + wt)Ωt

)
∆d +

(
3− δ

(1 + z)

)(
(wΛ − ζ0)ΩΛ

(1 + wt)Ωt

)
∆Λ,

∆′
Λ = −

[
1

3

(
3(ζ0 −A0)−

δΩd

ΩΛ

)] Z
(1 + z)h

−
{[

3(ζ0 −A0)−
δΩd

ΩΛ

][
wdΩd

(1 + wt)Ωt

]
− δΩd

ΩΛ

}
1

(1 + z)
∆d

−
{[

3(ζ0 −A0)−
δΩd

ΩΛ

][
(wΛ − ζ0)ΩΛ

(1 + wt)Ωt

]
+
δΩd

ΩΛ

}
1

(1 + z)
∆Λ,

Z ′ =
2

(1 + z)
Z

−
[{

k2(1 + z)2

3h2
− 1− 1

2

(
(1 + 3wd)Ωd +

[
1 + 3(wΛ − ζ0)

]
ΩΛ

)}
wdΩd

(1 + wt)Ωt

− 1

2
(1 + 3wd)Ωd

](
3h

(1 + z)

)
∆d

−
[{

k2(1 + z)2

3h2
− 1− 1

2

(
(1 + 3wd)Ωd +

[
1 + 3(wΛ − ζ0)

]
ΩΛ

)}
(wΛ − ζ0)ΩΛ

(1 + wt)Ωt

− 1

2

[
1 + 3(wΛ − ζ0)

]
ΩΛ

](
3h

(1 + z)

)
∆Λ.

(10)

Here, ∆m, ∆Λ and Z are the scalar perturbations for dust matter, dark energy, and volume ex-
pansion. The prime denotes the derivative with respect to the redshift. It is seen from Eq. (10)
that conditions required for the ΛCDM model retrieval, that indeed even on the perturbation
level is also the case 1.

Fig. 6, gives different extrema displayed by the VIDF model. In Fig. 6a, the central values
obtained from MCMC simulation were used to obtain the density contrast of dust matter, and
it can be seen for long wavelengths that the energy density fluctuations growths faster, however,
there seems to be a singularity at a redshift of (∼ 2), while for short wavelengths the energy
density seems to oscillate with growing energy density fluctuations, that is the same behaviour

1 All the derivations of the equations found in this proceedings paper can be obtained in this Google Drive link
https://drive.google.com/drive/folders/1h9K_JW36rUv8Yti6befMkf4U-PKqWxyO
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(a) Central values taken of
MCMC.

(b) Upper boundary values taken
of MCMC.

(c) Lower boundary values taken
of MCMC.

Figure 6: The density contrast of VIDE model as a function of redshift.

noticed when considering the lower boundary values obtained from the simulation. However, in
Fig. 6b, there exist no singularity which was experienced by the model in Figs. 6a and 6c and
we thus see the growth of matter density fluctuation throughout redshift for longer wavelength
while a decaying one when considering short wavelengths.

5. Conclusion
In this paper the VIDF model has been explored in the FLRW universe where homogeneity
and isotropy are implied and compared with the ΛCDM model. In the background cosmology
of the VIDF model, it is noted that the era of dust matter-dominated epoch is much longer in
comparison to the ΛCDM and also that the radiation-dust matter equality occurs much earlier,
while dust-dark energy density equality occurs at a later cosmic time. Furthermore, the transi-
tion point from decelerated expansion to accelerated expansion occurs much later than the one
anticipated by the standard model. Both models seem to agree when it comes to accelerating
expansion of the universe prediction.

MCMC simulation was adopted in constraining the model’s background cosmological parame-
ters using supernova data. The results obtained by constraining the cosmological parameters
of the model were more in agreement with the recent cosmological data given by Planck’s 2018
data. Although, the were more models studied, we did not consider them for the proceeding
since some of them were not given results at all while others did not give comparable results to
that of Plank’s 2018 by overestimating. However, the results obtained are preliminary, as more
data (such as BAO, CMB, OHD, R22 ect.) have to be tested on the model in order to see how
the model fits the observation. The linear cosmological perturbations were also investigated in a
dust matter-dominated frame using a 1+ 3 covariant approach. It was evident from the pertur-
bation results obtained that the model predicts the rip of large-scale structures at the late-time
universe, and this comes mainly from the interaction of dark-fluid components. Future work will
be to use different cosmological data to constrain the background parameters and large-scale
structure even better.
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Abstract. Innovative structural materials that are capable of meeting the constantly changing 
demands in engineering can be accomplished by integrating computational thermodynamics with 
validated experimental techniques to enhance existing materials. One example of such material 
is Nitinol (Ti50Ni50), a well-known shape memory alloy (SMA). The distinctive aspect of Nitinol 
emanates from its ability to undergo martensitic phase transformation (MPT), from a high-
temperature B2 phase to a low-temperature monoclinic (B19') martensite phase. Despite the 
outstanding shape memory effect (SME) and excellent super elasticity, Nitinol is only used in 
operating temperatures below 373 K. This demonstrates the need for innovative SMAs able to 
overcome Nitinol's application temperature limitations. Such SMAs are classified as high-
temperature shape memory alloys (HTSMAs). The B2 Ti-PGM-based compounds are known 
for their high martensitic transformation temperatures (MTT). Consequently, in this study, the 
effect of Pt addition on the stable B2 Ti50Ru50 is investigated using first-principles calculations 
to stimulate the martensitic transformation. This study showed that the systematic replacement 
of Ru with Pt atoms can induce a martensitic phase transformation from the B2 Ti50Ru50-xPtx. In 
particular, B2 Ti50Ru50-xPtx with Pt composition ≥18.75 at. % where C'	≲ 0 has been identified 
as ternary alloy compositions with possible martensitic phase transformation. 

1.  Introduction 
The increasing interest in shape memory alloys (SMAs) containing platinum group metals (PGMs) 

can be attributed to their versatile applications in high-temperature areas such as aerospace, automotive, 
power plants, and chemical industries [1]. This talks about the need for new and futuristic structural 
materials to meet the revolution of the 21st century. For instance, the expensive Ti-PGMs base 
compounds like TiPt and TiPd, have emerged as promising materials for the development of high-
temperature shape memory alloys (HTSMAs) [2-3]. The outstanding structural behaviour of SMA is 
driven by the martensitic phase transformation that occurs between the high-symmetry austenite phase 
to low-symmetry martensitic phase(s) on cooling from high to low-temperature region [1, 4-5]. This is 
due to their ability to transform from a higher temperature phase cubic B2 to lower temperature phases 
such as L10/B19/B19' at temperatures higher than 373 K [4-7], surpassing the transformation 
temperature of well-known SMA, the TiNi alloys [1, 6]. Nitinol’s low transformation temperature has 
adversely hindered the wider applications of this advanced smart alloy at high temperatures. 

The aforementioned SMA features are derived from an ordered CsCl-type intermetallic phase, which 
forms instantly from the molten state of nearly equiatomic chemical composition [1, 6-7] and transforms 
to martensite phase upon cooling to lower temperatures [2, 4, 7-8].        

Division G: Theoretical and Computational Physics 549/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



 
 
 
 
 
 

Unlike compounds with shape memory effect, certain Ti-PGM-based compounds such as B2 of the 
TiRu system [4], exhibit similar ordered B2 phase at high temperatures but remain stable even at lower 
temperatures. Thus hindering it from undergoing phase transition to low-temperature phases. Amongst 
Ti-PGM-based compounds, the B2 of TiRu should be comparatively less expensive as Ru is the cheapest 
among PGM metals.  

In this study, we report work carried out using first-principles calculations to pin-track B2-Ti50Ru50-

xPtx ternary compositions with the prospect of stimulating SME on stable B2-Ti50Ru50 by substituting 
some of Ru atoms with Pt atoms through supercell approach. In pursuit of such advanced structural 
materials with SME, we evaluated the thermodynamic, mechanical, electronic and lattice dynamical 
stability.  

2.  Computational methods  
The computational predictions reported here were carried out using first-principles calculations based 
on the density functional theory (DFT) formalism as implemented in Cambridge Serial Total Energy 
Package (CASTEP) code [9-10]. The ultra-soft pseudopotentials (USSPs) were used to model the 
electron-ion interactions [10]. The electron-exchange correlation was described by the Perdew-Burke-
Ernzerhof (PBE) functional of the generalized gradient approximation (GGA) [11]. A satisfactory level 
of convergence for the total energy of the reference binary Ti50Ru50 and Ti50Pt50 B2 unit cells was 
achieved with an energy cut-off of 500 eV and a 13×13×13 k-point mesh. Meanwhile, for the B2 ternary 
Ti50Ru50-xPtx system in a 2×2×2 supercell, we utilized a 7×7×7 k-point grid. This 2×2×2 supercell 
comprised of 16 atoms represents the crystal structure of B2 Ti8Ru8-xPtx equivalent to Ti50Ru50-xPtx.  

All the equilibrium B2 crystal structures were obtained through geometry optimization in the 
Brayden-Fletcher-Goldfarb-Shanno (BFGS) minimization scheme [12]. The convergence criterion of 
less than 1×10-5 eV/atom, the maximum residual forces of 0.03 eV/Å, the maximum residual bulk stress 
of 0.05GPa and the maximum atomic displacement of 1×10-3 Å were utilised to achieve maximum 
accuracy.  

Figure 1 (a) – (c) shows the B2 crystal structures of (a) Ti50Ru50 unit cell,  2×2×2 supercell comprised 
of 8 unit cells to represent (b) Ti50Ru50 and (c) Ti50Ru50-xPtx compositions, respectively, that were used 
to investigate the structural and thermodynamic, mechanical, electronic and vibrational stability of the 
crystal compounds reported in this research work.  

   
(a)    (b)  (c)  

Figure 1. Schematic representation of B2 (a) unit cell crystal geometry of TiRu, its (b) 2×2×2 binary 
and resultant (c) ternary supercell structures used in this study work, with red, blue and grey depicting 
Ti, Ru and Pt atoms respectively.  

3.  Results and discussion 

3.1.  Structural and thermodynamic properties 
The obtained structural equilibrium lattice parameters and thermodynamic characteristics of the 

investigated compounds are presented in Table 1. The presented ground state results for the benchmark 
binary alloys were found to agree well with those reported by other researchers [2, 5, 13-14]. 
Additionally, the outcomes depicted in Table 1 indicate that there is an increase in lattice parameters as 
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the concentration of Pt increases. This is due to the atomic radius of platinum (1.39 Å) which is larger 
than that of ruthenium (1.34 Å). The lattice parameters of the B2 compounds reported in this study are 
consistent with those reported by other researchers, namely 3.08 and 3.19 Å for Ti50Ru50 and Ti50Pt50 [2, 
5], respectively.  

 
Table 1. Structural parameters of the investigated B2 crystal geometry.  

Crystal structure Lattice parameters, a 

(Å) 

Heats of formation, (ΔHF) 

eV.atom-1 

This work Literature This work Literature 

Ti50Ru50 3.08 3.09[2] -0.745 -0.770[13], -0.743[14] 

Ti50Ru43.75Pt6.25 3.09 - -0.750 - 

Ti50Ru37.5Pt12.5 3.11 - -0.740 - 

Ti50Ru31.25Pt18.75 3.12 - -0.739 - 

Ti50Ru25Pt25 3.13 - -0.770 - 

Ti50Ru18.75Pt31.25 3.15 - -0.761 - 

Ti50Ru12.5Pt37.5 3.16 - -0.789 - 

Ti50Ru6.25Pt43.75 3.17 - -0.827 - 

Ti50Pt50 3.18    3.19[5] -0.862 -0.825[4] 

The ability of a compound to exist in a stable phase can be inferred from the heats of formation also 
referred to as enthalpies of formation, as described in Equation 1 [14]. These enthalpies indicate a 
compound's thermodynamic potential to undergo chemical formation. In the case of a phase being stable, 
ΔHF should have the lowest value. Conversely, it becomes unstable with a positive ΔHF at 0 K [15]. 

            	∆𝐻! = (𝐸" −∑ 𝑥#𝐸## ),                                                                                       (1) 

where 𝐸"  represent the total energy of the investigated compound and 𝐸# represents the elemental total 
energies of their ground-state crystal structures at 𝑥# at. % fraction concentration. As presented in Table 
1, all the investigated compounds were found to be thermodynamically stable (ΔHF < 0), with pure 
Ti50Pt50 (-0.83 eV/atom) found to be the most stable. Initially, the stability was found to decrease with 
the addition of Pt atoms less than 25 at. %, and increases thereafter with reference to Ti50Ru50. Again, 
the enthalpies results reported in this study were found to be in accordance with results reported by other 
researchers [5, 14], -0.825 and -0.743 eV/atom for Ti50Pt50 and Ti50Ru50, respectively.  

3.2.  Mechanical stability 
 
The mechanical and dynamic behaviour of any crystal can be deduced from the elastic constants (𝐶#$), 
which are fundamental parameters of first-principles calculations [16], in which, both mechanical and 
physical properties of materials can be estimated. Cubic crystal consists of the simplest cubic form of a 
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stiffness matrix, where the number of the independent elastic constants is reduced to three (C11, C12 and 
C44) in the Voigt-Reuss-Hill (VRH) notation, and the shear elastic coefficient C' for assessing the 
compound’s prospect to undergo a phase transition (to ascertain stability or instability) at lower 
temperatures can be expressed as shown in Equation 2: 

 
𝐶% = ("!!&"!"

'
).                          (2) 

 
As per the dynamical theory proposed by Born-Huang [17], the mechanical stability criteria 

applicable to B2 compounds can be established by comprehensively meeting the criteria outlined by the 
set of expressions in Equation 3: 

 
𝐶(( > 0, 𝐶)) > 0, 𝐶(( − 𝐶(' > 0		𝐶(( > |𝐶('|, 𝐶(( + 2𝐶(' > 0.                        (3) 

 
The crystal’s mechanical stability weakens as it approaches the phase transition point [18]. This 

occurs when the tetragonal shear modulus (C') becomes smaller than the monoclinic shear constant 
(C44), which characterizes the crystal’s resistance against shearing. Figure 2 presents the elastic 
parameters of the investigated compounds. It can be noted in Figure 2 for pure Ti50Ru50 and Ti50Ru50-

xPtx ternaries with Pt compositions less than 18.75 at. % satisfied all the mechanical stability criteria as 
detailed in Equation 3, while ternaries with Pt composition greater and equal to 18.75 at. % adheres to 
the criteria (C11 < C12). The aforementioned signifies that pure Ti50Ru50 and ternaries with Pt < 18.75 at. 
% do not undergo MPT, and subsequently cannot be regarded as SMA. While ternaries with Pt ≥ 18.75 
will undergo MPT and are likely to be regarded as HTSMA due to their negative C'.  This is similar to 
what has been observed on the Ti50Pt50 compound (C'<0) [19] which is inclined to undergo a phase 
transition at much higher temperatures [3]. Figure 2, further shows as Pt composition ≳	12.5 at. %, C44 
become larger than C', signifying phase transition is approached. 

 

 

Figure 2. The elastic constants as well as their calculated modulus of elasticity of the investigated B2 
compounds 

3.3.  Electronic and vibrational stability  
Figures 3 and 4 represent the electronic properties of the studied compounds, the total density of 

states and their corresponding phonon dispersion curves plotted along the selected Brillouin zone (BZ), 
respectively, computed at 0K. 
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The total density of states (TDOS) is used to study the electronic stability by examining the Fermi 
level's position (E-EF = 0) relative to the pseudogap. To achieve phase stability, the valence and the 
conduction bands should coincide perfectly at the Fermi level by cutting at the centre of the pseudogap 
and contrary to that results in phase instability and subsequent phase transition [20-23]. 

The phonon dispersion curves provide a vital analysis of the lattice vibrational stability of compounds 
at their ground state. A compound is considered vibrational stable at 0 K if there are no soft or negative 
vibrational frequencies along high symmetry directions in the BZ [24]. On the contrary, the presence of 
negative vibrational frequencies indicates the lattice vibrational instability of the crystal, an indication 
of the likelihood to undergo a phase transition, driven by the displacement of atoms from original lattice 
positions in the austenite high-temperature phase [24-25].  
 

 

Figure 3. Total density of states (TDOS) of the investigated B2 compounds. 
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Figure 4. Phonon dispersion curves of the benchmark B2 binary and Ti50Ru50-xPtx ternary compounds 
plotted along selected Brillouin zone.  

Figure 3 shows that B2 Ti50Ru50 remain stable, as indicated by its Fermi level cutting the TDOS in 
the pseudogap (deep valley). It is noted that partial substitution of Ru atoms with Pt atoms results in 
shifting the pseudogap towards the valence bands (left region), resulting in the instability of such 
resulting compositions at 0 K, similar to that of pure Ti50Pt50.  

Figure 4 (a) – (i) shows the selected high symmetry points, i.e., X-R-M-G-R-X, in the BZ of the 
investigated B2 compounds.  Figure 4 shows that ternary compounds with less than 18.75 at. % Pt (b 
and c) was found to possess only positive frequencies similar to that of the Ti50Ru50 (a) compound, 
indicating no phase transformation. This positive vibrational frequency on these compounds is an 
indication of rigidness observed only on the gamma (G) point. The phonon dispersion curves of ternaries 
with 18.75 at. % Pt and above were found to have both positive and negative vibrational frequencies, 
this vibrational frequencies can be observed on all the selected BZ symmetry-points. Thereby making 
the lattice vibrational dynamics of these compounds unstable at 0 K, an indication of possible phase 
transformation.  

4.  Conclusions 
This study successfully determined the thermodynamic, electronic, mechanical, and lattice dynamic 
characteristics of binary and ternary B2 Ti50Ru50-xPtx compositions using the first-principles technique. 

The predicted lattice parameters and heats of formation for binary B2 Ti50Ru50 and Ti50Pt50 are in 
excellent agreement with the results reported in the literature, attributed to the accuracy of the 
computational parameters used. The calculated heats of formation reveals that the addition of Pt 
increased the thermodynamic stability of the B2 Ti50Ru50. 

From a mechanical stability perspective, all compounds with Pt composition <18.75 at. % satisfy the 
Born-Huang criteria (C' > 0). For Pt compositions ≥ 18.75 at. %, C44 surpasses C', signifying possible 
phase transition. 

Results from the total density of states show that the substitution of Ru with Pt atoms shifted the 
position of the Fermi level towards the conduction band region. While the phonon spectrum of the stable 
B2 Ti50Ru50 consists of only positive frequencies, the ternary compounds with Pt content ≥ 18.75 at. % 
were found to have both positive and negative vibrational frequencies, indicating a potential martensitic 
transformation. 

In summary, this study has shown that the systematic replacement of Ru with Pt atoms can induce 
martensitic phase transformation from the B2 Ti50Ru50-xPtx. In particular, B2 Ti50Ru50-xPtx with Pt 
composition ≥18.75 at. % at points where C' ≲ 0, has been identified as ternary alloy compositions with 
possible martensitic phase transformation. 
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Abstract. We investigate previously discovered geometric bound states, found when
considering massive scalar ϕ4 theory in a compactified spacetime with 2 spatial dimensions finite
and 1 infinite. Such geometric bound states have also been observed in other finite geometries,
and are expected to be a generic feature of finite volume field theories. We investigate the
different behaviours of the NLO 2 → 2 scattering amplitude and the effective coupling in the
vicinity of such geometric bound states. We find that as the geometric bound state is approached
both the effective coupling and NLO amplitude decreases. We however also find that the NLO
amplitude, in contrast to the effective coupling, diverges extraordinarily close to the bound
state, where we make precise the meaning of “extraordinarily close”.

1. Introduction
The formation of quark-gluon plasma (QGP) has been a central topic in heavy-ion physics. While
traditionally associated with large nucleus-nucleus (A+A) collisions, recent observations indicate
its potential formation in high multiplicity proton-proton (p+p) and proton-nucleus (p+A)
collisions. These findings, stemming from data at the Large Hadron Collider (LHC) [1, 2, 3, 4],
have been supported by the effective description of low momentum particle distributions in
these systems using relativistic, nearly inviscid hydrodynamics [5, 6]. The employed (effectively
infinite system size) equation of state, derived from lattice Quantum Chromodynamics (QCD)
[7], suggests that the medium seemingly formed in these collisions is akin to the nearly inviscid
QGP observed in larger systems.

Recent studies have highlighted the significance of finite system size effects. In particular,
a massless free scalar thermal field theory with Dirichlet boundary conditions revealed that
these effects can introduce substantial corrections to thermodynamic properties, potentially
mimicking the temperature-dependent behavior of full QCD [8]. These corrections are non-
trivial, with values reaching up to 40% for p+p collisions and around 10% for mid-central
nucleus-nucleus collisions. Quenched lattice QCD calculations with periodic boundary conditions
have underscored the significance of finite system size effects, particularly evident in systems
exhibiting asymmetric finite lengths [9].

The equation of state, encompassing properties such as the speed of sound and the trace
anomaly, is fundamental for hydrodynamic simulations of relativistic collisions. A notable
discovery is that a free massless scalar field theory, even with the breaking of conformal
symmetry due to Dirichlet boundary conditions, yields a traceless energy-momentum tensor [10].
When finite-system-size-like corrections were incorporated into the QCD coupling, a significant
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reduction in the trace anomaly was observed [10]. This has implications for the extraction of
shear and bulk viscosities from hydrodynamic simulations. This also underscored the importance
of understanding the system size dependence of the coupling in order to calculate finite system
size corrections to the EOS.

In previous work the effective coupling in ϕ4 theory in a spacetime with periodic boundary
conditions on different numbers of the spatial dimensions was investigated [11]. The existence
of geometric bound states, where the geometry of the compactified spacetime induces a pole
in the S-matrix was discovered. The existence of the geometric bound states were found to be
coupling-independent, but depended on the number of spacetime dimensions compactified, as
well as their (potentially asymmetric) characteristic lengths. It was observed that, although the
NLO amplitude was infinite at the geometric bound states, the effective coupling decreases near
it, and is identically 0 at the bound state. We note that we will use “at the geometric bound
state” to mean evaluated on arguments corresponding to a bound state.

This seeming contradiction is explored in this work. We show that in a spacetime with 2
finite spatial dimensions of equal characteristic lengths the amplitude does indeed decrease near
the geometric bound state, and only diverges to extraordinarily close to the momentum needed
to form the bound state.

2. Effective coupling
By a resummation of bubble diagrams the ϕ4 effective coupling was shown to be

−iλeff(s, t, {Li}) =
−iλ(µ)

1− λ(µ)
(
V (s, {Li}) + V (t, {Li}) + V (u, {Li})

) (1)

in [11], where, suppressing summation bounds over i,

V n(p
2, {Li}) =

− 1

32π2

∫ 1

0
dx

{
ln

µ2

m2 − x(1− x)p2 − iε
+ 2

∑′

k⃗∈Zn

K0

(
2π
∑

Liki
√
m2 − x(1− x)p2 − iε

)}

(2)

in a finite system with n periodic boundary conditions of length scales {Li} [12]. We denote the

sum excluding the origin by
∑′

and K denotes the modified Bessel function of the second kind.

With two finite dimensions, one finds that the s channel contribution is numerically ill-behaved,
and as such another approach is needed. Using Eqs. (A.5) and (A.17) with a square lattice we
can then write

V 2(s, L;µ) = − 1

32π2

[
ln

(
µ2

m2

)
+ a2(Lm)

+
1

π

∞∑

l=0

r2(l)




4
L arcsin

(
L
2

√
s+iε

(Lm)2+l

)

√
s+ iε

√
4l − L2(s− 4m2 + iε)

− 1

l + (Lm)2



]
. (3)

As found in [11], one finds the existence of geometric bound states. When L2(s−4m2)/4 is close
to an l∗ with r2(l

∗) ̸= 0, then one can see that Eq. (3) must diverge. Let us then introduce the
dimensionless σ ≡ L2(s/4 −m2), such that we get L2s = 4(σ + (Lm)2). We can also consider
then the dimensionless α ≡ Lm, giving

V 2(σ, α;µ) = − 1

32π2

[
ln

(
µ2

m2

)
+ a2(α) +

1

π

∞∑

l=0

r2(l)



arcsin

(√
α2+σ
α2+l

)

√
σ + α2

√
l − σ

− 1

l + α2



]
, (4)
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where we now implicitly require 0 < Imσ ≪ 1. If we then consider some |δ| ≪ 1 with
0 < −Im δ ≪ |δ| and l∗ with r2(l

∗) ̸= 0. The imaginary part of δ is simply the pole prescription,
so outside of determining branch cuts we can safely treat δ as a real number. We can then take
σ = l∗ − δ, which gives

V 2(l
∗ − δ, α;µ) ≈ const.− 1

64π2
r2(l

∗)√
l∗ + α2

√
δ
. (5)

In the perturbative (in infinite volume) regime we can then see that by recognising that the
other contributions times λ must be small, giving

λeff ≈ 64π2λ

64π2 + λ r2(l∗)√
l∗+α2

√
δ

, (6)

and similarly the NLO amplitude will have

64π2M ≈ −λ
[
64π2 − λ

r2(l
∗)√

l∗ + α2
√
δ

]
. (7)

We can see that for positive δ, both |λeff | and |M| will decrease as δ decreases, until

δ ≈ λ2

212π4
r22(l

∗)
l∗ + α2

, (8)

where the magnitude of the amplitude will start diverging, while the magnitude of the effective
coupling will continue to go to zero. Close, but not too close, to the geometric bound state,
we therefore get that the NLO amplitude also decreases, as the effective coupling was observed
to do in [11]. In more quantitative terms we then have that the amplitude will diverge only

when L2|p2∗ − p2| ≲ λ2

212π4

r22(l
∗)

l∗+α2 where p∗ denotes the geometric bound state momentum. Since

r22(l
∗)/l∗ acquires its maximum of 16 at l∗ = 1, this quantity will be < 10−4λ2.

3. Conclusions
We calculated the asymptotic form of the s channel divergence near a geometric bound state.
This asymptotic result was then further used to investigate the behaviour of the NLO amplitude
and effective coupling near the geometric bound state. We found that the NLO amplitude
decreases as the geometric bound state is approached, and only diverges extraordinarily close
to the momentum needed to form the bound state. The effective coupling decreases as the
geometric bound state is approached, and is identically zero at the bound state. We note that
the amplitude diverges only in the region where the one-loop Feynman diagrams would have
an order one contribution, and as such the amplitude is not expected to be well described by
the perturbative expansion in this region. This work therefore showed that the decrease in
the effective coupling near the geometric bound state is not in contradiction with a seemingly
infinite amplitude at the geometric bound state. To better understand these geometric bound
states an exact exploration akin to that captured in the Bethe-Salpeter equation is expected to
be necessary. This is left for future work. We note that the NLO s channel divergence is not of
the form assumed in the derivation of the Bethe-Salpeter equation, and as such it is expected
that the Bethe-Salpeter equation will need to be modified to account for this.
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Appendix A. s Channel dispersion relation
We are interested in evaluating the s channel contribution to the NLO amplitude

V 2(s, {Li}, µ) = − 1

32π2

∫ 1

0
dx

{
ln

µ2

m2 − x(1− x)s− iε

+ 2
∑′

k⃗∈Z2

K0

(
2π
∑

Liki
√
m2 − x(1− x)s− iε

)}
, (A.1)

which in its current form is numerically ill-behaved. For simplicity, let us define

f(σ, ε) =

∫ 1

0
dx ln

(
1

1− x(1− x)σ − iε

)
(A.2)

g2(Λ, σ, ε) = f(σ, ε) + 2
∑′

k⃗∈Λ

∫ 1

0
dxK0

(
2π∥k⃗∥

√
1− x(1− x)σ − iε

)
(A.3)

where Λ is an two-dimensional lattice. We note that using the dominated convergence theorem
[13] one can show that, as long as there are no ℓ⃗ ∈ Λ∗ (where Λ∗ is the dual lattice) with
ℓ2 = σ

4 − 1, one can safely take both the σ → ∞ or lattice spacings of Λ to ∞ limits using that
K0 ∼ e−x/

√
x to show that g2(Λ, σ, ε) ∼ f(σ, ε) in these limits. Furthermore, it is possible to

show that f(σ, 0+) ∼ 2 + iπ − ln(σ) for large σ. Eqs. (A.2) and (A.3) then allow us to write
Eq. (A.1) as

V 2(s, {Li}, µ) = − 1

32π2

[
ln

(
µ2

m2

)
+ g2

(
Λ({Lim}), s

m2
, ε
)]

, (A.4)

where Λ({Lim}) is the 2-dimensional rectangular lattice with lattice spacings given by the Lim.
In the special case of all finite lengths being equal,

V 2(s, L, µ) = − 1

32π2

[
ln

(
µ2

m2

)
+ g2

(
Λ(Lm),

s

m2
, ε
)]

, (A.5)

where Λ(Lm) is then the two-dimensional square lattice with all lattice spacings equal to Lm.

Imaginary part
We will try to exploit the complex structure of these functions to find a numerically well behaved
equivalent form for Eq. (A.1). We have chosen to self-consistently take the arg, log, K0, and
the square root branch cuts along the negative real axis. This straightforwardly gives that both
f and g2 have a branch cut along the positive real axis from σ = 4 to σ = ∞. The real part
of both f and g2 is continuous across the branch cut, and the imaginary part changes sign. We
further need to make the assumption that there are no poles for g2 in the complex σ plane off
the positive real axis. This assumption seems reasonable and is supported by numerics. We
do however note that there are physical situations where the S-matrix has poles violating this
assumption [14]. Something we can easily calculate and evaluate is the imaginary part of f as
follows:

Im f(σ, ε) =

∫ 1

0
dxIm ln

(
1

1− x(1− x)σ − iε

)

Im f(σ, 0+) = π

√
1− 4

σ
, (A.6)

where ε helped us avoid the branch cut and choose the sign of the imaginary part. We will use
0+ to denote that our ε is some infinitesimal positive real number, but since ε only selects a
branch cut we will neglect to write it. This does mean we need to be continually mindful of
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branch cuts. We can then continue onward to calculate

I ≡ Im

∫ 1

0
dxK0

(
2π∥k⃗∥

√
1− x(1− x)σ − iε

)

We again use the ε to avoid the branch cut and indicate the sign of the imaginary part, giving
us the following after dropping O(ε)

I = π

∫ 1
2
+ 1

2

√
1− 4

σ

1
2

dxJ0

(
2π∥k⃗∥

√
x(1− x)σ − 1

)
, (A.7)

where J denotes the Bessel function of the first kind. We can further simplify Eq. (A.7) by using

the substitution y ≡ (2x− 1)/
√
1− 4/σ as well as

∫ 1
0 dy J0(a

√
1− y2) = sinc(a) to find

I =
π

2

√
1− 4

σ
sinc

(
2π∥k⃗∥

√
σ

4
− 1

)
. (A.8)

We can combine Eqs. (A.6) and (A.8) to find

Im g2(Λ, σ, 0
+) = π

√
1− 4

σ

∑

k⃗∈Λ

sinc

(
2π

√
σ

4
− 1∥k⃗∥

)
(A.9)

which now allows us to use the Poisson summation formula in order to write Eq. (A.9) as

Im g2(Λ, σ, 0
+) =

|Λ∗|√
σ

∑

ℓ⃗∈Λ∗

θ
(
σ
4 − 1− ℓ2

)
√

σ
4 − 1− ℓ2

, (A.10)

as detailed in [11, 12].
For asymptotically large |σ|, we find that

∣∣g2(Λ, σ, ε)/σ2
∣∣ falls of faster than |σ|−1. We can

use this as follows. Consider the Cauchy integral formula

d

dσ

(
g2(Λ, σ, 0

+)
)
=

1

2πi

∫

γ
dz
g2(Λ, z, 0

+)

(z − σ)2
, (A.11)

where γ is some small counter-clockwise contour around the pole at z = σ.
Looking at the complex structure as discussed above and shown in Fig. A1, we can see that

we can deform our contour around the branch cut just under the real axis (offset due to ε = 0+).
Then since g2(Λ, σ, 0)/σ

2 falls off faster than σ−1, the integral along γ1 does not contribute. It’s
also possible to show that the integral along γ3 does not contribute. This leaves us with γ2, γ4.

Using the previously discussed analytic structure we then find that:

d

dσ

(
g2(Λ, σ, 0

+)
)
∣∣∣∣∣
σ=σ0+iη

=
1

π

∫ ∞

4
dz

Im g2(Λ, z, 0
+)

(z − σ0 − iη)2
(A.12)

= |Λ∗|
∑

ℓ∈Λ∗

∫ ∞

4
dz

θ
(
z
4 − 1− ℓ2

)
√
z
√

z
4 − 1− ℓ2

1

(z − σ0 − iη)2
. (A.13)

Integrating both sides w.r.t. σ0 and then evaluating the integral over z then gives

g2(Λ, σ + iη, 0+)− g2(Λ, σ0 + iη, 0+)

=
4|Λ∗|
π

∑

ℓ∈Λ∗




arcsin
(
1
2

√
σ+iη
1+ℓ2

)

√
σ + iη

√
4ℓ2 − (σ + iη − 4)

−
arcsin

(
1
2

√
σ0+iη
1+ℓ2

)

√
σ0 + iη

√
4ℓ2 − (σ0 + iη − 4)


 . (A.14)

We need to carefully split up the terms, where an appropriate and natural term to add and
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Im(z)
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γ3
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σ γ

Figure A1. The analytic structure of Eq. (A.11).

subtract is 1/1 + ℓ2, which after rearranging gives

g2(Λ, σ, 0
+) =

[
g2(Λ, σ0, 0

+)−|Λ∗|
π

∑

ℓ∈Λ∗



2 arcsin

(
1
2

√
σ0

1+ℓ2
+ iη

)

√
σ0
√
ℓ2 + 1− σ0

4 − iη
− 1

1 + ℓ2



]

+
|Λ∗|
π

∑

ℓ∈Λ∗



2 arcsin

(
1
2

√
σ

1+ℓ2
+ iη

)

√
σ
√
ℓ2 + 1− σ

4 − iη
− 1

1 + ℓ2


 . (A.15)

Since the left hand side is independent of σ0, we know the first term must be a function of only
the lattice. We know the asymptotic form for g2 for large σ0, allowing us to define

a2(Λ) ≡ 2 + iπ + lim
σ0→∞


− ln(σ0)−

|Λ∗|
π

∑

ℓ∈Λ∗



2 arcsin

(
1
2

√
σ0

1+ℓ2
+ iη

)

√
σ0
√
ℓ2 + 1− σ0

4 − iη
− 1

1 + ℓ2





 (A.16)

in order to obtain

g2(Λ, σ + iη, 0+) = a2(Λ) +
|Λ∗|
π

∑

ℓ∈Λ∗



2 arcsin

(
1
2

√
σ

1+ℓ2
+ iη

)

√
σ
√
ℓ2 + 1− σ

4 − iη
− 1

1 + ℓ2


 . (A.17)
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Deep Inelastic Scattering in Nuclear Collisions
W. A. Horowitz
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Abstract. Deep inelastic scattering (DIS) is a key measurement in nuclear physics. One of the
massive advantages of DIS is that powerful mathematical theorems—known as factorization—
have been proven. We discuss the application of these theorems and effective field theory
to collisions between electrons and protons and the potential extension of these theorems to
collisions between electrons and nuclei, which will be relevant at the future eRHIC facility.

1. Introduction
A microsecond after the Big Bang, the universe cooled rapidly to around a trillion degrees,
transforming space into a new state called the quark-gluon plasma (QGP). As cosmic expansion
persisted, the intricate dynamics of this initial era left their mark on the universe’s history,
ultimately shaping its large-scale structure.

Many body quantum field theory is a vibrant area of research. Even seemingly “simple”
systems, governed solely by the electromagnetic force, exhibit behaviors that defy full
understanding from fundamental principles. Examples include water’s phase behavior [1]
and high-temperature superconductivity [2]. This motivates us to explore the non-Abelian
generalization of many-body dynamics in quantum field theories, in order to compare with their
Abelian counterparts, because there’s even the possibility that the non-Abelian theories display
simpler aspects, and in order to understand better the physics of the early universe [3–7].

Remarkably, collisions of heavy ions at the Relativistic Heavy Ion Collider (RHIC) and the
Large Hadron Collider (LHC) offer a glimpse into these intricate non-Abelian dynamics and early
universe physics. “Hard probes,” observables related to particles with a scale large compared to
the natural scale of the nuclear force, ΛQCD ∼ 200 MeV, are key tools for the exploration of the
QGP formed in these collisions [8].

To relate measured particle distributions to QGP characteristics, theoretical calculations are
crucial. For hard probes, one approach assumes weak coupling between probes and a QGP
medium. Expressions have been derived for the energy transferred from probes to the QGP
during propagation [10–18]. These energy loss-based models excel in describing experimental
data [19–22]. A current thriving area of research aims to establish a firmer theoretical basis
for energy loss derivations, especially in understanding how corrections to leading-order results
scale with probe energy and system size [23–26].

In Deep Inelastic Scattering (DIS), high-energy collisions between electrons and hadronic
objects occur. The initial kinematics of both particles are known, and the final electron
kinematics are measured; all other final state particles are integrated over.
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P1

P2

•
•
•
Pn

pX = p+ q
p

q

ℓ

ℓ′ = ℓ− q

Figure 1. (Left) A DIS event measured by the H1 collaboration at DESY [9]. In this frame,
the electron enters from the left and the proton from the right. The deflected electron is tagged
as the single track in the top half of the detector and a jet of hadronic particles is identified in
the bottom half of the detector, approximately back-to-back in azimuth. Q2 = 25030 GeV2 for
this event. (Right) Scattering kinematics of a DIS event.

We show a typical DIS event, observed by H1 at DESY [9], Fig. 1. Electrons enter from
the left at 27.5 GeV, protons from the right at 920 GeV, yielding

√
s = 320 GeV. The

deeply-inelastic events involve the scattered electron’s large-angle deflection due to significant
momentum transfer. A hadronic jet is labeled X. We focus on DIS cross sections inclusive of
all final state particles.

Choosing inclusive observables dramatically simplifies the theory. For factorizable processes
[27], such as DIS, the prediction is an expansion in 1/Q2, also known as the twist expansion. In
DIS, leading twist scales with Q0, termed Bjorken scaling [28]. In general, twist contributions
scale as 1/Qτ−2, with twist τ . DIS’s leading twist contribution is then twist-2. Twist labels
connect with the Operator Product Expansion (OPE) [29].

We would like to find a way to extend the factorization framework into the formalism of energy
loss in QGP, allowing for a rigorous foundation for jet tomography in heavy ion collisions.

2. Introduction to Factorization
We would like to work with the natural kinematic variables, x and Q2. In order to understand
these variables and the connection to the physical lab frame, let’s take a closer look at the
kinematics of a DIS process. Please see Appendix A for our lightcone conventions.

Let’s begin by clearly defining our variables. We consider the collision of an incoming electron
of momentum ℓ with an incoming hadron of momentum p. The electron is deflected by the
collision to a final momentum ℓ′, so that the momentum transfer to the target hadron is q ≡ ℓ−ℓ′.
Consequently, the total momentum of the hadronic fragments is pX = p + q. These kinematics
are illustrated in Fig. 1.

The cross section for fully inclusive deep inelastic scattering is kept differential only in the
final-state momentum ℓ′ of the scattered electron, while summing over the particle content and
final-state kinematics of all the hadronic debris represented by X. As a result, we seek to
write all our expressions in terms of the momenta of the initial electron ℓ, initial hadron p, and
scattered electron ℓ′. We are thus motivated to define the Lorentz-invariant quantities

Q2 ≡ −q2; x ≡ Q2

2p · q
, (1)
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where Q2 is the virtuality of the photon and x = xBj is known as Bjorken-x. Since Q2 = −q2 =
−t with t the Mandelstam invariant, we have that Q2 ≥ 0 and the virtual photon is spacelike.
(Excluding the case of perfectly forward scattering q = 0, one has Q2 > 0.)

The kinematic range of the variables x and Q2 are:

1 ≥ x ≥ 0; xs ≥ Q2 ≥ 0; Q2 ≫ m2
proton ∼ k2

T ∼ Λ2
QCD; (2)

i.e. there’s only one dimensionless quantity, m/Q ≪ 1.
We wish to determine the “leading twist” contribution, which is the leading contribution in

m/Q. Higher order corrections are “higher twist.”
It’s extremely useful to work in the natural frame for the problem, the Breit frame, which is

otherwise known as the “brick wall” frame. In this frame,

qµ = (0, 0, −Q)µ = [−Q, Q, 0]µ; pµ
proton = [p+, 0, 0]µ; Q = x p+; pµ

parton = [ξp+, p−, p]µ,

where ξ is known as “Feynman-x.” ξ is the amount of momentum carried by the parton within the
proton. At leading order, ξ = x: remarkably, a macroscopic measurement provides femtoscopic
insight into the nature of the proton.

To leading order in the electromagnetic coupling, one may write the DIS cross section in
terms of hadronic currents:

Eℓ′
dσeλhs→eλ′

X

d3ℓ′ = 2
s

α2
EM

Q2 Lλλ′
µν W µν

s = 1
2s

α2
EM

Q2 Lλλ′
µν

1
π

∫
d4zeiz·q

in⟨ps|J†µ(z)Jν(0)|ps⟩in, (3)

which decomposes the inclusive DIS cross section, differential only in the final-state electron
momentum ℓ′, into the leptonic tensor

Lλλ′
µν ≡

[
ūλ(ℓ)γµuλ′(ℓ′)

][
ūλ′(ℓ′)γνuλ(ℓ)

]
(4)

describing the scattering of the electron and the hadronic tensor

W µν
s ≡ 1

4π

∫
d4zeiz·q

in⟨ps|J†µ(z)Jν(0)|ps⟩in. (5)

Note that λ (λ′) are the incoming (outgoing) electron polarizations. The QED physics is entirely
contained within the leptonic tensor while the hadronic physics is entirely contained in the
hadronic tensor.

Simple dimensional analysis implies that the hadronic tensor must scale as Q0, known as
Bjorken scaling [28]. Bjorken scaling was observed in the 1960’s in SLAC-MIT data [30]; see
Fig. 2.

The relevant question, then, is: can Bjorken scaling be broken anomalously by higher order
corrections? The answer is a definitive yes. In order to determine rigorously the higher order
corrections, one first performs a Libby-Sterman region analysis [27, 32, 33]. Such an analysis
shows where an amplitude might diverge in the UV or the IR. There are generically three
potential regions in a diagram where these divergences might occur (and thus contribute to
anomalously breaking a symmetry or scaling): the hard, the collinear, and the soft. These
regions are categorized by the size of their momentum components:

Hard : pµ ∼ [
Q , Q , Q

]µ
, p2 ∼ Q2 ,

Collinear : pµ ∼ [
Q , M2

Q , M
]µ

, p2 ∼ M2 ≪ Q2 ,

Soft : pµ ∼ [
M , M , M

]µ
, p2 ∼ M2 ≪ Q2 .

(6)
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Figure 2. (Left) An early observation of Bjorken scaling [30]. (Right) Measurement of
anomalous breaking of scaling compared to QCD predictions [31].

When a Libby-Sterman analysis is performed for a DIS process, one finds that there are only
two regions: a hard region and a collinear region; see Fig. 3, where the logical progression from
the most general diagram containing an incoming electron and proton and an outgoing electron
and proton to the leading QED contribution to the leading twist contribution is shown1. Since
all propagators in the hard region are off-shell by order Q2, this part of the QCD diagram is
perturbatively calculable with the coupling evaluated at αs(Q2) ≪ 1. There are potentially an
unlimited number of collinear gluons that connect the hard and collinear parts of the diagram;
these gluons exponentiate into a Wilson line that lives in the parton distribution function (PDF),
the object that gives a sense of the number of partons of a particular type in a proton [27].
Although the parton distribution function itself is not calculable perturbatively, one may use
renormalization group flow to derive the famous DGLAP evolution equations, which give the
Q2 evolution of the PDFs. The H1 and ZEUS experiments showed that these higher orders in
QCD corrections to the leading order Bjorken scaling give precise, quantitative description of
data [31]; see Fig. 2.

Interesting recent work has tried to apply factorization to jet broadening in semi-inclusive
deep inelastic scattering (SIDIS) in nuclei [34, 35]. The idea is to explicitly compute the twist-4
contribution to the process, which is enhanced by the large size of the nucleus. What’s not yet
entirely clear is if the collinear factorization framework, which assumes that one can integrate
out completely the transverse momentum of the radiated gluon, ignoring the finite kinematics
of the problem, is appropriate for this observable [36]. Nonetheless, this is an interesting new
avenue of research that may prove to be very important for future studies at an electron-ion
collider such as eRHIC.
1 Note that this analysis is actually connecting the in/in result Eq. 5 to the usual in/out formalism via the
Optical Theorem. Then

∫
d4zei z·q

in⟨ps|Jµ(z)Jν(0)|ps⟩in = 2Im i

∫
d4zei z·q

out⟨ps|T {Jµ(z)Jν(0)}|ps⟩in, (7)
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Figure 3. (Left) The most generic Feynman diagram corresponding to forward e+p scattering.
(Centre) The leading order in αEM contribution. (Right) The leading twist contribution.

3. Conclusions
In the aftermath of the Big Bang, the universe rapidly transitioned to the quark-gluon plasma
state, leaving an indelible imprint on its subsequent evolution and current large-scale structure.
Many body quantum field theory is a fascinating, active area of research, with implications
across many orders of magnitude of size and of epochs in time.

The Relativistic Heavy Ion Collider and the Large Hadron Collider enable the study of non-
trivial, emergent, many body, non-Abelian dynamics and also early universe physics through
heavy ion collisions. Utilizing “hard probes,” particles with significant scale emerging from
these collisions, researchers gain insights into the properties of the QGP. Theoretical calculations
involving weak coupling assumptions provide expressions for energy loss from hard probes to the
QGP during their passage through the medium. These energy loss-based models have shown
remarkable success in describing experimental data. Work is now ongoing to try to place these
energy loss calculations on a more rigorous theoretical footing.

In the realm of Deep Inelastic Scattering, high-energy collisions between electrons and
hadronic objects provide a deeper understanding of the quark substructure. Fully inclusive
DIS cross sections focus solely on the final-state momentum of the scattered electron while
summing over hadronic debris. Kinematic variables like x and Q2 offer insights into the nature
of the scattering process, with Bjorken scaling providing a pivotal principle. However, higher
order corrections can break this scaling, and a Libby-Sterman analysis reveals hard and collinear
regions crucial for perturbative calculations.

Recent research has attempted to apply these rigorous theoretical techniques of factorization
from electron-proton collisions to larger hadronic systems such as electron-ion collisions and
ion-ion collisions. There are many interesting avenues of future research that can be taken going
forward.

Acknowledgments
The author gratefully acknowledges generous support from the South African National Research
Foundation and the SA-CERN Collaboration. The author further gratefully acknowledges
extensive valuable discussions with Matthew D. Sievert and Antonio Garcia Vallejo.

Division G: Theoretical and Computational Physics 567/600

SA Institute of Physics Proceedings of SAIP 2023 ISBN: 978-0-7961-3774-6



Appendix A. Light-Front Coordinates
Throughout this proceedings we employ natural units ℏ = c = 1. Consider a generic Lorentz
four-vector pµ with components

pµ =
(
p0 , p⃗

)µ
=

(
p0 , p , p3

)µ
(A.1)

where p = (p1 , p2) denotes the 2D vector in the transverse plane. We define light-front
coordinates in the following asymmetric way,

p± ≡ p0 ± p3 ⇔
p0 = 1

2(p+ + p−)
p3 = 1

2(p+ − p−).
(A.2)
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Abstract. We show that an integral assumption in DGLV radiative energy loss—the large
formation time assumption—is violated at high-pT for phenomenologically relevant parameters.
We further investigate the phenomenological impact of placing a new kinematic bound on the
radiated gluon transverse momentum, which ensures that there are no contributions to the
energy loss from regions of parameter space that violate the large formation time assumption.
We find that this places a large sensitivity on the exact kinematic cutoff used, similar to the
known collinear cutoff sensitivity, indicating the theoretical need for a rederivation of DGLV
radiative energy with the large formation time assumption relaxed in order to make rigorous
predictions. We additionally find that this large formation time cutoff dramatically reduces
the size of a short pathlength correction to the DGLV radiative energy loss, which is of
phenomenological interest in predicting suppression in small p + A systems. We compute the
phenomenological predictions utilising this large formation time cutoff in both p+A and A+A
collisions at the LHC, in a convolved radiative and elastic energy loss model.

1. Introduction
Studying high-pT particle spectra offers crucial insights into the many-body dynamics of QCD
in high-energy collisions. Significant suppression of high-pT particles in A + A collisions has
been observed in RHIC and LHC experiments [1–4], attributed to parton energy loss in the
QGP. This phenomenon aligns well with predictions from pQCD-based models [5–8]. Recent
findings in p + A and p + p collisions, including strangeness enhancement [9, 10], quarkonium
suppression [11], and collective behavior [12, 13], additionally support QGP formation in these
smaller collision systems. Non-trivial modifications of high-pT particles have also emerged in
small collision systems [14–16], necessitating theoretical explanations.

Applying successful A+Amodels to p+A and p+p collisions presents challenges due to various
large system size assumptions. In our previous work [17, 18], we addressed the removal [19] of the
large pathlength assumption L≫ µ−1 in the Djordjevic-Gyulassy-Levai-Vitev (DGLV) radiative
energy loss model [20, 21]. The correction consists of O(e−µL) terms, which were previously
assumed to be small, and results in the following novel effects: reduction of energy loss, linear
growth with partonic energy, and disproportionate size for incident gluons (cf. usual CA/CF
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color factor scaling). This reduction in energy loss could explain the rapid rise of the charged
hadron nuclear modification factor with pT [22] and the enhancement above unity in p + A
collisions [23, 24].

The derivation of this short pathlength correction, and to a lesser extent the original DGLV
derivation, benefited significantly from a large formation time (LFT) assumption—in addition
to the usual collinear, Eikonal, and soft assumptions. In [17] we used a numerical energy loss
weighted average of dimensionless ratios which are assumed to be small in the derivation of
the energy loss single emission kernel, to show that the large formation time assumption was
explicitly violated at high-pT for both the DGLV radiative energy loss and the DGLV radiative
energy loss which receives a short pathlength correction.

The LFT assumption is utilised in all opacity expansion based approaches, for instance DGLV
[21], and as such an understanding of the LFT assumption’s impact is crucial for interpreting
predictions from these models. If such energy loss models receive large contributions from
regions of phase space where the LFT assumption is invalid, then their predictions should not
be trusted. The fact that the LFT assumption is violated at high-pT or small pathlengths
in the DGLV radiative energy loss model, then implies that theoretical control over the LFT
assumption is required in order to make quantitative predictions at high-pT or in small systems.
A rigorous way in which such control may be achieved is through a full rederivation of the
radiative energy loss kernels in [19–21], where the LFT assumption is relaxed. In this work, we
will explore an alternative method for obtaining theoretical control over the LFT assumption by
implementing a kinematic cut on the radiated transverse gluon transverse momentum k integral.
This ensures that the matrix element (modulus squared) is never evaluated in regions of phase
space which violate the LFT assumption.

We will see that implementing such a cutoff dramatically reduces the size of the short
pathlength correction for high-pT pions in A + A collisions which had previously received a
∼100% negative correction at pT ∼ O(100) GeV, confirming that the short pathlength correction
receives a large contribution at high energies from regions of phase space where the large
formation time assumption is invalid. We additionally find that both the short pathlength
corrected and original DGLV radiative energy loss incur a large sensitivity as a result of this
large formation time cutoff. This is not surprising as there exists a similar sensitivity to the
standard collinear cutoff |k|max = 2xE(1 − x) [25], however, we find that the sensitivity to the
large formation time cutoff is significantly larger than that of the collinear cutoff.

One reason why such a sensitivity is important, is in the utilisation of energy loss models
as a tomographic probe of the QGP. If one wishes to interpret fitted quantities such as the
temperature of the plasma as physical, then an understanding of the sensitivity of the energy
loss model to the various assumptions utilised is necessary for deriving a theoretical uncertainty
for these quantities. It may also be more difficult for various energy loss models to be ruled out
by data, due to the large theoretical uncertainties present in the model as a result of this cutoff
sensitivity.

2. Discussion and Results
The radiative energy loss is calculated according to DGLV [21] with short path length corrections
as derived in [19]. The number of radiated gluons Ng differential in the momentum fraction
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radiated away x is given to first order in opacity L/λ by

dNg

dx
=
CRαsL

πλ

1

x

∫
d2q1

π

µ2
(
µ2 + q2

1

)2
∫

d2k

π
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d∆z ρ(∆z)

×
[
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2 +m2
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[
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2
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+
1

2
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k
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)2(
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)
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k2 +m2
g + x2M2

) (
(k− q1)

2 +m2
g + x2M2

) {cos [(ω0 + ω̃m)∆z]− cos [(ω0 − ω1)∆z]}




 ,

where the first two lines of the above equation are the original DGLV result [21] and the last two
lines are the correction [19]. Variable names are the same as in [17, 19, 21]. Importantly, the
radiated gluon has 4-momentum (in lightfront coordinates) k =

[
2xE,m2

g + k2/2xE,k
]
and the

medium exchanged particle q = [q+, q−,q], where x is the radiated (plus) momentum fraction.
The large formation time assumption requires that both k2/2xE ≪ µ1 and (k−q)2/2xE ≪

µ1, and is utilised in GLV [20], DGLV [21], and—to a larger extent—in the short pathlength
correction to DGLV [19]. Conventionally, and in our previous work [17, 19, 21], the radiated
gluon, incident parton, and outgoing parton are all enforced to be collinear by setting the upper
bound on the k integral as |k|max = 2xE(1 − x). Requiring that our matrix element (modulus
squared) is not integrated over regions of invalidity for either the large formation time assumption
or the collinear assumption, leads to the prescription |k|max = Min(

√
2xEµ1, 2x(1 − x)E).

Note that we enforce only the first of the two large formation time assumptions, as the second
assumption defines a far more complicated region of parameter space and we observe numerically
that enforcing the first assumption leads to the second holding consistently. We additionally
note that at high energies the large formation time cutoff occurs earlier in k than the collinear
cutoff, which can be understood through the different asymptotic scalings of the cutoffs, ∼ E1/2

vs ∼ E1 respectively.
A study of the collinear cutoff in the DGLV radiative energy loss was conducted in [25], where

a large sensitivity to the specific choice of cutoff was found. Similarly we show in Fig. 1 the
sensitivity of the short pathlength corrected and original DGLV radiative energy loss models to
both the large formation time and collinear cutoffs, by varying the respective cutoffs by factors of
two. Figure 1 shows that by enforcing the large formation time cutoff, one dramatically reduces
the size of the short pathlength correction to the radiative energy loss. Further, the uncorrected
DGLV radiative energy loss has an increased sensitivity to the specific cutoff used once the large
formation time cutoff is imposed (in comparison to only the collinear cutoff), particularly at
higher energies E ≳ 100 GeV. This sensitivity can be interpreted as the existence of a large
weight of the distribution close to the large formation time cutoff. This is further indication
that the large formation time assumption breaks down at high pT for both the short pathlength
corrected and original DGLV radiative energy loss, as first discussed in [17].

In principle one should propagate this theoretical sensitivity to the level of the RAA, by
computing the RAA which results from the radiative energy loss with |k|max—set according to
the collinear or collinear and large formation time assumption—scaled by some factor α ∼ O(1).
Particularly for the short pathlength corrected energy loss this will be extremely numerically
intensive, as the short pathlength corrected energy loss kernel is not monotonic in k; meaning
that the RAA must be calculated for a full range of α. We instead provide a qualitative argument
for how the error at the level of ∆E/E translates to the error at the level of RAA
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Figure 1. The fractional radiative energy loss calculated according to DGLV and short
pathlength corrected DGLV. In the left pane the upper bound on the radiated gluon momentum
k integral is set by the collinear assumption |k|max = 2xE(1 − x), while in the right pane the
upper bound is taken as |k|max = Min(

√
2xEµ1, 2x(1− x)E). Bands are calculated by varying

the upper bound by factors of two. Calculations are done with µ = 0.5GeV , λ = 1 fm, and
L = 5 fm.

The RAA can be approximated [17] as RAA ≈
∫
dx(1 − x)n−1Ptot(x) where Ptot(x) is the

total probability of a losing a fraction x of the incident parton’s energy, and n is the power in
the approximately power-law parton production spectra with n ∼ 6 for gluons at the LHC. If
one further assumes that the elastic energy loss is negligible, and take Ptot(x) = δ(x− ϵ) where
ϵ ≡ ∆E/E = ϵ̄±∆ϵ, then we find RAA ∼ 1− (n− 1)(ϵ̄±∆ϵ) ∼ R̄AA ∓ (n− 1)∆ϵ. Under this
naive approximation, one sees that the sensitivity to the kinematic k cutoff at the level of ∆E/E
are enhanced by (n− 1) ∼ 5 at the level of the RAA. Note that this is likely an overestimate of
the error as we saw qualitatively in [17] that changes at the level of ∆E/E are softened by the
geometry averaging and Poisson convolution procedures in the full energy loss model.

The phenomenological implications of such a large formation time cutoff are investigated
using the convolved radiative and elastic energy loss model described in [17], based on the Wicks-
Horowitz-Djordjevic-Gyulassy (WHDG) model. The left pane of Fig. 2 shows the predicted RAA

for pions in central Pb + Pb collisions as a function of final transverse momentum pT versus
data. Including the large formation time cutoff dramatically reduces the size of the correction,
as is expected from Fig. 1. The effect on the RAA calculated with the uncorrected WHDG is
negligible. We note however that Fig. 1 indicates that there will likely be a large sensitivity at
the level of the RAA to the exact kinematic cutoff on the k integral used.

The right pane of Fig. 2 shows a similarly dramatic decrease of the size of the short pathlength
correction once the large formation time cutoff is enforced, as well as the same negligible effect
on the uncorrected DGLV energy loss. Note that in Fig. 2 we only include the radiative energy
loss since, as was previously shown in [17, 18], the central limit theorem approximation to the
elastic energy loss breaks down in small systems. In the future, this will need to be corrected
by the removal of the central limit theorem approximation in the elastic energy loss as well as
potential short pathlength corrections to the elastic energy loss.

3. Conclusion
We provided an argument for the breakdown of the large formation time assumption in both
DGLV [21] and the short pathlength correction to DGLV [19]. We showed that one can
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Figure 2. The nuclear modification factor inA+A collisions (left pane) and p+A collisions (right
pane) is plotted as a function of the measured transverse momentum pT for pions. Theoretical
predictions are computed for the WHDG model (solid) and the WHDG model which receives
a short pathlength correction to the radiative energy loss (dashed). The upper bound of the
radiated gluon transverse momentum k integral is prescribed both by enforcing the collinear
assumption (red) and by enforcing both the collinear and large formation time assumptions
(blue). In the left pane all plotted curves are computed using only the radiative energy loss and
neglecting the elastic energy loss. Data are from ATLAS [23, 26], CMS [27], ALICE [28]

.

artificially impose a cutoff on the radiated gluon momentum k integral which ensures that
the matrix element (modulus squared) is not integrated over regions where the large formation
time assumption is invalid. Doing so dramatically reduces the size of the short pathlength
corrected DGLV radiative energy loss, indicating that the short pathlength correction to the
DGLV radiative energy loss receives an increasingly large contribution from regions where the
large formation time assumption is invalid at high pT . The effect on the uncorrected DGLV
radiative energy loss is small ∼ 10%. We explore the sensitivity of the energy loss to the exact
kinematic bound imposed, by varying kinematic cutoff by factors of two. Doing this we find
that imposing the large formation time cutoff, as opposed to the usual collinear cutoff, increases
the sensitivity of both the DGLV and short pathlength corrected DGLV to the exact kinematic
cutoff chosen.

We further calculate both the RAA and RpA for pions produced in central collisions at the
LHC. We find that the dramatic decrease of the correction at the level of ∆E/E translates to
a dramatic decrease in the predicted RAA and RpA as is expected. We note that the sensitivity
incurred on the ∆E/E will likely translate to a similar sensitivity on the RAA and RpA. We
argue therefore that GLV, DGLV, and the short pathlength correction to DGLV all need to be
rederived, with the large formation time assumption relaxed, for rigorous quantitative predictions
to be made for either A+A or p+A collisions.

Possible future investigations into small systems could involve establishing a more robust
foundation for energy loss calculations [29], exploring adjustments to thermodynamics due to
system size [30], analyzing the equation of state in small systems [31], and calculating small
system size corrections to the effective coupling [32].
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Abstract. We present ab initio characterization of nitrogen substitutional point defects and their 
different charge states in the two-dimensional material graphane. Our present first principles 
calculations were carried out within the framework of density functional theory implemented in the 
quantum espresso code. We derived the formation energies and thermodynamic charge transition levels 
for the nitrogen substitutional point defects of the form NH , NC and NCH . We also determined the U-
parameters for these point defects as it is crucial as far as defect mobility is concerned. The defect 
formation phenomena are all endothermic, hence the point defects are energetically expensive to form. 
NC and NCH yielded a positive effective U-parameter showing their stability should single negative and 
single positive charge states form. The point defects in this contribution induced spin-polarised defect 
states within the graphane bandgap and they can thus be exploited for various nano-magnetic and 
nanoelectronics applications.  

 

1.  Introduction 
The isolation and characterization of the two-dimensional material (2-D) graphene in 2004 at the 
University of Manchester by Novoselev and Geim [1] opened floodgates of interest in different kinds 
of 2-D materials [2,3,4]. Graphene is an sp2 hybridized material composed of a network of carbon 
atoms that are covalently bonded to each other to form a stable chicken-wire like hexagonal structure 
[5]. The isolation of a graphene monolayer was done using the now well known micro-mechanical 
cleavage or the skotch-tape method [6]. Graphene has a number of interesting properties that have 
attracted research interest far and wide. However, the absence of a band-gap in graphene has limited 
its direct application in nano-electronics [7]. A number of material researchers are seeking apt ways of 
creating a band-gap in graphene in order to open new ground of application for graphene derived 2-D 
materials [8]. In their work, Sahin et al proposed dimensionality reduction and the use of 
functionalization [9]. Alternatively, one can adsorb atoms or molecules or functional groups onto a 
graphene layer. These two methods can give rise to charge doping and the opening up of an electronic 
band-gap. Two-dimensional materials that are synthesised from graphene in more or less similar ways 
as discussed above are referred to as graphene derivative materials [8]. Among others, we have 
graphane which is hydrogenated graphene [10],  fluorographene which is fluorinated graphene as well 
as chlorographene or chlorinated graphene. In 2007 Sofo et al [11] used first-principles derivation of 
total energy to predict the existence and stability of graphane (CH) as a semi-conductor hydrocarbon 
which is completely saturated.  
   Graphene hydrogenation give rise to the formation of a direct bandgap at the Brillouin zone centre of 
graphane. The different properties of graphane come into play because of the different ways in which 
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hydrogen atoms can be intertwined with the carbon atoms on a graphene monolayer. The structures of 
the six main allotropes of graphane- chair, stirrup, boat-1, boat-2, tricycle and twist-boat- depends on 
the ways in which the hydrogen atoms are attached to the carbon atoms in each  hexagonal carbon ring 
[12]. The chair conformer is the most stable with the periodic up and down hydrogenation pattern. The 
other graphane stereo isomers that have been proposed in research articles includes: the armchair; the 
twist-boat; the twistboat-chair and the tricycle which comes from the chair and stirrup combination 
[13]. Whitener [14] discussed a number of methods that can be used to synthesise graphane. The 
prominent ones are: the exposure of graphene to hydrogen plasma and plasma-assisted chemical 
vapour deposition (CVD). Our current study of the 2-D graphane is motivated by its various apt 
applications that have been reported in literature. These include piezoelectricity, thermoelectricity, 
nano-electronics, transistors, nano-composites and electron-phonon superconductors [12]. In our 
current contribution, we do a comprehensive study of nitrogen substitutional point defects in graphane. 
We do an indepth study of nitrogen substitutional point defects of the form NC, NH and NCH as shown 
by figure 1. The NC substitutional point defect is formed when a nitrogen atom substitutes a carbon 
atom from its lattice site on a graphane monolayer as shown by figure 1(a). The substituted carbon 
atom has four valence electrons that enables it to covalently bond to other three nearest neighbour 
carbon atoms as well as to a hydrogen atom giving rise to sp3 orbital hybridization. The NH 
substitutional  point defect is formed by inserting a nitrogen atom on a hydrogen atom lattice site as 
depicted by figure 1(b). The nitrogen atom’s five valence electrons will cause the NH defect in the 
neutral charge state to have four unpaired electrons since one of the five electrons will be involved in 
the single covalent bond between the nitrogen atom and the nearest carbon atom. The simultaneous 
substitution of a carbon atom together with its covalently bonded hydrogen atom by a nitrogen atom 
forms an NCH point defect on a graphane monolayer as illustrated by figure 1(c). This defect has two 
unpaired electrons in the neutral charge state, NCH

0 , while NCH
 − 1 and NCH

 + 1 have three and one 
unpaired electrons respectively. Our current study is motivated by a number of factors, which among 
others include the fact that the knowledge of point defects in graphane is still not yet complete. 
 

(a)  (b)  (c)  
Figure 1: Nitrogen substitutional point defects in graphane: (a) NC (b) NH and (c) NCH. The red, blue 
and yellow spheres represent carbon, nitrogen and hydrogen atoms respectively. 

2.  Method 
Our first principles calculations were performed within the confines of density functional theory 
(DFT) using the Kohn-Sham methodology [15].  We employed the Quantum espresso code (QE) [16]  
to run our calculations. Using QE plane wave basis set, we derived fundamental properties of the unit 
cell of graphane which comprises two carbon and two hydrogen atoms. In deriving these properties, 
we utilised the Heyd, Scuseria and Ernzerhof (HSE) Hybrid functional [17]. We used the ultra-soft 
pseudopotentials to model the interaction between the ions and the electrons [18]. We employed the 
supercell approach to run our entire calculations. The utilisation of the supercell method was 
motivated by the realisation that this approach facilitates the use of mathematical concepts that exploit 
the periodicity of the system under considerations [19].  Furthermore, this method can describe the 
band structure of the crystal system reasonably well and the results yielded by this approach are 
relatively easy to interpret as compared to other approaches that may present challenges in these 
aspects [20]. After the derivation of the requisite properties of the unit cell of graphane, we expanded 
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this cell to a 6 × 6 × 1 supercell comprising 144 atoms - 72 carbon atoms and 72 hydrogen atoms. We 
created a separation of 15 Å in order to eliminate spurious interlayer interactions which can be a 
source of unwanted errors for this method. Convergence testing convinced us to use 450 eV and 4500 
eV as the cut-off energy values of the wave function and charge density respectively. We used a 
3 × 3 × 1 Monkhorst –Pack [21] k-point sampling for the Brillouin zones. To ensure reliable results, 
the threshold value of the force convergence was set at 1.0 × 10 − 6  eV ⁄ Å.  
        To understand the properties of any given material, the point of departure is the derivation of the 
formation energy. As outlined by Van de Walle as well as Zhang and Northrup [22][23] , we derived 
the defect formation energy, Ef[Dq], using the equation 1. 
 

Ef[Dq] = ET[Dq] − ET[pure] − ∑iniμi + qEF + Ecorr                                     (1) 
 
where ET[Dq] represents the total energy of a supercell in which the defect , D, of charge state q is 
embeded. ET[pure] is the total energy of the pristine supercell of the material under consideration and 
ni is an integer that represents the number of i − type atoms that have been added to (for ni≻0) or 
removed from (for ni≺0) the supercell in order to create the defect. The term μi represents the chemical 
potentials of the type of atomic species at play while EF denotes the Fermi energy of the electrons 
calculated relative to the valence band edge. Ecorr represents the correction term that takes care of 
errors that may be introduced by the utilisation of the supercell approach.  
        We define thermodynamic level of transition for charge states qa and qb as the position of the 
Fermi-level whereby the formation energy of the two charge states are the same [24][25][20]. We 
determined the charge transition levels using equation 2, whereby Ef(Dq;EF = 0) represents the value of 
the formation energy for defect D which is in the q charge state when EF = 0, i.e the Fermi level is 
located precisely at the valence band maximum. 
 

ε(qa∣qb) = [Ef(Dq
a;EF = 0) − Ef(Dq

b;EF = 0)]/(qb − qa)                                 (2) 
 

The thermodynamic transition levels are of extreme importance because it has been shown 
experimentally that charge state qa is stable for the Fermi level positions that are below ε(qa∣qb) and qb 
is stable for the Fermi level positions above ε(qa∣qb) [25][20][24]. One other paramount concept we 
considered in this contribution is the U-parameter which is the energy difference between two 
consecutive thermodynamic energy transition levels [20].  We determined the U-parameter using the 
equation 3. The physical quantities Efq  + 1, Efq  − 1 and Efq denote the respective formation energies of 
the defect in charge states q + 1 , q − 1 and q taken in that order.  
 
 

U = Efq  + 1 + Efq  − 1 − 2Efq                                            (3) 
 

3.  Results 

Table 1 shows an overview of our first principles results for the three point defect configurations. In 
the next sub-section we systematically analyse our findings in this contribution. 

3.1 Nitrogen substituting a carbon atom [NC]  
The dopant nitrogen atom has five valence electrons in its outermost shell. The adsorbed nitrogen 
atom is expected to also form sp3 hybridization with three nearby carbon atom and one hydrogen atom. 
The additional electron brought by the nitrogen impurity is anticipated to substantially increase the 
electrical conductivity of the graphane material. The NC point defect is an n-type point defect because 
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Table 1: Formation energies for nitrogen substitutional point defects in graphane 
 
Defect   Charge   

State  
Formation   

Energy(eV)  
U − parameter   

(eV)  
 Fermi − level   
Position(eV)  

Electron   
Difference   With   

Pristine  

Defect   
Type  

 
NC  

 0     
   −      

      +   

       8.91    
       8.64    
       5.66  

0.14            + 1.10     
     + 1.45      

 − 2.21  

   − 1     
   − 2    
      0  

n − type        
n − type    

 −   
 
NH  

  0     
   −            

+   

2.74     
        −     
       2.37  

 −    − 1.15    
         −      

          − 2.67  

    − 4     
    −      
    − 3  

n − type    
 −     

n − type  
 
NCH  

  0     
    −       

+   

       7.23    
       7.20    
       6.88  

3.72       − 1.93       
+ 1.39    
 − 2.71  

       0     
     −1     
    + 1  

 −     
n − type   
p − type   

 
of the presence of this one unpaired electron on the dangling bond. We expect nitrogen-doped 
graphane to depict paramagnetism or ferro-magnetism because of the presence of this unpaired 
electron. Our first principles calculations show that NC defect formation process is non-spontaneous 
and endothermic with a high positive formation energy of 8.91 eV as shown by table 1. It is 
energetically expensive to form this defect. We tried to alter the formation energy by populating NC

0 
with an additional electron to form NC

 − 1. The formation energy slightly decreased to 8.64 eV. 
Charging the defect by a single positive charge significantly lowers the formation energy albeit 
positive to 5.66 eV. We deduced that NC point defect transforms according to the Cs(m) symmetry 
constraints while both NC

 − 1 and NC
 + 1 are subject to C3v(3m) symmetry group transformations. Since 

C3v(3m) point group is subject to the presence of spinor states, we suggest that this defect can be 
exploited for spintronics applications. We also noted that the formation of NC

0 may be subject to the 
Jahn-Teller effect [26] because of the lowering of the symmetry from C3v(3m) for pristine graphane to 
Cs(m) which is depicted in the neutral state of this point defect. Analysis of the DOS plots shows that 
NC

0 and NC
 − 1 induces non-spin polarised defect states considerably away from the Fermi level. We 

noted spin-up states and spin-down states close to the conduction band minimum as shown by figure 
2. The DOS graph shows that the majority spin states are symmetric to the minority spin states. We 
predict that NC

0 and NC
 + 1 finetune the bandgap in such a way as to widen it while NC

 − 1 seemingly has 
no effect on the size of the bandgap. We again have observed that both NC

0 and NC
 + 1 induces shallow 

donor levels as depicted by figure 2. We also noted that for NC
0 and NC

 − 1 the Fermi level is pushed to 
a position very close to the conduction band edge while for NC

 + 1 it is positioned close to the valence 
band edge. As shown by table 1, NC yielded a positive U-parameter value of 0.14 eV showing the 
stability of this defect in terms of allowing the formation of the negative and positive charged states.  
 
 

      
Figure 2: Total density of states (DOS) for a nitrogen atom substituting a carbon atom in graphane: (a) 
NC

0 (b) NC
 − 1 (c) NC

 + 1  
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3.2 Nitrogen substituting a hydrogen atom [NH]  
The NH

0 and NH
 + 1 are expected to be n-type defects because of the presence of four and three unpaired 

electrons respectively. The formation energy of the NH
0 defect is relatively low at a value of 2.74 eV 

hence the defect formation phenomenon is non-spontaneous. The withdrawal of a single electron to 
form NH

 + 1 decreased the formation energy slightly to 2.37 eV as depicted by table 1. In our 
calculations, the NH point defect exhibited two charge states and hence has a single thermodynamic 
charge transition level. There is a lowering of symmetry from the C3s(3m) to the CS(m) symmetry 
group for the NH point defect modified graphane. This seems to show the manifestation of the Jahn-
Teller distortion [27]. The CS(m) symmetry transformations are preserved for the neutral and positive 
charge states. However, the absorption of an atom on a hydrogen site causes a heavy geometric 
distortion of the lattice structure around the vicinity of the point defect. The NH

 + 1 defect is electrically 
active since there are clear spin-polarised defect states between the bandgap. If there are any defect 
states for NH

0 and NH
 − 1, we propose that these states are intertwined with bulk states close to the 

bandgap edges, hence they are not clearly distinct. The DOS plots shown by figure 3 shows that there 
is a possibility of this defect widening the bandgap. NH

 − 1 pushes the Fermi-level to the conduction 
band edge while both NH

0 and NH
 + 1 moves the Fermi-level to positions close to the valence band 

edge.  
 

      
Figure 3: Total density of states (DOS) for a nitrogen substituting a hydrogen atom in graphane: (a) 
NH

0 , NH
 − 1 and (c) NH

 + 1  
 

3.3 Nitrogen substituting both a carbon and hydrogen atom [NCH]  
The NCH defect formation process is endothermic and non-spontaneous. This defect is energetically 
expensive to form with a high positive formation energy of 7.23 eV. Charging the defect negatively 
and positively slightly reduces the formation energies to 7.20 eV and 6.88 eV respectively as recorded 
in table 1. The presence of this defect lowers the symmetry of the graphane monolayer from the high 
symmetry point group C3v(3m) to the point group Cs(m) that has lower symmetry transformations. 
This change in symmetry may be due to the pseudo Jahn-Teller effects [26]. The withdrawal or the 
addition of a single electron restores the symmetry to C3v(3m). Spinor functions are inherent to the 
C3v(3m) point group, hence there is a likelihood of utilising this defect for spintronics applications. A 
careful analysis of the DOS plots for NCH

0 shows that the majority spin states are symmetric to the 
minority spin states proving that the material is non-magnetic.  
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Figure 4: Total density of states (DOS) for a nitrogen atom substituting both a carbon and hydrogen 
atom simultaneously in graphane: (a)  NCH

0 (b) NCH
 − 1 and (c) NCH

 + 1  
 
 
We have two dangling bonds from the dopant nitrogen atom and we propose that the two electrons on 
these broken bonds are likely to form a pair. Our DOS results as shown by figure 4 seem to show that 
this point defect doesn’t induce states in the middle of the bandgap. If there are any states introduced 
by this defect in the bandgap, they are coupled with the bulk states and are therefore not well separated 
from the band edges. This finding seems not to be in line with Pujari and Kanhere’s [28] finding that 
this type of defect in graphane induces spin-polarised states in the middle of the bandgap. The use of 
the tetrahedra method to deduce the DOS plots may have caused this uncertainty as far as our current 
contribution is concerned. However, we do not hasten to add that the presence of NCH defect in a 
graphane monolayer modifies the bulk states close to the band edges and the NCH

 − 1 seem to show 
some magnetic traits since some states are asymmetric. NCH defect is more stable in the neutral state 
than the singly positive charge state. The positive U-parameter value of 3.72 eV for NCH shows that 
this defect does not show instability if positive and negative charged states form. However, the 
transition from one charge state to another requires a relatively greater amount of energy as compared 
to NC point defect. 

4. Conclusion   
In this contribution we systematically investigated the thermodynamic stability as well as the 
electronic properties of point defect modified graphane monolayer. We characterised point defects in 
the form of nitrogen substitutional dopants. We found out that all the point defects considered in this 
report have relatively high positive formation energies. We also found out that charging the defects 
increases the formation energy when the Fermi level is fixed at 0 eV. If the Fermi level is not fixed, 
charging the defects generally decreases the formation energy. All the defects need activation energy 
to form. We also noted that these point defects are generally subject to the Jahn-Teller effect which 
lowers the energy of a given system by removing degeneracy. One of our findings is that the n-type 
point defects do not induce magnetism or defect states in the middle of the bandgap. The findings by 
Wang et. al. [29] was that the n-type defects generally do not induce magnetism in graphane. Our 
results are considerably consistent with this report. NC fine-tuned the graphane bandgap and induced 
localised spin-polarised defect energy states. Therefore these defects can be exploited for tailored 
applications such as magneto-optical sensing, quantum metrology and nano-electronic uses. NC and 
NCH gave rise to positive effective values of the U-parameter. These defects thus exhibit stability 
should single negative and single positive states form. The arrangement of the thermodynamic 
transition states are not inverted and this explains the stability of the defect. To the best of our 
knowledge, this has not yet been reported. Moreover, our current contribution has armed us with the 
critical knowledge that we required for us to be on a good platform to intensively study the resultant 
complex formations of these point defects in our next contribution in future. This is worth 
investigating in order to determine whether a combination of the native defects and the substitutional 
extrinsic defects can lower the activation energy. 
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Abstract. Titanium and its alloys have been widely used as implant materials for replacement 
of damaged hard tissues. This was due to their outstanding mechanical characteristics and 
biocompatibility. Some of the applications includes orthopaedic, and endoderm surgeries etc. 
However, there is a great concern regarding the difference in the implant material’s Young’s 
modulus and that of natural bone. The prolonged use of Ti-alloys resulted in the failure of the 
implants due to stress-shielding effect, hence the need to improve the Young’s moduli of these 
alloys. The aim of the study is to investigate the structural and mechanical stability of Ti12.5-
Mg87.5-x-Six alloys using first principle approach. Interestingly, the Young’s modulus of the 
Ti12.5-Mg87.5-x-Six is improved by alloying with Si. Furthermore, the density of states for the 
alloys suggests that 1.25 at. % Si stabilises the Ti12.5-Mg87.5-Six alloys. 

1.  Introduction 
With the growth of the world's older population, demand for biomedical implants for the replacement 
of failed hard tissues such as bones, knee implants, and teeth is increasing [1]. A biomedical implant is 
a foreign substance placed within the human body in order to repair broken hard tissues such as 
ligaments, tendons or teeth for the purpose of improving the human life over a long period of time [2]. 

Hamidi et al (2017) noted the work done by Lane in the 1800s, where the metal plates were used as 
biomedical implants to replace fractures in the human body and began using biomedical implants [3]. 
Metal implants presented the risk of harmful ion secretions when placed inside of a human body [3]. Ti-
alloys presented superior biocompatibility and corrosion resistance as compared to metal implants, 
CoCr, and stainless-steel biomedical implants [4]. Beta (ß)-Ti alloys presented the lowest young's 
modulus [5]. Ti-alloys are biomedical implants made up of Titanium as a substrate and metallic elements 
as components, such as Al, V, Ni and Nb etc., as displayed by for example, TixAl6Nb7 and TixAl6V4 
alloys [6].  

The most popular used ß-Ti alloy is TixAl6V4 which amounted to 75-80% of the overall manufactured 
Ti-alloys [3]. Recent investigated alloys included TixAl6Nb7 and TixAl5Fe2.5 of which they carried 
greater mechanical abilities than TixAl6V4 alloy with both Al and V showing the toxicity trait of harmful 
secretions [6]. An elastic modulus investigation for TixAl6Nb7 and TixAl5Fe2.5 alloys has shown that the 
Young's modulus value of the two alloys was greater than that of the human bone [7], which resulted in 
stress shielding effect. Therefore, there is a need to improve the Ti-based alloys for use in biomedical 
applications by replacing the toxic elements with those that are safe for use in the human body.  

Young's modulus is one of the most important properties of an alloy to look at as it relates to the 
comfort and the adhesiveness of an alloy. The rise in the modulus value of a material over the human 
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bone, generally results in the loosening of the material and this leads to the formation of a stress shielding 
effect. 

(Ti5-xMgx)-Si3 intermetallic structures were investigated in a recent article using a hexagonal 
prototype structure of Mn5Si3 [8]. Hexagonal crystal structures are discovered to have a higher 
young’s modulus as compared to the cubic structures [9].  

In this study, first principle method was used to determine the ternary alloying of a cubic Ti12.5Mg87.5 
with Si. The stability of the alloys was investigated by determining the structural properties, elastic 
constants and density of states of the Ti alloys.  

2.  Methodology 
The calculations were performed with the ab initio density functional theory (DFT) [10, 111] formalism 
implemented in CASTEP [12] under the projector augmented wave (PAW) [13]. The energy cut-off was 
320 eV, which was sufficient to combine the whole energy of the structure. For the exchange correlation 
function, Perdew and Wang's generalized gradient approximation (GGA-PBE) [14] was chosen. 
According to Monkhorst and Pack, the Brillouin zone integration is carried out for a sufficiently large 
set of k points [15]. The solid solution approach (disordered) was used to replace Mg with Si atoms, 
using visual crystal approximation (VCA) [16] embedded in CASTEP. This is a much simpler and 
cheaper computational approach that investigates crystals composed of fictitious “virtual” atoms, but 
with primitive periodicity but interpolated between the behaviour of the atoms in the parent compound. 
This technique is widely used in band structure calculation [17-19]. VCA module provides an advantage 
to study smaller concentrations of Si. The structural properties, elastic constants, and density of states 
for the structures are calculated. The optimization of structural parameters (atomic positions and lattice 
parameters) is achieved by minimizing the stress tensor and stress tensor forces. 

3.  Results and discussions 

3.1.  Structural properties and elastic constants  
Figure 1 shows the cubic Fm-3m Ti12.5Mg87.5 structure with 32 atoms [20]. The structure was optimized 
and alloyed with Si as shown in Figure 1 (b). In Table 1, the calculated lattice parameters and elastic 
constants of the Ti12.5Mg87.5-xSix alloy with x varied from 0,625 to 1.875 atomic percentage employing 
the disordered approach are shown. The lattice parameter of the Ti12.5Mg87.5 decreases in the addition of 
0.625 at. % Si on the Ti side and increases minimally as Si is increased.   
 

 
(a) 

 
(b) 

Figure 1: Structures of (a) Ti12.5Mg87.5 and (b) alloyed with Si to form Ti12.5Mg87.5-xSix alloy with x 
varied from 0.625 to 1.875 atomic percentage.  
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The accuracy of the calculation of elasticity is important for determining the mechanical stability and 
elasticity of any system. The cubic structure has three independent elastic constants (C11, C12 and C44). 
The mechanical stability criteria system, as described in the other parts of the article [21], are as follows: 
 

𝐶!! > 0,  𝐶"" > |𝐶"#| and  𝐶"" + 2𝐶"# > 0    (1) 
 

𝐶$ = (&!!'&!")
#

      (2) 

For structural stability to be considered, the elastic constant stability criterion must be met. In 
principle, the positive C′ indicates the mechanical stability of the crystal. Interestingly, all independent 
elastic constants C11, C12 and C44 are positive throughout the concentration range, indicating the stability 
of the alloy.  

 
Table 1: Lattice parameters a (Å) and the elastic properties (GPa) of the Ti12.5Mg87.5-xSix (x:0.625, 
1.25, 1.875) ternaries and their anisotropy A obtained using the disordered approach. 
Structure 𝒶 (Å) C11 C12 C44 C’ A 
Ti12.5Mg87.5 8.995 30 20 21 5 4.2 
Ti12.5Mg86.875Si0.625 8.901 52 34 37 9 4.1 
Ti12.5Mg86.25Si1.25 8.919  50 33 38 8 4.7 
Ti12.5Mg85.625Si1.875 8.950 45 31 37 7 5.2 

3.2. Mechanical properties  
In addition, the mass (B), cutting (G) and Young modules (E) of structures have been calculated using 
the Voigt–Reuss–Hill (VRH) average scheme [22- 24] presented in Figure 2. The bulk module generally 
characterizes the resistance to deformation under applied stress, whereas the cutting module is a measure 
of the capacity to deform resistant under deformation stress [25]. The higher the value, the greater its 
resistance to deformation. According to Pugh, the conductivity or fracture behaviour of solids is 
estimated by the ratio of slicing module to volume module [26]. The authors proposed empirical criteria 
for ductile metals with G/B below 0.57, and brittle metals with greater than 0.57. 

In Table 2, G/B for all the structures was found to be less than 0.57 except for the 1.875 at. % Si 
which was found to be more. This suggests that the structures are ductile. Interestingly, the Young’s 
modulus was increased with an increasing the Si. These values are closer to the value of human bone 
Young’s modulus.  
 

Table 2: The bulk modulus (GPa), shear modulus (GPa), Young’s modulus (GPa) of the Ti12.5Mg87.5-

xSix (x:0.625, 1.25, 1.875) structures. The Pugh ratio G/B is also calculated. 

Structure B G E G/B 
Ti12.5Mg87.5 24 12 31 0.5 
Ti12.5Mg86.875Si0.625 40 22 55 0.55 
Ti12.5Mg86.25Si1.25 39 21 53 0.54 
Ti12.5Mg85.625Si1.875 35 20 50 0.57 

 
3.5. Density of states 
Total DOS at Fermi level (Ef) is an important indication of the stability of alloys where the high number 
of DOS suggests the instability whereas the lower number indicates the stability of the structure.  
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Figure 2: TDOS results for the Ti12.5Mg87.5-xSix (x:0.625, 1.25, 1.875) alloys. 

To compare its stability more accurately, the complete electronic DOS superimposed on the structure is 
shown and compared in Figure 2. In agreement with the mechanical properties, the 1.875 at. % Si is the 
most unstable and the DOS is the highest at Fermi level and Ti12.5Mg87.5 alloy the most stable with the 
lowest DOS. Interestingly, the 1.25 at. % Si is found to be the most stable ternary.  

4.  Conclusions 
First principle method has been employed to determine the ternary alloying of Ti12.5Mg87.5-xSix with Si. 
The addition of 0.625 at. % Si decreased the lattice parameters. As the Si content was increased above 
0.625 at %, the lattice parameters then increased slowly. It has been found that this structure is stable, 
and all elastic constants are positive. The Young modulus of Ti12.5Mg87.5-xSix increased with increasing 
the concentration of Si atoms. Furthermore, after the addition of 1.25 at. % of Si atoms, the density of 
states for Ti12.5Mg87.5 was found to be lower at the Fermi level, which indicates the stability of the alloy. 
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Abstract. Titanium alloys have been used in many areas such as aviation and bio-medical 
industry due to their high strength and resistance to fatigue deterioration. Alloying elements such 
as Nb and Ta have been the primary focus as they are effective β-phase stabilising elements and 
can effectively reduce the modulus of Ti alloy and are less toxic. However, these dopants tend 
to increase the elastic modulus of the alloy. As of late, there has been a crucial need to develop 
non-toxic, more biocompatible, and allergy-free components for bio-medical applications. The 
purpose of this study is to use first principle approach to investigate the effect of alloying Ti with 
Nb and Zr to improve the mechanical properties of Ti alloys for use in human implantations. 

1.  Introduction 
Titanium alloys have been widely employed in the aviation, chemical, and medical industries. In the 
medical industry it is clinically used for orthopaedic implants [1]. Titanium alloys used in the bio-
medical industry are required to be both corrosion resistant and biocompatible. Commercially, pure 
titanium and titanium alloys have been used frequently in biomedical applications since the 1950s [2]. 
This is because of its low elastic modulus, excellent fatigue strength, high specific strength, good 
corrosion resistance, and consistent performance, just to name a few [3].  

Recently, non-toxic, allergy-free components have been used to create Ti alloys, and their 
biocompatibility has been taken into consideration. The two primary alloys, Ti-6Al-4V and so-called 
commercially pure titanium (cp Ti), have clinical success rates of up to 98% after 10 years [4]. 
Furthermore, both alloys can attach firmly and are biocompatible when in touch with bone and gingival 
tissues [4]. The metals deterioration is caused by the corrosive environment in humans that contains 
sodium, water, and protein plasma. This susceptibility to corrosion and compatibility with blood is the 
main reason why metallic implants are rejected [5]. Furthermore, the long-term, serious health issues 
could result from the release of harmful aluminum (Al) and vanadium (V) ions. Particularly, cytotoxic 
V ions and Al have the potential to cause adverse reactions in human tissues and to contribute to 
neurological disorders like Alzheimer's disease [6]. 

Numerous studies have undoubtedly focused on β alloys due to their outstanding corrosion 
resistance, low stiffness, and super-elastic qualities utilising Ta, Mo, Zr, Nb as alloy additives [7]. Nb 
and Zr components appear to be more biocompatible and less likely to have negative effects like 
cytotoxicity or neurological disorders. However, Ti alloys' abrasion resistance is rather low [7]. 

The use of (MoTa)xNbTiZr alloys with medium and high entropy in biomedical implants was 
carefully examined [7].Under compression, alloys containing up to 0.4 mole fractions of Mo and Ta 
displayed a plastic strain of greater than 30%. The findings of the Nano indentation experiment 
demonstrated that the system's elastic modulus increased linearly with the addition of Mo and Ta. From 
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a biological standpoint, it was assumed that the inclusion of Ta and Mo over a certain concentration 
(mole fraction = 0.4) was unfavourable since it increased the system's brittleness and elastic modulus 
while reducing its ductility [7]. 

This study aims to investigate the effects of Zr and Nb on mechanical properties of titanium material 
for bio-medical applications employing the first principle approach. The stability of the alloys with 
respect to thermodynamic, elastic properties and density of states were studied. 

2.  Methodology  
This work made use of the Perdew-Burke-Eruzerhof (PBE) scheme and the generalized gradient 
approximation [8] in the Cambridge Sequence Total Energy Package (CASTEP) package [9]. The 
Brillouin-zone (BZ) integration Pack has been used with a 500 eV energy cut-off and 5×5×5 Monkhorst-
Pack k-point grids [10] for the TiZr and TiNb systems. Using ultrasoft pseudopotentials and Koeling-
Harmon relativistic effects. The Broydene-Fletchere-Goldarbe-Shanno (BFGS) approach [11], based on 
total energy minimization, and was used to optimize crystals. The optimization and energy calculations' 
convergence criteria were carried out with fine quality and the energy convergence of 105 eV/atom were 
used for all calculations. The convergence tolerance for maximum force was (0.03 eV/atom) and 
maximum displacement at (0.001 atom).  

3.  Results and discussion 
Figure 1 (a) depicts the structure of Ti, with im-3m space group symmetry of a cubic B2 structure also 
referred to as a high temperature beta phase with the lattice parameter of 3.26 Å. Ti was alloyed with 
6.25 %, 12.5%, 18.75% atomic dopant of Nb and Zr on a supercell of 16-atoms as shown in Figure 1 
(b). 
 

 
(a) 

 
(b) 

 
Figure 1. The beta B2 Ti (a) pure structure (b) and alloyed structure. 

3.1 Lattice parameters 
Table 1 shows dopant at different concentrations and lattice constants for the alloys (Ti100-xNbx) and 
(Ti100-xZrx) for this study and are compared with the available theoretical data [12] and [13]. It is evident 
that the lattice constant increases gradually as the alloying component concentration rises. This can be 
attributed to Nb and Zr having somewhat larger atomic radii than Ti. The Ti81.25Nb18.75 is greater (3.262 
Å) than that of Ti93.75Nb6.25 and Ti87.5Nb12.5 with (3.258 Å) and (3.257 Å), respectively. Interestingly, at 
12.5% Nb the lattice parameters of the TiNb structure decreases slightly and this can be attributed to the 
stabilising ability of two atoms of Nb. However, the lattice parameters of TiZr increase rapidly in 
agreement with theoretical data. 
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Table 1: Equilibrium lattice parameters (Å) for Ti100-xZrx and Ti100-xNbx alloys 
 

Structures a=b=c 
Ti100 
Ti50Zr50

a 
Ti93.75Zr6.25 
Ti87.5Zr12.5 
Ti81.25Zr18.75  

Ti0.75Nb0.25
b 

Ti93.75Nb6.25 

Ti87.5Nb12.5 

Ti81.25Nb18.75 

2.94 
(3.42) 
3.278 
3.297 
3.323 
(3.27) 
3.258  
3.257  
3.262 

a[12] 
b[13] 

3.2 Thermodynamic Stability and elastic properties. 
Calculations of formation enthalpies allows us to determine and examine thermodynamic stability of 
materials. Table 2 depicts the correlation between the formation enthalpy, elastic constants, and the 
alloying element content. The energy of formation per atom where determined using equation (1), 
 

𝐸!"#$%&'"( =
)!"#$%&'(

*+
− $%(*+-.)))*

*+
& + %

(.))+(-)
*+

&(,   (1) 
 
where E is energy per atom and M is Nb or Zr and x is the number of atoms. In general, compounds with 
the least heats of formation entail greater stability whereas highest value indicates instability.  The 
addition of Nb on the Ti atom decreases the formation energy of the compounds, however, the positive 
heats of formation (compounds required energy ) for the  binary Ti16-xZrx and Ti16-xNbx alloys indicates 
an endothermic process where the products are less stable than the reactants. Ti81.25Nb18.75 has the lowest 
formation energy. The C11, C12, and C44 of Ti16-xZrx and Ti16-xNbx alloys vary with alloying element 
content. The stability criterion for a cubic [14] structure are given by the equations (2) and (3). 

 
𝐶** + 2𝐶*0 > 0 ,(𝐶** − 𝐶*0) > 0 and  𝐶11 > 0    (2) 

 
𝐶2 = (3//-3/0)

0
      (3) 

 
It can be seen in Table 2 that as Zr content is added to Ti, the alloy becomes mechanically unstable due 
to C11 being less than C12 these resulting in a negative 𝐶2. Interestingly, when Nb is added on the Ti, the 
structure is found to be mechanically stable with all the Cij’s being positive.  With an increase in dopant 
concentration, both C11 and C12 of Ti16-xNbx alloys rise, whilst C11 and C12 of Ti16-xZrx decrease and result 
in failing to meet the Born Huang Stability criteria.  
 
3.3 Mechanical Properties 
The mechanical properties of a material, such as its shear modulus, Poisson's ratio G/B, bulk modulus, 
and Young's modulus, can be studied using the elasticity parameters of matter [14]. Table 3 shows the 
mechanical properties of Ti100-xZrx and for Ti100-xNbx. The Young’s moduli of the Ti100-xZrx (x: 6.25, 
12.5, 18.75) and shear modulus were found to be unstable with the negative values. Interestingly, the 
Young’s Modulus of Ti increases with an increase in Nb dopant, and the value is closer to that of the 
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Table 2: Formation energy and elastic constants for Ti100-xZrx and for Ti100-xNbx (x: 6.25, 
12.5, 18.75) structures. 
Structures ∆𝐸! (eV) C11 (GPa) C12 (GPa) C44 (GPa) C2 (GPa) 

Ti100  187 17 47 85 
Ti93.75Zr6.25 0.113 88 111 43 -12 
Ti87.5Zr12.5 0.133 86 114 39 -14 

Ti81.25Zr18.75  0.116 79 104 37 -12 
Ti50Zr50

a  (92) (96.8) (37) - 
Ti0.75Nb.25

b  (128) (115) (15)  
Ti93.75Nb6.25 0.102 108 41 108 34 
Ti87.5Nb12.5 0.094 123 116 40 4 

Ti81.25Nb18.75 0.084 129 110 27 9.41 
a[12] 
b[13] 
 

bone’s Young’s modulus value (10-30 GPa) [6]. This is consistent with existing data reported by Gao 
et al., [16] where DFT calculations of BCC Ti, Hf and Zr predicted concentrations of 5-15 % of the 
dopants to be insufficient to reach a stable Ti100-xZrx alloy.  

Ti87.5Nb12.5 shows the highest resistance to deformation with a bulk modulus of 118 (GPa). Pugh's 
ratio was employed to determine whether a solid was brittle or ductile. The empirical standards stipulate 
that for brittle metals, G/B must be greater than 0.57 and less than 0.57 for ductile metals [17]. The 
Ductility of Ti100-xNbx compounds decrease with increasing amount of doping atoms, with the most 
ductile being Ti93.75Nb6.25.  

 
Table 3: The Young’s (Y), shear (G) and bulk moduli (B) of the 
Ti100-xZrx and for Ti100-xNbx. The Pugh’s ratio (G/B) of the alloys is 
also calculated. 

Structure B (GPa) G (GPa) Y (GPa) G/B (GPa) 
Ti100 134 51 113 0.38 

Ti93.75Zr6.25 103 -15 -46 - 
Ti87.5Zr12.5 105 -29 -97 - 

Ti81.25Zr18.75 100 -28 -94 - 
Ti93.75Nb6.25 108 12 36 0.11 
Ti87.5Nb12.5 118 17 48 0.14 

Ti81.25Nb18.75 117 18 51 0.15 
 

3.4 Density of states 

Figure 2 and 3 show the partial (PDOS) and total (TDOS) density of states of mater for both Ti100-xZrx 

and Ti100-xNbx systems, respectively. The densities of states provide information on the nature of bonds, 
state hybridization, and the relationship of orbitals to the band structure of materials.     

The TDOS of structures with identical constituents can be used to simulate the stability trend in terms 
of how they behave at the Fermi level, where the structure with the greatest and smallest density of states 
at Ef is regarded as the least and most stable, respectively. TDOS for Ti100-xZrx and Ti100-xNbx structures 
is made up of low but broad s- derived bands, intermediate p-derived bands and narrow but high d-
derived bands as can be seen in Figure 2. The TDOS are mostly contributed by the d-states with s-
orbitals contributing minimally. It can be seen in Figure 3 that Ti87.5Nb12.5 is found to be the most stable 
with the lowest energy at Ef with Ti93.75Zr6.25 being the least stable with the highest DOS at Fermi. The 
stability trend of the TDOS is in good agreement with the heats of formation results were Ti87.5Nb12.5 
was found to be thermodynamically stable. 
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Figure 2 (a-f). PDOS for Ti100-xZrx and Ti100-xNbx structures. 
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Figure 3. TDOS for Ti100-xZrx and Ti100-xNbx structures. 

4.  Conclusions 
This paper presents the first-principle calculations performed to optimize the structures of Ti100-xZrx and 
Ti100-xNbx unit cells and to investigate their lattice parameters, heats of formation, elastic constants and 
density of states. The results show that the lattice parameters increas with increasing elements 
concentrations. Furthermore, the Ti87.5Nb12.5 structure was found to be the most stable, with the lowest 
heats of formation and density of states as compared to TiZr structures. These properties legitimized 
TiNb alloys to be applicable in biomedical industry. 
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Abstract. Al2O3 and Fe2O3 are oxide materials that are widely used in a variety of applications, 
including catalysis, ceramic-based semiconductors, corrosion protection, and thermal barrier 
coatings. However, most of the applications of material strength depend on its surface properties. 
The purpose of the study was to investigate the structural stability between the Al2O3 and Fe2O3 
surfaces. In this study First Principle calculations based on density functional theory were 
performed with Cambridge Serial Total Energy Package to investigate the surface stability 
between Al2O3 and Fe2O3 surfaces. The results show that the surface energy of Al2O3 is lower 
than that of Fe2O3 at different slab sizes, however, both materials are thermodynamically stable 
since they exhibit low surface energy. The results suggest that Al2O3 is more stable and 
energetically favourable since it exhibits a low surface energy in all slab sizes than Fe2O3 
surfaces. In addition, partial density of states and work function were computed and analysed. 

 
 
1. Introduction 
The demand to improve the currently used materials for thermal barrier coatings has arisen as a result 
of daily technological advancement. Transition metal oxides have captured the attention of both 
experimental and theoretical researchers due to their diverse physical and chemical properties, making 
them highly versatile for various applications like catalysis and ceramic-based semiconductors, etc. [1]. 
However, most of the material’s application depends on its surface properties. The study of surface 
properties is crucial for numerous scientific, technological, and design advances. Surface properties, 
including roughness, hardness, adhesion, and conductivity, play vital roles in determining material 
functionality. The material surfaces are significant in applications such as thermal barrier coatings for 
high temperatures, gas turbines, engines, heterogeneous catalysts [2], microchip packaging, and 
corrosion prevention [3]. Understanding surface properties is important for optimizing material 
performance, developing coatings, and surface treatment. It enables advancements across industries and 
enhances the functionality and overall value of materials used for thermal barrier coating in automobile 
and airline industries. 

Neufeld et el. [4] investigated the role of an Al2O3 overlayer on Fe2O3 for the splitting of water using 
the density functional theory (DFT) method. The results showed that catalysis occurs primary on the α-
Fe2O3 exposed areas of -Fe2O3 rather than directly over α-Al2O3. The presence of α-Al2O3 coverage was 
found to decrease the overpotential needed to oxidize water on α-Fe2O3. Another study by Tamijani et 
al. [5] compared clean, hydrated, and defect α-Al2O3 and α-Fe2O3 (110) using first-principles
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characterization and molecular simulation. The results were compared with experimental 
characterizations of hydrated alumina and hematite. The outcomes indicated that the introduction of 
defects upon hydration and hydroxylation led to thermodynamically unfavorable structures, yet these 
structures exhibited stability similar to that of the hydrated ideal terminations. Tamijani et al. [5] 
observed an enhancement in water oxidation when α-Al2O3 and α-Fe2O3 were employed as coverings. 
This improvement was attributed to the reduction in the work function of α-Fe2O3 upon α-Al2O3 

coverage, which facilitates the extraction of electrons during the water oxidation reaction. Consequently, 
these results suggest that choosing an overlayer with a lower work function than that of the catalyst as 
a strategy for the future development of a better catalyst. 

Surface chemistry unquestionably affects a solid’s catalytic activity and growth rate because the 
crystal surface is the main interface through which it interacts with its surroundings. Surface energy (s), 
which is defined as the energy needed per unit area of the new surface created to divide the material into 
two along a Miller plane, is a major determinant of surface chemistry [6]. Previous studies addressing 
the surface free energy of alumina and hematite surfaces as a function of water vapor pressure 
demonstrate the theoretical conclusions produced by ab initio thermodynamics method using a gas phase 
particle reservoir [7]. Furthermore, as the demand for better steel material quality grows, a better 
understanding of the mechanism of steel refining reactions is required to optimize the process. In 
general, refining reactions occur at the surface-metal interface. Surface energy, work function, and 
density of state are all important surface properties, and studying the surface properties of Al2O3 and 
Fe2O3 is important for gaining fundamental insight into the behaviors of oxide materials, enabling their 
effective utilization and advancement in various scientific, technological, and industrial applications. 
 
2. Computational setup 
Calculations reported here were computed using BIOVIA Material Studio Software, which uses density 
functional theory (DFT) [8]. The DFT is contained in Cambridge Serial Total Energy Package 
(CASTEP) code [9]. The Perdew-Burke-Ernzernhof (PBE) functional of the generalized gradient 
approximation (GGA) [10, 11] was used to explain the electron-exchange correlation. Crystal structures 
of Al2O3 and Fe2O3 were built using Material Studio software with the following structural properties: 
For Al2O3, the theoretical lattice parameters were a=b=4,78 Å, c=13,01 Å, space group 3Rc, a kinetic 
energy cutoff of 450 eV, and 4×4×1 k-point meshes, which proved to be sufficient to converge for Al2O3. 
The theoretical lattice parameters for Fe2O3 were as follows: a=b=5,04 Å and c=13,752 Å with a space 
group of 3Rc. The lattice parameters, atomic arrangement, structural phases and space group are used 
to describe the crystal structure. The calculation’s k-point set used in a calculation defines the accuracy 
of the Brillouin zone sampling. Using Broyden-Fletcher-Goldfarb-Shanno (BFGS) [12] algorithm as 
implemented in CASTEP [13], Geometry optimization was performed for both materials. The 
displacement and force tolerance were set at 10-3 and 0.03, respectively. Surface energy (γ) was 
calculated as follows: 

𝛾	=	1	(𝐸𝑠𝑢𝑟𝑓	−	𝑁𝐸𝑏𝑢𝑙𝑘)	
	
Where 𝐸𝑠𝑢𝑟𝑓	 and 𝐸𝑏𝑢𝑙𝑘	 represent the total energies of the slabs and bulk, respectively. The area and 
number of atoms are represented by A and N, respectively. 
 
 
3. Results and discussion 
3.1 Structural properties and surface energies 
Figure 1 illustrates the simulated crystal structure of Al2O3 and Fe2O3 at 4 and 5 atomic layers 
respectively. Al2O3 exhibits trigonal structure containing a space group of R3c and Fe2O3 exhibit 
rhombohedral crystal structure having R3c space group. The lattice parameter of Al2O3 is a=b= 4,759 
Å, c=12,991 Å and for Fe2O3 a=b=5,035 Å, c=13,72 Å. The calculated parameter for both materials are 
in good agreement with the results of previous simulations [14]. The structural stability of Al2O3 and
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Fe2O3 was analyzed using surface energy, which is defined as the energy associated with the presence 
of a crystal surface [15]. It is expressed per unit area. The surface energy of both material’s varies 
depending on the surface terminations and how the atoms are arranged. Low surface energy is an 
important factor for thermodynamic stability and contributes to the stability of the surface of a material. 
Surface energy of both materials were calculated using equation 1 and the results are shown in table 1. 
The surface energy of Al2O3 (100) calculated ranges from 0.07 to 0.05 which is lower than the surface 
energy value of Fe2O3 (100) at 4 and 5 layers 0.13 to 0.32 respectively. According to research, the Al2O3 

structure has the lowest surface energy, which suggest that the 5 layers structure is more stable than the 
4 layers structure. Additionally, it was discovered that the surface energy strength varies depending on 
the thickness of the surface slab. On both surfaces, it was discovered that 4 atomic layers have more 
energy than 5 layers. Similar observation was reported by Tshwane et al [16] during their study on 
properties of Ti2AlV (100) and (110) employing the first-principle method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 
Figure 1. Atomic structures of (a) Al2O3 and (b) Fe2O3 (100) surfaces. 

 
 

Table 1. Calculated energies of Al2O3 and Fe2O3 (100) surfaces. 
 

Surface 
 

100 

 

Structure 
 

Al2O3 

 
Fe2O3 

Layers Ɣ(eV/Å2) 
5                                 0.05 
4 0.07 
5 0.13 
4 0.32 

 
 
3.1. Work function 
The work functions are the basic crystal solid surface parameters for understanding various physical, 
chemical and structural surface conditions [17]. Studies have shown that the work function tends to vary 
depending on the surface termination and crystallographic orientation [16, 18]. Generally, Al2O3 

surfaces tend to have lower work functions compared to Fe2O3 surfaces. The calculated work function 
of Al2O3 and Fe2O3 (100) surfaces were calculated at 4 and 5 layers. Figure 2 (a) and (b) shows the plot 
of the computed work function and table 2 shows the calculated work function at 4 and 5 layers. A 
difference in work function results from the redistribution of electrons and the rearranging of atomic 
charges. The values for the Al2O3 (100) and Fe2O3 (100) surfaces at 4 and 5 layers vary from 4.16 to 
4.74 and 5.01 to 5.17 eV, respectively at different slab size. A lower work function indicates that
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electrons are more easily emitted from the material’s surface, implying higher electron emission. Al2O3 

is more likely to emit electrons from the surface compared to Fe2O3 when subjected to external energy, 
such as heat or light. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) (b) 
 
 

Figure. 2. Work functions (𝛷) of (a) Al2O3 5 layers and (b) Fe2O3 (100) 4 layers. 
 

Table 2: Calculated work function (eV) of Al2O3 and Fe2O3 (100) surface in 4 and 5 layers. 
 

Surface 
 

100 

Structure Layers 𝛷(eV) 
5 4.16 

Al2O3                                           4                                 4.73 
5                                 5.17 

Fe2O3 4 5.01 
 
 
 
 
 
3.2. Density of state 
The projected density of states (PDOS) is an analysis that chemically intuitively describes the charge 
density as calculated by DFT. To investigate the electron interactions between the atomic orbital systems 
and the atomic bonding between Al-O and Fe-O the DOS was determined. Figure 3 displays the PDOS 
graphs of the Al2O3 and Fe2O3 (100) surfaces with the Fermi energy (EF) indicated on the x-axis by 
zero. The PDOS) was investigated to better understand the electronic properties and interaction of Al2O3 

and Fe2O3. The electronic for Al2O3 mainly consists of -s and -p orbitals that is mostly contributed by 
Al and O states. Furthermore, the hybridization of -s p orbital was observed at approximately -20 eV 
while near the fermi level is mainly consist of -p orbital from Al states. In addition, for Fe2O3 it was 
seen that the -d states predominately contribute more than -s and -p states on the fermi level. This 
indicates clear the metallic behaviour and d electrons from Fe atoms.
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Figure 3. PDOS of (a) Al2O3 (100) 5 layers and (b) Fe2O3 (100) 4 layers. 

 
 
 
4. Conclusions 
The study intended to compare Al2O3 and Fe2O3 slabs as they are different materials that behaves 
differently, to know which material is better as far as their stabilities are concern. It was found that both 
Al2O3 and Fe2O3 (100) surfaces structures were discovered to be thermodynamically stable. Moreover, 
the results revealed that Al2O3 (100) is more stable than Fe2O3 (100) surface and the results revealed 
that surface stability is determined by the number of layers, with a 5 layer of Al2O3 (100) being the most 
stable amongst all surfaces evaluated in addition, according to the work function analysis, the value of 
the work function changes from one surface to the next and rises as the slabs increased. 
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