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EDITORIAL

Nelson Mandela University (NMU) hosted the annual South African Institute of Physics (SAIP)
conference virtually during 2022. Despite the fact that many of the Covid-19 pandemic limi-
tations were lifted, there were still many uncertainties and with interested parties hesitant to
travel, NMU decided to rather run the 66" conference in the series of SAIP as a virtual event.
This was done with great success and the delegates commented on the professional running
of the online event. Some papers from this online meeting are collected in this peer-reviewed
volume. Submissions for the proceedings of SAIP2022 were handled by an Editorial Board
headed by an Editor-in-Chief and Associate Editors responsible for submissions in different
subject tracks.

The Editorial Board of the SAIP2022 Proceedings received 120 manuscripts for considera-
tion by the advertised deadline. A total of 106 of these manuscripts met the relevant criteria
and were submitted to a full peer-review process involving many individual reviewers. The
list of the reviewer names are reflected elsewhere in the document and it is noted that certain
reviewers took responsibility for more than one manuscript. The style of these proceedings
is that of the (British) Institute of Physics Conference Series, similar to the styling used in
previous SAIP Proceedings. Authors were requested to ensure that the defined layout were
adhered to in their submitted pdf documents. In the past the review process was initiated with
a layout review, followed by a content review. This year the Associate Editors conducted the
layout review on each manuscript parallel with the content review. It was noted that there were
small deviations between the layout templates available in MSWord and Latex — both of these
formats were accepted by the Associate Editors. Manuscripts that deviated considerably from
the specified layout specifications, while still broadly appropriate in their composition, were
referred back to the authors for layout corrections. This was done in one step, together with
the content reviews prepared by knowledgeable experts in each field. This year the Editorial
Board aimed to reduce the time between the submissions and publication, with the authors
being informed of the outcome of their submissions before the closure for the December holiday
and the publication of the document online shortly after that.

The publication of the SATP Proceedings are highly dependent on the efficiency of the Asso-
ciate Editors and the goodwill of reviewers from the scientific community in South Africa. The
Editor-in-Chief wishes to acknowledge the hard work of the Associate Editors who spent much
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time considering the papers and reviewer reports in order to ensure that acceptable academic
standards were met during peer-review for the proceedings to be credible. The majority of the
content reviews received were done with great care and diligence and to the highest standards.
The Editorial Board wishes to voice their sincere thanks to the participating Reviewers for their
pro bono work, specifically to those Reviewers that read more than one paper. The meticulous
reviewing process described above has ensured that these proceedings contain thoroughly peer-
reviewed manuscripts of a high professional standard, which report on novel work that has not
been published elsewhere.

This year the Editorial Board included a Technical Associate Editor, Dr Bruno Letarte from
NWU. He took responsibility for finalising the complete document and ensured that it was of
a high technical standard. The Editor-in-Chief wish to recognise Dr Letarte’s enormous con-
tribution in preparing the neat final document. The Editorial Board appreciate all the hours
you dedicated into producing this exceptional document.

The Editor-in-Chief also wishes to recognise and thank Prof Strauss from NWU, Mr Mokhine
from the SAIP office and Mr Jano Jonker from MNU for their support and help in preparing
these proceedings.

Finally, the Editorial Board wishes to thank all of the authors for submitting their research
work to this proceedings to undergo the rigorous review process. It is our sincere hope that the
final product offered here constitutes a due outcome of their hard work.
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MESSAGE FROM THE ORGANISERS

The year 2022 is of great significance to the global physics community, being both the centenary
of the International Union of Pure and Applied Physics (IUPAP 100) and also the International
Year of Basic Sciences for Sustainable Development (IYBSSD 2022). As such, the 66" South
African Institute of Physics Annual Conference aptly focused on “100 Years of Physics in Africa:
Past, Present and Future”. As the LOC (from Nelson Mandela University), we are privileged
and proud to have been part of this historical event.

We would like to thank all participants, sponsors, editors and reviewers, without whom this
conference would not have been possible. A special word of thanks to the plenary speakers for
their willingness to give us their excellent lectures. Despite this conference being virtual (the
last as such!), we as the LOC hope that it nevertheless contributed to the sense of community
amongst physicists locally, and that it inspired the younger generation of physics students to
persevere in their studies by showcasing the important role that physics plays in building a
better and brighter future for all!

LOC 2022



12 Local Organising Committee

From left to right at the back: Prof Ernest van Dyk, Prof Japie Engelbrecht, Prof André Venter,
Mr Jano Jonker, Prof JR Botha, Mr Collin Bacela, Prof Tim Gibbon. Front row, from left to
right: Dr Lindsay Westraadt, Ms Chanie Neveling, Dr Gretta Hashe.

Local Organising Committee

e Lindsay Westraadt — Chair Person

o Chanie Neveling — Secretariat

« JR Botha and Japie Engelbrecht — Scientific Programme

e André Venter — Sponsorship

e Ernest van Dyk — Budget and Finances

 Tim Gibbon and Nobom Hashe — School and Public Programme
o Collin Bacela — Teachers Programme

o Jano Jonker — Proceedings

e Brian Masara — SAIP Representative
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14 Editorial Team

Editorial Team

Editor-in-chief:

— Aletta Prinsloo is a Professor of Physics in the Department of Physics at the University of
Johannesburg. She is an NRF rated research physicist in the field of experimental solid state
physics. Her research is focused on the magnetism of chromium-based bulk alloys, thin films
and nanomaterials.

Associate Editors:

e Physics of Condensed Matter and Materials
— Charles Sheppard is an Associate Professor and a member of the Cr Research Group in
the Physics Department at the University of Johannesburg. His current research interest
focuses on the various physical properties observed in bulk Cr alloys, Cr thin films, and
chrome oxide magnetic nano-materials.

e Nuclear, Particle, and Radiation Physics
— Mukesh Kumar is a Lecturer of Physics in the School of Physics at the University
of the Witwatersrand. He is an NRF Y- rated research physicist in the field of high
energy particle physics. His research is focused on Higgs boson, top quark, and dark
matter physics at the Large Hadron Collider (CERN) including the future e™p and ete”
colliders. He is a member of TileCal Speaker committee for ATLAS detector at CERN.

o Photonics
— Pieter Neethling is a Senior Lecturer in the Physics Department at Stellenbosch
University. He is currently the Director of the Laser Research Institute at Stellenbosch
University and the Chairman of the Photonics Division of the SAIP. His research focus
is applied laser spectroscopy with applications in chemical and biological systems.

» Astrophysics and Space Science
— Eugene Engelbrecht is a Professor of Physics at North-West University, whose re-
search covers topics relevant to the transport of charged particles in turbulent astrophys-
ical plasmas, including both theoretical and observational aspects pertaining to cosmic
ray modulation, non-linear diffusion theories, and plasma turbulence.

o Physics for Development, Education, and Outreach
— Grace Phalwane is a Dental Doctor and Health Professions Educationalist in the
Department of Community Dentistry at the Sefako Makgatho Health Sciences University.
Her research interest is focused on the Service Learning (SL), Problem-Based Learning
(PBL) and Inter-Professional Education (IPE).

o Applied Physics

— Thulani Hlatshwayo is an associate Professor in the Department of Physics in the
Faculty of Natural & Agricultural Sciences. His research is focussed on the understanding
of the release of radioactive fission products from fuel in the modern nuclear reactors,
where chemical vapour deposited (CVD)-SiC is the main barrier to fission products, and
on finding alternative materials for nuclear waste storage. Professor Hlatshwayo recently
received the Exceptional Young Researchers Award by the University of Pretoria. He is
a Pls coordinator for SA-JINR projects in material research and nanoscience and is C2
NRF rated.
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— Kittessa Roro is the Principal Researcher & Research Group Leader for Energy Supply
& Demand (ESD) Research Group (RG) within the Energy Centre at the Smart Places
Cluster of the CSIR. He is C2 NRF rated researcher in the field of Energy, Renewable En-
ergy, nanotechnology and solid-state Physics. The ESD RG underpins the Energy Centre
work in solar, on- and off-shore wind, renewable energy production/supply forecasting,
energy efficiency / demand response, and thermal energy optimisation inclusive of ther-
mal energy efficiency, recovery, and storage. The group also research on techno-economic
viability of emerging and existing approaches to energy supply and end-use efficiency to
provide impartial advocacy to industry and consumers.

e Theoretical and Computational Physics
— W. A. Horowitz is an Associate Professor of Physics at the University of Cape Town.
Among other honours, Prof Horowitz has received the Claude Leon Merit Award for
Early-Career Researchers and the Meiring Naudé Medal for Outstanding Early Career
Contributions to Science from the Royal Society of South Africa. Prof Horowitz’ research
explores the non-trivial emergent many-body properties of the strong force using the
methods of perturbative quantum field theory and the AdS/CFT correspondence.

e Technical
— Bruno Letarte is a Senior Lecturer at the Centre for Space Research of the North-West
University. He specialises in observational astronomy, photometry as well as spectroscopy,
with his main interest in stellar astrophysics. He manages the optical telescope at the
Nooitgedacht observatory, used to train undergraduate and postgraduate students. He is
also the physics subject group leader, what other universities call head of department, on
the Potchefstroom campus.

Proceedings Online Administration:

— Tebogo Mokhine, South African Institute of Physics
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Atomistic simulation studies of binary RhySg and ternary
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Abstract. Pentlandite (Pn) is an iron nickel sulphite with chemical formula of (Fe,Ni)sSg and
is contained mainly in the Merensky Reef (~30%) of the Bushveld complex. Pn systems are
known to host precious metals in solid solutions or as intergrowths. However, the effect of
temperature and pressure on RhgSg and RusPdsSg Pn-like structures has not been established.
Pentlandite structures have been studied mostly experimentally but computational studies have
been scarce. In this study, we derived interatomic potentials for binary RheSg and ternary
RusPdsSg Pentlandite-like systems, which produced the elastic constants that are in good
agreement with ab-inito density functional theory (DFT) results. Classical atomistic simulation
suggest that the melting temperature for binary RheSgand ternary RusPdsSg Pn-like systems are
near 1000K and 600K respectively.

1. Introduction

Metal sulphides are important in many fields of science such as in metallurgy, materials science,
geochemistry, physics, geology and chemistry. They serve as a source of the world’s precious metal-
bearing minerals that are economically and industrially significant [1]. Sulphide minerals are the most,
diverse and richest in terms of physical, chemical and structural properties [2]. Pentlandite minerals
are well known to host platinum group elements (PGEs), either as solid solutions or as intergrowths
[3]. Palladium and rhodium are the PGEs contained mostly in pentlandite [4]. Thus the PGEs may
exist in the pentlandite structure forming PGEs-Pentlandite-like (PGEs-Pn-like) systems. Owing to
their high concentration in the Bushveld Complex, it draws much attention to identify these new
phases and their stabilities that will establish new knowledge in searching for new minerals.
Investigation of such phases presents a number of geological search and experimental tests that are
time consuming and expensive. Computational modelling methods is an option that may be used to
search and test new phases using minimal time and resources prior to beginning full laboratory testing.
Furthermore, computational modelling methods have established thermodynamic and electronic
signatures for stabilities of CoeSs, and the naturally occurring (Fe,Ni)sSg pentlandite, which were
found to be consistent with experimental results [5][6]The initial work on the stability of pentlandite-
like structures, i.e. MgSg (M = Ru, Pd, Os, Pt, Ir, Rh), (Ru, Pd)sSs and (Os, Pt)sSs was investigated
using Density Functional Theory (DFT) [7]. However, DFT method was for the calculation of elastic
constants to be used as the observables for the derivation of interatomic potentials for atomistic
simulation study.

The derived interatomic potentials of RhgSg and RusPdsSs were validated by the accurate
determination of structure and elastic constants. Atomistic simulation method, i.e. Molecular dynamics
(MD) was used to investigate the structural and dynamical properties of pentlandite-like structures
(Rthg and RU4Pd5Sg).
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1.1. Crystal Structure

The description of the pentlandite-like structures used in this work were based on geometry of
pentlandite structure with space group of Fm-3m (225) [8]. The study focused on the 68 atoms
conventional unit cell of the pentlandite structures with the formula (M,M)36Ss2. There are four MgSg
units in the conventional cubic unit cell, with the sulphur atoms forming an almost cubic close-packed
framework. The corresponding unrelaxed distances between the octahedral metal M(O) and face-
capping sulphur S(f) were M(0)-S(f) = 2.5978 A. The distances between tetrahedral metal M(T) and
face-capping S(f) and linked sulphurs S(I) were, M(T)-S(f) = 2.460 A and M(T)-S(l) = 2.295 A. The
crystal structure of the Pn-like systems used in this study in Figure 1.
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Figure. 1. Binary pentlandite-like models of MgSs: (a) conventional 68 atoms unit cell and
(b) primitive 17 atoms unit cell.

2. Computational Method

The atomistic simulation method in the present study was conducted using General Utility Lattice
Program (GULP) code [9], which requires the use of interatomic potential functions. In this study
GULP code as implemented in BIOVIA Materials Studio was used to derive the interatomic potentials
of Pn-like system. The Potential parameters were adjusted to reproduce the elastic constants and lattice
parameter from ab-intio and available experimental data. The calculations were based on the Born
ionic model of a solid [10] and parameters were derived for short range interactions represented by the
Buckingham potential, Morse potential and three body terms.

2.1. Buckingham Potential
In the Buckingham potential, the repulsive term is represented by an exponential term and the
potential takes the form

U(rU-) = A;; X exp (?r:j) —i—}f (D
where 4;; and p;; are parameters that represent the ion size and hardness, respectively, while the ¢;
describe the attractive interaction and r;; is the distance between ion i and ion j.

2.1.Morse Potential
The Morse potential is used to model the interactions between covalently bonded atoms and has the
form

2
U(J’U) = DU (1 - eX]J(—BU X (I“U- - 1’0)) - DU (2)
where Dy; is the bond dissociation energy, r, is the equilibrium bond distance, and B;; is a function of
the slope of the potential energy well.
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Table 1. Interatomic potential parameters for the RheSg as derived in the present study.

Potentials

Buckingham Potentials A (eV) P (A) C (eV.A'6)
S core — S core 1130.533064 0.184528 0.000
Morse Potential D (eV) o (A) ro(A)
Rh core — S core 3.0 1.633754 2.600
Three-body potential K (eV/rad?) 60 (°)
S core Rh core S core 0.82 109.503
Rh core S core Rh 2.89 109.503

2.2 Three-Body Potential
A further component of the interactions of covalent species is the bond-bending term, which is added
to take into account the energy penalty for deviations from the equilibrium value. Hence, this potential
describes the directionality of the bonds and has a simple harmonic form:

U(eijk) = % kijk(eijk - 90)2 (3)
where k. is the three-body force constant, 8, is equilibrium angle and 6, ;;, is the angle between two
interatomic vectors i — j and j — k.

The potential parameters of RheSg are given in Table 1, and Table 2 gives the potentials of Ru4PdsSg
used in this study.

Table 2. Interatomic potential parameters for the RusPdsSg as derived in the present study.

Potentials

Buckingham Potentials A (eV) p(A) C (eV.A%)

S core — S core 1130.533064 0.184528 0.000
Morse Potential D (eV) P (/f\) ro (/f\)
Ru core — S core 3.5 1.20 2.21
Morse Potential D (eV) P (A) ro (A)
Pd core — S core 3.90 1.20 2.18
Three-body potential K (eV.rad?) 00 (°)

S core Ru core Ru core 3.601 109.503
Ru core S core S core 2.82 109.503
S core Pd core Pd core 0.89 109.503
Pd core S core S core 0.89 109.503

3. Results and Discussion

In this section we consider the validation of our derived interatomic potential model for both binary
RheSs and ternary RusPdsSg Pn-like Systems. The potential models are developed to simplify the
complexity of the quantum mechanical computations. The elastic constants, calculated by ab initio
DFT method using VASP code [11], were used as input data for the development of potentials models.

Table 3. Calculated elastic constant and lattice parameters obtained from GULP and VASP code.

Elastic constants Lattice )
Structures Ci1 Ciz Cas parameter a (A)
RheSs 210.03 123.07 (87.68) [7] ~ 50.17 (42.37)[7]  9.80 (10.47) [7]
(211.15)[7] (9.12)[12]

RusPdsS; 17613 (178.00)[7]  69.34(67.30)[7]  38.41(36.01) [7]
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To validate our potential models we start by showing the properties that where obtained from our
derived potentials i.e., Table 3 shows the calculated lattice parameters and elastic constant obtained
from different methods, GULP and VASP code. Interestingly lattice parameter of RhgSg obtained from
GULP code was in good agreement with both VASP code and experimental. Moreover the elastic
constants of RusPdsSg obtained from GULP compared very well with the elastic constants from VASP
code (ab initio DFT method).

3.1. Molecular Dynamics

To study the temperature effect on RheSg and RusPdsSg Pn-like systems, we used molecular dynamics
(MD) method as embedded in GULP code using NVT ensemble. 3 x 3 x 3 supercell were used when
performing MD. Figure 2 (a) shows the total radial distribution functions (RDFs) of RhySg supercell at
various temperatures. The RDFs of RhgSg showed the sharp peaks at 300K suggesting that the system
was still in a solid phase and we further observed that the RhySe crystal structure was still ordered. At
1000K the peaks started to be smooth showing that the structure changed phase and as the temperature
increases the peaks fades away at 1500 K the RDF showed RhgSg was in another phase and the system
was completely disordered. Figure 2 (b) the total RDFs of RusPdsSg at various temperatures, we
observed sharp peaks at 300 K and at 600 K the peaks started to be smooth suggesting phase change.
At 1000K the peaks fades away and Ru4PdsSs structure lost crystallinity. Figure 3 and figure 4 clearly
shows the structural changes of RhgSg and RusPdsSg structure after MD simulations at various
temperatures respectively which agrees very well with the RDFs.
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Figure. 2. Total RDFs of (a) RhySg and (b) RusPdsSs supercell at various temperatures.
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Figure. 3. Structural changes of RhgSg structure after MD simulations at various temperatures.
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Initial

Figure. 4. Structural changes of RusPdsSg structure after MD simulations at various temperatures.

The average mean squared displacement (MSD) is one of the method to investigate the atom mobility.
MSD refers to the square of the average displacement of particles in a certain period of time [13].
Figure 5 shows the total MSD as a function of time at different temperatures for (a) RheSg and (b)
RusPdsSg, From the MSD of RhySg we observed less atomic mobility between 300 K and 800 K
temperatures and as the temperatures increases from 1000 K to 1800 K we observed increases at
atomic mobility within RhySg system. The MSD of RusPdsSg showed that there was less atom
mobility between 300K and 500K temperatures and as the temperatures increases from 600 K to 900
K we observed increases at atomic mobility within RusPdsSg system. For both RheSg and RusPdsSs,
the same temperature range were observed through the RDFs in Figure 2 demonstrate that after initial
diffusion for a period of time, the ions quickly reached the stable stage and then maintained a
relatively stable diffusion level. A linear relationship is observed between MSD and simulation time.
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Figure. 5. The variation of MSD of (a) RheSg and (b) RusPdsSg with time at various temperatures.

4. Conclusion

The phase temperature effect on binary RheSg and ternary RusPdsSs system were investigated using
atomistic simulation. Interatomic potentials were derived using GULP code and elastic constants from
GULP were comparable with ab initio’s. The lattice parameter of RheSg was in good agreement with
experimental. RDFs shows and RhgSg and RusPdsSs loses crystallinity near 1000K and 600K
respectively, the MSD further showed that the atomic mobility increases with increasing temperature.
Thus the refitted potentials gave reasonable results and may further be helpful to future studies
regarding the structural and elastic properties, and other related properties of pentlandite-like systems.
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Abstract. Classical molecular dynamics was used to study the structural stability of Au and Ag
nanoparticles. The structures were modelled at various temperatures in an NVT Evans ensemble.
The many-body Sutton-Chen potential was employed to describe the interactions between atoms
in both nanoparticles. Change in entropy was calculated from the variation of total energy against
temperature for both Au and Ag nanoparticles. Radial distribution functions were utilised to
predict the most probable Au and Ag nanoparticle structures. To probe the mobility of Au and
Ag atoms in their systems, the mean square displacements (MSDs) were plotted, in which
diffusion constants were calculated to be 0.58 and 1.87 A2.ps! for Au and Ag atoms respectively
at 300 K.

1. Introduction

Nanoparticles (NPs) of gold (Au) and silver (Ag) have stirred up considerable scientific interest, because
of their high potential for clinical applications in different areas such as biological sensing, biomedical
imaging and drug delivery [1, 2]. These nanoparticles have unique physical-chemical properties such as
chemical surface functionalization, optical and electronic characteristics that allows the nanoparticles to
easily interact with biological molecules when introduced in the biological environment during clinical
applications [1]. The fascinating properties of these nanomaterials are attributed to the electronic
distribution on the metal along the nanoparticle surface, which depends mostly on its size and shape that
can be controlled during the synthesis procedure [1, 3]. Gold and silver can be built into various
nanomaterials which include nanospheres [3, 4], nanocubes [5, 6], nanorods [7], etc, with different and
enhanced properties for different clinical applications.

Both gold and silver nanomaterials (AuNMs and AgNMSs) can be synthesized using different
methods which involve physical, chemical and biological procedures. The biologically prepared
synthesis of NPs has been favoured due to its cost effectiveness and environment friendliness which
uses biological systems such as plant extracts and small biomolecules for the synthesis of AgNMs [8].
Gurunathan et al. [2] and Kalishwaralal et al. [9] commented that physically and chemically produced
AgNMs are hazardous and quite expensive to fabricate. On the AUNMs front, Au nanorods are favoured
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in various applications due to their unique properties, such as their ability to be synthesized in high
quality via seeded crystallisation from solution, their adjustability of the plasmon resonance by varying
the aspect ratio, excellent tunability as well as biocompatibility- these listed properties make Au
nanorods potential candidates for biological, biomedical and bio-sensing applications [10].
Quantitatively, according to Faraday et al. [11] and Davey [12], at nanoscale both the gold and silver
samples adopt the face-centred cubic (FCC) phase. In this FCC phase, thermodynamic properties of the
two nanomaterials can be studied well by variation of energy, temperature, and pressure. Consequently,
in this paper, the most probable Au and Ag nanospheres are being explored with the aid of the molecular
dynamics approach.

2. Methodology

The classical molecular dynamics (MD) method, using leapfrog verlet (LF) algorithm to integrate the
equations of motion was carried out in this study. This method is one of the popular computational that
studies the physical movement of atoms and molecules [13]. It has already been established that the
molecular dynamics method can simulate nanoparticles in sheets or aggregates and reveal many details
such as optical, electrical, and sensing capabilities that may not be accessible experimentally [13]. The
DL_POLY [14] software was utilized to execute the MD simulations because of its effectiveness in
handling the potentials and structures preferred for this work. Gold and silver bulk supercells with 4000
atoms each were explored at 0 K in an NVT Evans ensemble, where N represents the number of particles,
V is volume of the system at temperature T. The equilibrium structures of the supercells were attained
at 48.943 and 60.121 A for Au and Ag respectively. The nanospheres were then extracted from the
equilibrated bulk supercells for ultimate stability analysis. The many-body Sutton-Chen potentials [15]
were employed to model the interactions between atoms in the nanospheres. Variation of total energy
as a function of temperature was then investigated for both Au and Ag nanospheres. The radial
distribution functions (RDFs) were utilized to predict the most probable Au and Ag-nanospheres
structures while mean square displacements (MSDs) were considered to study the mobility of Au and
Ag atoms in their structures.

3. Results and discussion

3.1. Modelled bulk Au and Ag crystals at 0 K.

Both Au and Ag precious metals can be obtained in bulk and nanomaterial forms. In this section, the
stability of the bulk forms on these two are being discussed. The ultimate idea is to extract nanospheres
from the bulk and properties such as the lattice parameter and cohesive energy need to be known. The
bulk forms of Au and Ag supercells each with 4000 atoms were modelled at 0 K using the NVT
ensemble. In the process, the total energy of the supercells were observed with the changing supercell
lattice constants. Figure 1 presents the behavior of the energy at various supercell lattice constants for
the acquired equilibrium structures of both the Au and Ag supercells. The bulk equilibrium structures
of Au and Ag were attained at the simulated lattice constant of 48.943 A and 60.121 A respectively. The
Au supercell lattice constant of 48.943 A and Ag supercell lattice constant of 60.121 A are noted in
Table 1. The cohesive energy was calculated during simulations and found to be 3.673 eV.atom™ and
2.810 eV.atom™ for Au and Ag supercells respectively. Moreover, the computed values agree well with
experimental measurements in Table 1 [16].

SA Institute of Physics Proceedings of SAIP 2022



32 Structural stability of some gold (Au) and silver (Ag) nanoparticles

-1.10

-1.15

-1.20

-1.25

Au

-1.30

-1.35

Energy (eV)x10*

Ag
-1.40

-1.45
-1.50

-1.55
40 45 50 55 60

asupercell (A)

Figure 1. The energy is plotted as a function of the lattice constant (a
structures with 4000 atoms at 0 K.
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Table 1. The supercell lattice constant (), the total energy, the cohesive energy and its

experimental reference all at 0 K for both Au and Ag bulk structures. The experimental values for the
cohesive energy are from ref [16].

Cohesive energy
Cohesive energy (eV.atom?)

4

asupercell (A) Etotal x10 (eV) (eV.atom'l) (experimental)
Au 48.943 -1.469 3.673 3.810
Ag 60.121 -1.124 2.810 2.950

3.2. Au-nanospheres and Ag-nanospheres

3.2.1. Energy-temperature relations. The Au-nanospheres (Au-nss) and Ag-nanospheres (Ag-nss) are
extracted directly from the bulk Au and Ag supercells discussed above in section 3.1. Subsequently, the
Au-nss and Ag-nss are made of 2067 atoms each with lattice constants (@nanosphere) Of 48.943 and 60.121
A at the original 0 K. Figure 2 shows the graph of energy as a function of temperature for Au and Ag
nanospheres. The energy increases linearly with increasing temperature. A disjoint or discontinuity can
be observed in the plots between temperatures 700 — 800 K for Au-nss while in Ag-nss the discontinuity
is noticed between 900 — 1000 K. Such behavior suggests the probable transition in the structures from
a solid crystal to liquid. The structures become amorphous in the disjoint region. Similar behavior of
energy-temperature variation was reported by Wang et al. [17] on icosahedral Au nanoparticles.
Interestingly, Gafner et al. [18] reported a similar behavior for Cu and Ni nanoparticles. Comparable
energy-temperature transitions were also reported on clusters and nanoalloys [19, 20]. A change in
entropy, calculated from the slope of the graphs is found to be 7 x 10* and 8 x 10** eV.K™* for Au-nss
and Ag-nss respectively, as displayed in Table 2. A greater change in entropy occurs on the Ag-nss than
the Au-nss.
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Figure 2. The variation of energy with temperature for Ag- and Au-nanospheres.

Table 2. Change in entropy for both Au- and Ag-nanospheres.

Au-nanosphere Ag-nanosphere
Entropy (eV.K™) x10°" 7.000 8.000

3.2.2. Radial distribution functions. The radial distribution functions (RDFs) are necessary when
analysing the structure of fluids and solids [21]. Researchers including Pathania et al. [21] have used
RDFs for the analysis of fluid structures. For this reason, the RDFs have been utilized in identifying a
possible phase change of Au-nss and Ag-nss over a prescribed temperature range. In Figure 3(a) and
(b), the RDFs at 300, 600, 700, and 800 K for the Au-nss and Ag-nss respectively are presented. In the
plots, it can be seen that the peak heights (g(r)) decrease with the increasing temperature, as well as
diminishing with the increasing radial distance (r). The trend suggests a possible phase transition from
solid to fluid state. Consequently, on the Au-nss at 800 K, only the first and second nearest neighbor Au
— Au displacements can be described with reliable values (Figure 3(a)) on the abscissa as the RDF peaks
are vanishing with increasing r. This observation seems to support the energy — temperature relation
observed in Figure 2 for Au-nss with the transition of energy-temperature at 700 K to 800 K where the
structure at 800 K becomes highly deformed. The Ag-nss depicts the phase transition temperature in the
region of 900 — 1000 K.

SA Institute of Physics Proceedings of SAIP 2022



34 Structural stability of some gold (Au) and silver (Ag) nanoparticles
(2)20.00 ()45.00
18.00 40.00
16.00 —e—300 K 35.00 —e—300 K
14.00 —a—600 K ——600 K
30.00 700 K
12.00 700 K
. $ 800 K _25.00 3 BaHd
SELINESS | 8,000 |}
8.00 \ ' s
4| \
6.00 I\ 15.00 fn
4.00 Af« ‘i i * 10.00 '“} j i i
' Lot B He
’A*» S ¢ ﬂ ﬂ‘_ifﬂ“; 3 ‘i\
2.00 )y NS W SN 5.00 3 \J.
T e % PAN
0.00 EliO® Ldgat 0.00 ¢ W\' w o
0.00 5.00 10.00 15.00 20.00 0.00 5.00 10.00 15.00 20.00
r(A) r(A)

Figure 3. The radial distribution functions (RDFs) for Au- (a) and Ag-nanospheres (b) respectively
plotted at 300, 600, 700, and 800 K.

3.2.3 Mean square displacements. Mean square displacements (MSDs) have been utilised to describe
the movement of atoms in solids, liquids as well as gases [22]. Therefore, it has been reported that the
MSDs will increase linearly with relation to time when diffusion takes place [22]. As such, to probe the
mobility of the Au and Ag ions in their Au-nanospheres (Au-nss) and Ag-nanospheres (Ag-nss) systems
respectively, the mean square displacements (MSDs) plots were constructed. The respective ion
diffusion constants D were calculated as the slope of the MSDs plots. Figures 4 (a) — (b) illustrate the
MSDs graphs of Au-nss and Ag-nss respectively at 300, 600, and 700 K. The values of the calculated
diffusion constants are displayed in Table 3. The Au ions have the diffusion constants that increase with
increasing temperature. The Au-nss show liquid features in the RDFs at 800 K. However, in the case of
Ag-nanospheres (Ag-nss), the diffusion constants seem to decrease with increasing temperature. The
low values of D is because of the atomic mobility in the Ag-nss is generally slow and this was noticed
in the RDFs where the structure remains very much a solid crystal at a higher temperature of 800 K. The
RDFs for silver remains with many peaks indicating strong interactions between atoms which will
signify less mobility in the atoms.
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Figure 4. Mean square displacements for Au- (a) and Ag-nanospheres (b) respectively at 300, 600,
and 700 K.
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Table 3. Calculated diffusion constants (D) for Au- and Ag-nanospheres at 300, 600, and 700 K.

Temperature (K) 300 600 700
D for Au-nanospheres
(A%.ps?) 0.58 1.46 1.70
D for Ag-nanospheres
(A2 ps?) 1.87 0.87 0.12

4. Conclusion

Classical molecular dynamics simulations have been successfully applied to follow the trend from a
bulk crystal structure to a nanocluster in gold and silver metals. The Sutton-Chen potential correctly
predicts the energies and lattice constants of the bulk materials. The cohesive energy for the bulk
supercells fairly agrees with the experimental data. The transition of the structure in the nanospheres
was followed with the assistance of the RDFs which shows that Au-nss reaches amorphous phase
quicker than Ag-nss. The energy-temperature plots confirm the earlier transition with the discontinuity
occurring at 700 K for Au-nss and at 900 K for the Ag-nss. The MSDs indicate more atomic mobility
in the Au-nss as compared to Ag-nss where the structure retains solid features even at 800 K.

References

[1] Elahi N and Kamali M, a review Talanta, 184 (2018), pp. 537-556.

[2] Gurunathan S, Park J H, Han J W and Kim J H, Int. J. Nanomed. 10 (2015), pp. 4203-4222.

[3] Link S and El-Sayed M A, J. Phys. Chem. B, 103 (1999), pp. 4213-4214.

[4] Liang et al., J. Phys. Chem. C, 114 (2010), 2010 pp.7427-7431.

[5] Sun Y and Xia Y, J. American Chem. Soc., 126 (2004), pp. 3892-3901.

[6] Wu X., Ming T., Wang X., Wang P., Wang J., Chen J. ACS Nano. 4 (2010), pp.113-120.

[7] Cepak V M and Martin C R, J. Phys. Chem. B, 102 (1998), pp. 9985-9990.

[8] Zannatul F and Abderrahim N.Int. J. Mol. Sci. 21 (2020), pp. 4-5.

[9] Kalishwaralal K, Gurunathan S, Vaidyanathan R, Venkataraman D, Pandian S R, Muniyandi J, Hariharan N and Eom S H,
Colloids Surf. B Biointerfaces. 74 (2009), pp. 328-335.

[10] Shajari et al., Opt. Mater., 64 (2017),pp. 376-383.

[11] Faraday M, Philos. Trans. R. Soc. Lond. 147 (1857), pp. 145-181.

[12] Davey W P, Phys. Rev. 25 (1925), pp. 753-761.

[13] Frenkel D and Smit B, Understanding Molecular Simulation. 2nd ed., Academic, San Diego (2002).

[14] Smith W, Forester T R and Todorov | T, The DL_POLY 2 User Manual, STFC Daresbury Laboratory, Daresbury,

Warrington WA4 4AD Cheshire, UK (2009).

[15] Sutton A P and Chen J, Phil. Mag. Lett. 61 (1990) pp. 139-146.

[16] Kimura Y, Qi Y, Cagin, T and Goddard W A 111, Caltech ASCI Technical Report (1998).

[17] Wang Y, Teitel S and Dellago C, Chem Phys Lett. 394 (2004), pp. 257-261.

[18] Gafner S L, Redel L V, and Gafner Yu Ya, J. Comput. Theor. Nanosci. 6 (2009), pp. 820-827.

[19] Baletto F, Mottet C and Ferrando R, Chem Phys Lett. 354 (2002), pp.82-87.

[20] Pavan L, Baletto F and Novakovic R, Phys. Chem. Phys. 17 (2015), pp. 28364-28371.

[21] Pathania Y and Ahluwalia P K, J. Phys., 65 (2005), pp. 457-468.

[22] Gao F and Qu J, Mater. Lett. 73 (2012), pp. 92-94.

SA Institute of Physics Proceedings of SAIP 2022



36 Preparation and characterization of erbium-activated yttrium. ..

Preparation and characterization of erbium-activated yttrium
orthovanadate-phosphate by chemical bath deposition

M Mokoena?, KG Tshabalalal, HC Swart!, BF Dejene?, MR Mhlongo®, and S.J
Motloung?*

1Department of Physics, University of the Free State, P.O. Box 339, Bloemfontein/QwaQwa campus, 9300,
South Africa

2Department of Chemical and Physical Science, Walter Sisulu University (Mthatha Campus), Private Bag X

1, Mthatha, 5117
3Department of Physics, Sefako Makgatho Health Science University, Medunsa 0204, South Africa

E-mail: tlousj@gmail.com

Abstract. Erbium (Er®*) activated yttrium orthovanadate-phosphate (YVosPosO4) nanomaterials
were prepared by chemical bath deposition. The concentration of Er®* varied between 1 and 10
mol%. The structure, surface morphology, elemental composition, and optical analysis were
carried out by X-ray diffraction (XRD), scanning electron microscopy (SEM), energy-dispersive
X-ray spectroscopy (EDS), and ultraviolet-visible (UV) spectroscopy. XRD results showed that all
the samples have a tetragonal zircon structure. SEM shows that the particles were in the nano-
range and portrayed nanosphere shapes. The presence of all the elements forming YVosPos04: Er®*
was verified by EDS. Diffuse reflectance spectra (DRS) revealed a broad absorption band in the
UV region which is attributed to the absorption of VO,*. The f—f transitions of Er** were also
observed at 380, 407, 451, 489, 523, 546, and 654 nm and were attributed to *l152 — “Ga1s2, *l1sr2 —
4Fy (3 =3/2, 512, 712, 912), *l1si2 — Horz, 2Hi1i2 — *lisi2, and #Sgp2 — 41152 electronic transitions of Ers*,
Lastly, the estimated band gaps were found to be between 3.76 and 3.82 eV.

1. Introduction

In recent years, lanthanide (Ln**)-activated up-conversion (UC) materials have become a topic of intense
research due to their superior chemical and characteristic optical properties, such as their low optical
background, excellent photostability, ease of manufacture, low toxicity, and high UC luminescence [1].
Our world faces a serious energy issue. Fossil fuels are presently the main energy source, but they present
challenges such as environmental pollution and the depletion of such fuels; hence there is a need for
alternative renewable energy sources. Therefore, in this study, our focus was on synthesizing a UC
luminescent material that can act as a UC layer when exposed to infrared light. Currently, rare-earth (RE)
doped nanophosphors are considered superior optical materials to produce light-emitting materials. REs
ions exhibit narrow emission and excitation bands due to an electronic transition from f-f, which is why
they are widely used to generate luminescence. A wide range of applications can be achieved with rare-
earth luminescence materials, including phosphors, display monitors, X-ray imaging, scintillators, lasers,
and optical amplifiers [2]. A number of trivalent lanthanide ions, including Er®*, Tm*, Ho%*, and Pr®*, act
as activators for UC processes due to their high energy levels. There have already been various UC
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phosphors developed, such as Ln®* doped rare earth oxides, rare earth fluorides, alkaline earth metal
fluorides, etc. [3]. Several studies have been performed on the UC process for disordered matrices doped
with the 4f 1 lanthanide ion Er®*. Er** is one of the rare-earth ions that is usually used as an important
activator in luminescent materials because it provides intermediate levels (*li12 and *l132) with equally
spaced and longer lifetime excited states, and this enables the conversion of infrared light to visible light
[4]. The Er* ions may be excited either under down conversion or up conversion excitations to display
green and white emission applications [5].

The most suitable host must have low phonon energy in order to engage non-radiative processes at
a lower probability and then optimize the desired application performance. One of the newest developed
phosphors are RE orthovanadates and orthophosphates with the general formula MNO,4, where M = Sc, Y,
La, Gd or Lu and N =V or P. Among these orthovanadates or orthophosphates, yttrium orthovanadates
(YVO,) and orthophosphate (YPQO,4) have been studied for a long time because they possess interesting
properties, such as excellent thermal, mechanical, optical properties and chemical stability [6, 7].
Vanadate and phosphates can be combined to form orthovanadate-phosphate hosts, this orthovanadate-
phosphate host can be achieved by partially replacing the V°* ions with P°* ions (or vice versa) in the
YVO, (or YPQ.) system, usually resulting in a tetragonal structure [8]. Motloung et al. [9] have
illustrated that the stability and high-temperature luminescent properties of YVO. and YPO. can be
enhanced by the orthovanadate-phosphate system.

In this study, Er** doped YV,sPosOs powder materials were prepared by the chemical bath
deposition (CBD) method. There are published reports on the synthesis of Er®* doped YVosPos04 using
various synthesis methods [7]. However, to the best of our knowledge, there are no reports on the
synthesis of Er** doped YVosPosOs by CBD. The method, which is cheap and simple, is a low-
temperature technique that uses a solution that produces a crystal size that is often very small and
homogeneous. The phase structures, morphologies, elemental, and optical properties of the YV5Po50a4:
x% Er3* samples were investigated in detail.

2. Experiment

Yttrium nitrate hexahydrate (Y(NO3)s. (H20)s) (99.8% trace metal bases), ammonium metavanadate
(NHsVO.) (P = 99%), ammonia (25% NHs), erbium (I11) acetate hydrate CsHoErOs. HO (99.8% trace
metal bases), ammonium dihydrogen phosphate (NHsH2PO.) and deionized water were used throughout
the experiment. All solvents and chemicals used were of analytical grade and purchased from Sigma
Aldrich. YV 5Po504: X% Er®* (where x = 1, 3, 5, 7, and 10) phosphor-powders doped with Er®* (x mol%)
were prepared by chemical bath deposition at 80 °C. In a typical preparation, 0.05M of (Y(NOs)s.
(H20)¢), 0.025M of NH4VO4, and 0.025 M NH4H>PO, solutions were prepared using deionized water
under magnetic stirring. The solutions were stirred to allow homogenous mixing. The volume ratios
(1:0,5:0,5) were then considered for each solution in the following order: 50 ml of Y(NO3)s. (H20)s was
first added to the test tube placed in the water bath, followed by the addition of 50 ml of NH4V O, solution
and 50ml of NH4H2PO, solution, and lastly, 50 ml of (25% NHs;) solution was added dropwise. The
samples were prepared at five different concentrations of Er®* (1, 3, 5, 7, and 10%). A white precipitate
formed after the mixture was continuously stirred for several seconds. The reaction took place until 50ml
of (25% NHs) was used. The product was then allowed to stabilize and cool down overnight. Finally, the
precipitates were collected, washed several times with ethanol and deionized water to remove the residue,
and desiccated at room temperature for a maximum of three days to ensure that powders were dried prior
to characterization.

The structure and phase purity of the samples were investigated by using XRD (Bruker D8
Advanced Powder Diffractometer). The morphology, elemental mapping, and elemental composition of
these materials were obtained using Tescan Vega 3 scanning electron microscopy (SEM) fitted with
Oxford X-MaxN energy-dispersive X-ray spectroscopy (EDS). Reflectance spectra were measured using
UV-vis spectrophotometer Lambda 950 (PerkinElmer).
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3. Results and discussion

3.1 X-ray diffraction

XRD patterns of the YVo5P0504 nano phosphors doped with Er®* at different concentrations are presented
in Figure 1. The XRD spectra show that the diffraction peaks matched well with the tetragonal zircon
phase of YVO, (JCPDS file no. 17 — 0341). Figure 1 shows that the gradual increase of Er®* from 1 to
10% mole did not influence the crystal structure. As the concentration of the dopant was increased, the
XRD peak shows a slight shift to a higher diffraction degree (Figure 2(a)). This implies that the dopant
ions are successfully and uniformly incorporated into the YVo5P0504 host lattice [10]. This shift could be
because of strains that are caused by the differences in ionic radii between vanadium (~ 0.54 A),
phosphorus (~ 0.35 A), and the Er®* (0.89 A) [9]. To replace the trivalent yttrium ions with atomic radii of
0.9 A with, the trivalent Er** ions with atomic radii of 0.89 A are introduced in the YVosPosOa: Erd*
system. Since both Y** and Er®* ions have the same valency, Er®* ion substitutions at the Y** site in
YVos5Pos04 can lead to charge compensation issues [11]. According to the results, the phosphor powders
were crystalline, and the diffraction peaks were found to be generally broad, and this could be due to the
small crystalline size of the material [6, 12]. No peaks are detected for any other impurities,
demonstrating that pure phase products can be obtained when using the CBD synthesis method, and Er®*

can successfully replace Y?3*.

A h —YVO_5P0_5041 10% Er ’\
/\ / \ —Vq 5Pg.504: 7% Er / \
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o
S / \ /\ —vV, PO 5%Er N\ .
5 Figure 1. XRD pattern of YV 5P504:x%
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Figure 2(a) shows an expanded view of the (200) diffraction peak for the samples synthesized at the
different Er®* concentrations. Williamson-Hall formula (equation 1) [13] was used to estimate the
crystallite sizes and lattice strains:

Bpg) cosf = 4esinf + 0";)’, (D)

where D is the crystallite size, ¢ is the lattice strain, A is the wavelength of the x-ray radiation (1.5406 A),
[ is the full width at half maximum (FWHM) intensity, and 6 is the diffraction angle at the peak position.
The term (Bcosf) was plotted with respect to (4sinf) for the preferred orientation peaks of
YVo5Pos04:1%Er?* in figure 2(a). The same procedure was used for different concentrations of Eré*. The
results were found to be in a range of 17 to 19 nm and 0.00973 to 0.00502 for the crystallite sizes and
lattice strains, respectively. The crystalline sizes were found to be fluctuating as Er®* increased.
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Figure 2. (a) Diffraction patterns of (200) for YV,sPosO4 doped with various Er®* concentration, (b) A
plot of Bcos@ as a function of 4sinf of YVsPos04:1% Er®".

3.2 Scanning electron microscopy

The morphology of the prepared powder samples at various Er** mole concentrations is shown in figure 3.
The samples mainly consist of small primarily nanospheres structures, which show some conglomeration
phenomena. Figure 3(f and g) shows low magnification, and it is observed that the product presents a bulk
morphology conglomerating with an irregular quadrilateral shape with a uniform size. These results agree
with XRD, which says that particles are tetragonal in shape. The mole concentration of Er®* did not have
influence on the morphology of the nanoparticles at low magnification. These irregular quadrilateral
shape-like structures might be due to several nanospheres agglomeration. It is also noticed that low
doping concentrations of Er®* did not significantly affect morphology and the particle size did not change
much as Er®* concentration was increased.

(way):

Figure 3. SEM images of (a, f) YV0,5P0‘5O421%E|’3+, (b) YV0.5P0,5O4.30/ EI’3+, (C) YV0.5P0504:5% EI'3+, (d)
YVo05P0504:7% Er3+, (e, g) YVo5P0504:10% Ers*,
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3.3 Energy-dispersive X-ray spectroscopy
Electron diffraction X-ray spectroscopy (EDS) was used to analyze the composition of transition
metals that are used to prepare YV, 5Pos04:x% Ers*.

EDS Layered Image 26

B Map Sum Spectrum
wes o

MEl ol ecvor) AL .E: 1 --------------- VTR . ----- 1-& ‘‘‘‘‘‘‘‘ EYI ----- s
MFigure 4. (a) The EDS elemental map and (b) the EDS spectrum of YVq5Po.504:5% Er®*.

Elemental mapping of YVo5P0504:5% Er¥*nanophosphor was observed through SEM to identify
the composition of yttrium (Y), vanadium (V), phosphorus (P), oxygen (O), and erbium (Er) (Figure.
4(a)) and the insert (Figure 4(b)). The EDS spectrum (Figure 4(b)) confirms the presence of the
anticipated elements Y, V, P, O and Er in the YVosPo504:5% Er®* samples. A carbon (C) peak was
observed due to carbon tape being mounted to the sample when it was prepared for EDS
measurements. In this study, the dopant was used at a low concentration thus, it was detected to be
very small. No impurities were detected, which is in agreement with the XRD results. The same
results were obtained for YVosPosO4:1% Er®*, YVosPosO4:3% Er¥, YVosPosOs7% Er®, and
YVo5P0504:10% Er®* samples.

3.4 UV-Vis reflectance spectroscopy
YVos5PosO4 nanopowder was subjected to a UV-vis spectrometer to collect diffused reflectance
spectrum and examine rare earth dopants' influence on its optical properties. The reflectance spectrum
of YV0sPos04 nano phosphors recorded as the function of wavelength in the wavelength range 200-
800 nm prepared at various Er®* molar concentrations is shown in figure 5(a). It is evident that all the
nanophosphors exhibited a reflectance edge at about ~ 317 nm and this edge is attributed to the
oxygen-to-vanadium atom charge transfer in the VO.* units [9, 14]. In addition to the vanadate
reflectance, the intrinsic f-f transitions of the Er®* ion are noticed and are located at 380, 407, 451, 489,
523, 546, and 654 nm. These observed peaks can be attributed to the absorption of the Er®* ion in the
visible range and correspond to the electronic transition from *lis;, — *Guuzz, *lisiz — *F3 (3 = 3/2, 5/2, 7/2,
9/2), *lisiz — Hora, 2Hixiz — *lisiz, and #Sgrz — *lisi2 respectively [8, 14, 15]. Figure 5(a) shows that the
reflectance intensity decreased as the molar concentration of Er* ions increased.

The transformed Kubelka-Munk reflectance given in equation 2 [16] was used to obtain
approximate band gap energies for the prepared powder samples:

K (1-R)?

S 2R @
where R is a reflectance value, and K and S are the absorption and scattering coefficients. The
bandgap, Eg, was calculated using the absorption edge wavelength for the interband transition in
accordance with the equation below [17]:

ahv = A(hv — Ey)?, (3)
where a, hv, A, and Eg4 represent the light absorption coefficient, photon energy, proportional constant,
and the bandgap value, respectively.
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Figure 5. (a) The diffuse reflectance spectra of YVo5Pos04:x%Er®*, (b) Transformed Kubelka—Munk

reflectance of YVo.5Po.504:X%Er".

These were represented in a transformed Kubelka-Munk reflectance plot represented in figure 5(b).
The band gap was estimated by extrapolating a straight line from the band edge to the intersection
with hv is the x-axis. From figure 5(b), the band gaps of YV,s5Pos04:1% Er®*, YVosPos04:3% Ers*,
YVo5P0504:5% Er*, YVo.sPos04:7% Er¥* and YV, sPos04:10% Er®* were extrapolated and found to be
in the range of 3.78 to 3.82eV. The optical band gap energy of the doped YVsPosOs fluctuated as the
molar concentrations of Er®* was increased. This result is in accordance with the crystalline size,
which fluctuated as the molar concentration of Er®* increased, as confirmed by XRD analyses.

4. Conclusion

In conclusion, Er®* doped YVo5Pos04 phosphor powder have been synthesized by the CBD method for
different concentrations of Er®* ions and are characterized by XRD, SEM, EDS and UV. A successful
introduction of Er®* ions into the YV,sPos04 lattice has been confirmed by XRD, SEM, and EDS
measurements. As evidenced by XRD, the preparation of nanoparticles appeared to present a single
phase of tetragonal zircon structure. The as-formed hybrid precursor materials present uniform small,
primarily nanospheres like morphologies. The UV-vis reflectance spectra showed an intense Ers*
green peaks due to 2Hiz — *lisz, and 4Sayz — *l1sp2 transitions and other f—f transitions of Er®* were also
observed and were attributed *lisp, — *Giao, *lis — *F3 (J=3/2, 5/2, 7/2, 9/2), 1152 — 2Hoyz, electronic
transitions of Er®*. The band gap energies were calculated using a transformed reflectance Kubelka-
Munk plot.
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Abstract. A full potential all-electron density functional method within generalised gradient
approximation is used to investigate the electronic, elastic and transport structure of alpha-type
copper sulphide. The electronic structure suggests a semimetallic material with a zero band
gap. Elastic calculations suggest a hard material with the bulk to shear modulus ratio of 0.381.
The transport properties were estimated using the Boltzmann transport approach. Electrical
conductivity, Seebeck coefficient, and thermal conductivity suggest p-type conductivity.

1. Introduction

CusS is one of the copper sulphide forms referred to as chalcocite [1]. Yet studies by Zimmer et al.
and other researchers indicate that Cu,.S exists in different crystallographic modifications, which are
monoclinic, hexagonal, cubic and orthorhombic phase [1-4]. A monoclinic a-chalcocite Cu,S phase is
created from the base hexagonal closed packed sulphur atoms (S) lattice [1]. In this arrangement, a
trigonal and tetrahedral coordination of copper with central sulphur atoms alternate within the root
hexagonal closed packed sulphur matrix. Depending on the value of x in the composition Cu,«S, at 90
— 104 °C, a sub-level steady state chalcocite can be obtained [2]. When x = 0, in the temperature range
90 — 435 °C, the hexagonal phase of high-level chalcocite exists. A digenite cubic phase can also be
existent in the temperature range 72 — 1130 °C [2, 3]. This configuration is based on anti-fluorite
structure where copper (Cu) ions occupy the face centred cubic (fcc) lattice, whilst the sulphur ions
occupy the sub-cubic closed packed cell within the fcc lattice [3].

Further literature studies show that even the cubic formation of Cu.S manifest in different forms
which are specified by numerous locations of Cu atoms in the S atoms framework [4]. Moreover,
lattice locations of the Cu atoms in this arrangement vary with the value of x within 2 <x < 1. Like in
the Cux«S setup, a probable transition from one phase to another depends highly on the local
environment kinetic factors [4]. A range of metal sulphides demonstrates good transport properties,
but the Cu,S family is being favoured because they are non-toxic, cost effective, and are made from
earth-abundant elements [4, 5]. In this study, a copper rich cubic a-chalcocite (Cu.S) has been
modelled to understand its electrical and thermal transport properties.

2. Computational Method

The calculations are based on the density functional theory (DFT). In this approach, the ground state
total energy calculations depend entirely on the k-points mesh on a given system and the size of the
basis set of the applied wave functions. The generalized gradient approximation (GGA) exchange-

SA Institute of Physics Proceedings of SAIP 2022



44 Electronic, elastic, and transport properties of alpha-type copper sulphide

correlation energy as proposed by Perdew, Burke, and Ernzerhof (PBE) has also been utilised
throughout the calculations [6-7]. The Exciting Code which make use of all-electrons in a given
system in order obtain the full-potential when solving the Kohn-Sham equations has been used [8]. In
order to simplify the calculations, real crystals are transformed in the k-space to Brillouin zones using
the Monkhorst and Pack approximation scheme [9]. Initial calculations on the band structure, densities
of states, and elastic constants require reliable optimized k-point mesh grid and sufficient expansion of
the basis-set wave functions [8].

The thermo-electric transport properties are obtained by calculating the electronic transport
coefficients from the Boltzmann theory [10, 11]. Such calculations apply time relaxations and rigid
body approximations in order to correctly handle the semi-classical solutions of the Boltzmann
equation [11, 12]. Specifically, the electronic transport coefficients of interest are electrical
conductivity o, thermal conductivity x, Seebeck coefficient S, and the figure of merit ZT. These
coefficients will be calculated with respect to the chemical potential at temperature 300 K. The
relaxation time of 10 fs will be applied throughout the calculations. When calculating the transport
coefficients, only the k-points with eigenenergies near the Fermi level are relevant [12]. In order to
achieve this, a single self-consistent calculation is performed from the original ground state total
energy calculations. The optimized lattice constants of cubic alpha Cu,S used in this model
calculationsarea=b =c =5.739 A.

3. Results and Discussion

The electronic, elastic and transport properties of alpha Cu,S were performed under at temperature.
The electronic properties describe the state and behaviour of electrons in the material. For example,
the electronic band structure and the density of state, describe the state of the electrons in terms of
their energy, E. Elastic properties determine the mechanical properties of the material. The transport
properties assist with the understanding of various interactions in electronic systems such as the
Seebeck coefficient, electrical conductivity, thermal conductivity and the power factor.

3.1. Electronic Properties

The electronic structure of any material is important in order to understand the sub-atomic properties.
This information is obtained from the calculated density of states (DOS) and band structure through
the materials electron density. Figures 1 and 2, shows the calculated band structure and the total
density of state of the cubic alpha Cu,S respectively. The band structure (Figure 1) indicates that the
material has a zero band gap which suggest a metallic behaviour. The top of valence band and the
bottom of the conduction band touch one another from L to I' points along the Fermi level. In figure 2,
above the Fermi level, the DOS displays a mixture of deep level states possibly originating from the
Cu and S electrons. At the Fermi level the overlap of orbitals maybe due to the Cu 3d-states mixing
with S 4p-states. Below the Fermi level, existence of s states for both Cu and S electrons are
suggested. Also, the DOS shows that the nature of the valence band maximum (VBM) is widely Cu d-
like. The results are in agreement with other theoretical calculations like those of Mazin [13] under
DFT formalism within local-density approximations (LDA) approximation.

3.2. Elastic Properties

Systematically, the elastic properties of alpha Cu,S were also computed. The calculations assist in
understanding the stability, stiffness, ductility and anisotropy of the material. Young’s modulus
measures the stiffness of the materials, bulk modulus refers to the resistance to shape deformation,
shear modulus reflects the resistance against the shear deformation and Poisson’s ratio will measure
the ductility of the material [14]. There are three independent elastic constants in the cubic crystal
structure, which are Cii;; Ci,, and Cs. These elastic constants were calculated using the
ElaStic@exciting [15] interface, which can be used to obtain full elastic constants of any crystal
systems.
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Figure 1 Band structure of CusS. Figure 2 Density of states of Cu,S.

The elastic constants Ci1, C12 and Cas assist in describing the mechanical hardness of the material
with respect to deformation. The first two constants describe the crystal response to tension, while Caa
describes the response to shear strain. Alpha Cu>S is cubic; as such, the deformation stability needs to
satisfy the following trend: Ci; > 0; C12 > 0; Cy11 — |C12| > 0 and Cas > 0 [16]. Most of the stability
conditions are satisfied by our results accept one condition which is Ci1 - [Ca2| > 0. In this study, Ci; -
|C12| < 0 which does not satisfy the deformation stability of cubic. Because of this condition, it can be
concluded that, the material alpha-Cu.S is mechanically unstable and demonstrate some
inhomogeneous character [16]. The Poisson’s ratio (v) which was calculated using Ci» and Ci4 was
found to be a positive value of 0.381 which is between 0 and 0.5. This positive value of v shows that
when the Cu.S compound stretched in one direction, it tends to expand in the other two directions
perpendicular to the direction of compression [16]. Mott et al. [17], explained that for incompressible
material, the bulk modulus (B) is typically large compared to the shear modulus (G) and Poisson’s
ratio has to be close to 0.5. From this, it can be concluded that the material CuzS is incompressible
[17]. The Young’s modulus value suggests some form of inelasticity [18].

Table 1: Elastic constants (Ci1; Ci2; Cas), bulk modulus (B), Young’s modulus (Y) and shear modulus
(G), all in GPa and Poisson’s ratio (v).

o-Cu,S Cu Cu Cu B Y G v
This work (GPa) 64.349 75.477 23.442 71.767 63.421 23.442 0.381
Literature (GPa) 77.980(10) 65.413(11) 23.692 (10) 0.360 (11)

3.3. Transport Properties

In figures 3 to 6, only 300 K temperature thermo-electrical transport properties are considered. The
behaviour of the Seebeck coefficient against the chemical potential is displayed in figure 3, and shows
two notable maximum peaks of 150 pV.K* at p = -0.05 eV and -100 pV.K?t at p = 0.05 eV. It must
also be clarified that on the chemical potential abscissa in figure 3, the positive and negative values
suggest the electrons (n-type) and holes (p-type) dopants respectively [12].
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potential of Cu,S at 300 K. potential of Cu,S at 300 K.

As such, the maximum value of S lies on the p-type doping zone and the minimum value lies on the
n-type doping zone. The power factor (¢5?) quantity describes how efficient a given thermo-electric
material is [12]. In figure 4, a maximum power factor of about 15 pW.cm®.K? is observed in the
negative zone of the chemical potential and a minimum value of about 0 pW.cm™.K™ in the positive
zone. As noted with the Seebeck coefficient, the values further suggest power factor that the cubic
alpha Cu.S is more inclined to the p-type conductivity.

The electrical and thermal conductivity plots vs p are displayed in figures 5 and 6 respectively.
Both curves display a similar behaviour relative to the changing chemical potential (1) and their
turning points are at the fermi level. Around the fermi level, the electrical conductivity suggests the
metallic behaviour as the curve does not entirely touch the zero level of the o. On the other hand, the
thermal conductivity does touch zero level of the x suggest poor thermal conductivity at this point.
Mahan and Sofo [10] expressed that a good thermo-electric material is expected have a large Seebeck
coefficient, high electrical conductivity and a low thermal conductivity in order to acquire an
enhanced figure of merit [4, 10-12]. In this instance, S is having a high value of 150 uV.K* and «
maximum value of 0.35 W.cm™.K* which is considered small. A conclusion will be that the alpha
Cu,S satisfy the properties of being a thermo-electric material.
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Figures 7 and 8 show the graphs of Seebeck coefficient and power factor against temperature
respectively. Moreover, all values have a positive Seebeck coefficient indicating that the Cu,S
compound is a p-type semiconductor. According to Narjis et al. [5], the positive values of Seebeck
coefficient suggest that transport properties are dominated by holes, which are found in p-type
materials. The highest measured Seebeck coefficient is about 59 pV.K! at 1000 K, and the smallest is
about 22 pV.K! at 300 K. Both graphs increase with the increasing temperature [19]. Figures 9 and 10
graphs present electrical and thermal conductivity against temperature respectively. The electrical
conductivity increase linearly with the increasing temperature. A maximum electrical conductivity of
about 3.6 Q.cms”! at 1000 K is achieved. In the same manner, the thermal conductivity increases
exponentially with the increasing temperature. In this case, a thermal conductivity of about 1.8
W(cmKs)! at 1000 K is obtained. In addition, figure 10 illustrates that the thermal conductivity of
alpha CusS is still very low to the value of about 0.2 W.cm™.K"!. Such property further confirm the
thermal property of the materials in line some previous studies [20, 21].
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Figure 9. Electrical conductivity vs temperature

Figure 10. Thermal conductivity vs temperature.
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4. Conclusion

The electronic properties results are in agreement with previous studies, which shows that the cubic
alpha copper sulphide is a semi-metallic material with zero band gap. This zero band gap is attributed
to the band structure geometry between the symmetry points L and I'. Elastic constants show that the
material is mechanically stable and it has a low shear modulus and high bulk modulus which are in
agreement with previous studies. Thermo-electric transport properties of the material suggest a p-type
conductivity. The high positive Seebeck coefficient, the high electrical conductivity, and the low
thermal conductivity values suggest alpha Cu.S as a good thermo-electric transport material. This is
further corroborated by the little change of the electrical conductivity with increasing temperature.
Very small, suppressed thermal conductivity values with increasing temperature further support the
findings. Such low shear and high bulk modulus materials have potential in thermo-electric transport
applications.
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Abstract. Machine learning methods have recently found applications in many areas of physics,
chemistry, biology, and materials science, where large datasets are available. In this paper,
machine learning regression techniques are applied to a large amount of density functional theory
calculated data to develop machine learning models capable of accurately predicting the
formation and total energy of sodium-ion battery cathode materials. Amongst various algorithms
that are evaluated, the Bayesian ridge model is found to be the best model in predicting the
formation energy with an accuracy of 0.99 and 0.01 eV coefficient of determination and mean
square error, respectively, and final energy with 0.98 and 0.03 eV accuracy for the coefficient of
determination and mean square error, respectively. The results show that the descriptors used to
predict the energies have a predictive capacity with a high accuracy.

1. Introduction

The development of energy storage and conversion devices is essential to reduce the discontinuities
and instability of renewable energy generation [1]. New eco-friendly energy sources are necessary in
the current era, as they are expected to reduce greenhouse gas emissions and ultimately benefit human
health. Over the past two decades, lithium-ion batteries (LIBs) have dominated the portable electronics
industry and solid-state electrochemical research [2]. Due to the use of LIBs in portable electronics such
as laptops, electric vehicles, and cell phones, lithium-ion batteries have received a lot of attention [3].
Among the most favourable characteristics of Li-ion batteries are their longer lifetime, higher energy,
high efficiencies, and power densities. Despite their success, lithium-ion batteries are expensive to
produce due to limited lithium resources in the Earth’s crust and, in addition, large-scale energy storage
is not possible with this technology.

Despite concerted efforts to develop novel materials for energy storage technologies, there is a
continuous need for technologies that can push the limits on material properties [4]. Alkaline-ion
batteries have developed rapidly in recent decades due to their high energy density and environmentally
friendly properties [1]. These batteries have gained a good reputation as alternatives to LIBs due to the
high abundance of Na- and K-ions in the environment. Sodium-ion battery (SIB) technology has gained
the privilege of enabling new and more demanding applications for large-scale energy storage systems
than LIBs; this is due to the high abundance of sodium-ion resources present in the Earth’s crust and
seawater [5, 6]. Quantum mechanical methods have been shown to be successful in predicting and
finding functional new materials, such as SIB materials, to replace LIB materials; however, the
calculations are computationally expensive and time-consuming. The lack of suitable electrodes and
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electrolyte materials has limited the development of sodium-ion batteries. In this context, the data-driven
machine learning (ML) approach has recently found ways to address material discovery at a faster rate
and with limited use of computational resources.

Previous studies have shown that a combination of density functional theory (DFT) and machine
learning (ML) methods can accelerate the prediction of material properties and the discovery of novel
materials [7, 8]. Machine learning models and algorithms are increasingly applied in battery materials
research, with superior time efficiency and high accuracy in property prediction. Some examples
include successful application to predict the properties of battery material properties [9-11] and
discovery of new battery materials [12, 13]. In this paper, we develop machine learning models capable
of accurately predicting the formation and total energy of sodium-ion battery cathode materials.

2. Methodology

Machine learning algorithms are typically expressed as a computer program that can learn from
experience (E) with respect to some class of tasks (T) and the performance measure (P) [1]. Thus, ML is
simply denoted as <P, T, E>. The main interpretation is that a computer program is said to learn from
experience E with respect to some class of tasks T and a performance measure P if its performance on
tasks in T, as measured by P, improves with experience E. It is not the purpose of this paper to discuss
details on the theoretical background of machine learning methods, models, and their applications in
materials science; however, more details can be found elsewhere in the literature [14]. With regard to
materials science, the ML process consists of the three key steps summarized in the following subsections.

2.1. Sample construction

In this step, there are two important activities, namely data curation and feature engineering. The
data are cleaned, pre-processed, while features are engineered to help improve the accuracy of property
prediction. Pymatgen Materials Genomes was used to extract materials data from the Materials Project
Database [15], which contains 7397 different sodium containing materials with different properties
calculated using DFT. Chemical descriptors were used to construct machine learning features based on
fundamental atomic properties, such as the chemical formula and atomic number. Feature vectors were
then generated from details of the chemical formula. The features extracted from the Materials Project
include: formation energy per atom, final energy per atom, energy, Fermi energy, energy above hull,
density, and bandgap. To obtain the chemical name (X) of a material, an algorithm was developed to
generate a set of chemical and physical descriptive attributes in which the energies (Y) were predicted.
Descriptor attributes were used to predict formation and final energy in this study.

2.2. Model development

Model development is a black box that links the input data to the output data employing a set of
functions, which can be either linear or non-linear based on the input data. The models were developed
using a Scikit library machine learning module and a Python code. The data was divided into 70% train
set and 30% test set. The tested models include the Bayesian ridge (BR), gradient boosting regressor
(GBR), light gradient boosting machine (LGBM), extra trees regressor (ETR), orthogonal matching
pursuit (OMP), and random forest regressor (RFR) among others. Detailed descriptions of all these
models [16-18] and their application in materials science can be found elsewhere [14, 19].

2.3. Model evaluation

The model evaluation step involves evaluating and validating the performance accuracy of the
developed models. A model was evaluated using different evaluation metrics to measure its
performance. In this case, to evaluate the accuracy of the model, we compared the calculated DFT
properties with the values predicted by the ML model employing K-fold cross validation. For the light
gradient boosting machine, the hyperparameters used include the number of trees = 1000, the maximum
depth = 3 and the regularization of L2 = 1 without cross validation and the number of trees = 350,
maximum depth = 10 and L2 regularization = 10 with cross validation. The hyperparameter used for the
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Bayesian ridge model iteration = 350 without cross validation and iteration = 50 with cross validation.
The following precision measures were used to evaluate the performance of the model: coefficient of
determination (R?) and mean square error (MSE).
Coefficient of determination is computed using the formula:
L i )2

Yi(yi —yi)?

where y;, are the observed true DFT values, §i are the ML predicted values, and ¥ is the mean value of
the i-th sample and the sample size of the testing set. It is recommended that an R? reading of 0.8 or
higher is adequate for a good reading, indicating that the model is fitting well. The MSE provides an
indication of the quality of the model and is defined as:

R? = )

n
1
MSE == (v = 92 @
i=1

where n is the number of data points. Zero mean square error shows that the model predicted 100%
correct actual values; hence the model must achieve MSE closer to zero.

3. Results and discussion
3.1. Feature engineering

Figure 1 shows 18 x18 matrix correlation heatmap ranging from -1 to 1 with squares representing the
relationship between variables to predict both the formation and total energy of sodium containing
materials. When the correlation is close to 1 or -1, it implies that the variables have a strong relationship.
In addition, a value closer to zero indicates that the two variables are not linearly related. Since all the
diagonals are -1 (black) or 1(fawn), there is a perfect correlation. A larger number and darker or lighter
colour indicates a stronger correlation between the two variables. In this study, 18 descriptors were
considered and evaluated in order to determine the important descriptors in predicting the energies. The
average covalent radius and average single bond covalent radius were found to be the most important
features, with feature correlation ranging between 0.82 and 0.99, respectively, as can be seen on the
heatmap.
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Figure 1. Correlation heatmap for predicting the formation energy and total energy.
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3.2. Model selection

The best model is selected on its capability to predict the target property, in this case formation and
total energy. Figure 2 illustrates the measures of the predicted coefficient of determination for the
formation (left) and final energy (right) as determined by various models while Figure 3 shows the
measures of the predicted formation energy MSE (left) and final energy MSE (right) as determined by
various models. During model tuning, data was pre-processed using statistical normalization, then
hyperparameters were optimized using cross-validation score. The tuned algorithm was fitted to the
training data, which comprised 70%, and the learned model was then applied to the test data, which
comprised 30%. Various models were evaluated by resampling on data collected outside the sample (or,
more precisely, the development process of the model). Amongst the developed models, the Bayesian
ridge was found to be the best model based on its accuracy in predicting the energies.
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Figure 2. Measures of predicted formation energy coefficient of determination (left) and final energy
coefficient of determination (right) as determined by various models.
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Figure 3. Measures of predicted formation energy mean square error (left) and final energy mean square
error (right) as determined by various models.
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3.3. Model validation

Figure 4 shows graphical representations of model performance in the training set (left) and the test
set (right), containing data points that reflect the predicted formation energy as a function of the DFT
calculated formation energy obtained using Bayesian ridge regressor. Bayesian ridge regression was
found to be the best performing model with the predicted formation energy achieving a coefficient of
determination R? of 0.99 and an MSE of 0.01 eV. LGBM predicted formation energy poorly with a
coefficient of determination of 0.59 and a mean square error of 1.40 eV for the training set and 0.55 and
1.51 eV, respectively, for the testing set. Due to this poor performance of LGBM, features that did not
add value to the prediction of the formation energy were removed in order to determine the role that
feature vectors play on model performance. The models were trained again with few feature vectors
(density and band gap were removed) and found to have improved the performance up to 0.69 and 0.01
eV for R? and MSE, respectively.

R*=0.99
MSE= 0.01 eV

R*=0.98
MSE= 0.03 eV

Formation energy (V) prediction
Formation energy (V) prediction

4 2 1 [ 1 2 - -3 -2

DFT formation energy (eV) DFT formation energy (eV)

Figure 4. Parity plot of Bayesian ridge model predicted formation energy versus DFT formation
energy model performance in train set (left) and test set (right).

Figure 5 shows a graphical representation of the model performance in training set (left) and test set
(right), containing data points that reflect the predicted final energy as a function of DFT calculated final
energy obtained from the Materials Project database. Based on the small difference between the train
and test-model performance results, it is evident that the models were not overfitted. Bayesian ridge
regression with elemental descriptors predicted the final energy, achieving a coefficient of determination
R? of 0.97 and an MSE of 0.04 eV. Later, the performance of the optimized algorithm gave an R? of
0.98 and an MSE of 0.03 eV through model tuning. For the best advantage, all the points should pass
through the diagonal regressed line, and the model Bayesian ridge resulted in a high regression score.
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Figure 5. Parity plot of Bayesian ridge predicted final energy versus DFT final energy model
performance in train set (left) and testing set (right).
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4. Conclusion

The machine learning models were successfully developed, from which the formation and final
energies of various sodium-ion battery materials were predicted. The average covalent radius and the
average single-bond covalent radius were the most important features for predicting the formation and
final energy of these materials. Several models were evaluated, and the best model was selected based
on its accuracy in predicting the afore-mentioned energies. Amongst the various algorithms that were
evaluated, Bayesian ridge model was found to be the best model with the following accuracy measures:
coefficient of determination R? of 0.99 and 0.98 for formation and final energy respectively, mean square
error of 0.01 and 0.03 eV for formation energy and final energy respectively. The machine learning
models were further validated, from which the DFT calculated properties were compared with their
corresponding predicted machine learning values. There is good agreement between the model on the
train and the test set. Machine learning models can yield accurate material properties faster, making
them useful in materials-properties prediction.
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Abstract. RCrTiOs compounds shows interesting magnetic behaviour because of the presence
of two magnetic sublattices, R and Cr®*. This contribution focuses on the synthesis, structure,
morphology and magnetic properties of nano NdCrTiOs, that belongs to this group. The
orthorhombic crystal structure with lattice parameters, a, b, ¢ is 7.5715 + 0.0007, 8.7270 +
0.0008 and 5.7916 + 0.0006 A, respectively, was confirmed through x-ray diffraction. The
average particle size obtained from the transmission electron microscopy is 33 = 1 nm, selected
area diffraction pattern confirms the crystalline nature of the sample and energy dispersive x-
ray spectroscopy confirms the elemental composition. From the temperature-dependent
magnetization measurement on the nanoparticles the Néel temperature, temperature, Ty, could
not be obtained. This is in contrast with the previously observed Ty in bulk samples at 18 and
21 K and might be due to the reduced size of the material. Further, the ferromagnetic nature of
the material was observed from the magnetization as the function of field measurement with
coercivity 0.018 + 0.001 T, 0.019 + 0.001 T and exchange bias —0.004 + 0.001 T, —0.003 +
0.001 T, at 2 K and 10 K, respectively. The observed anomalous properties are discussed
considering the size effect.

1. Introduction
In order to improve the device technologies new and advanced magnetic materials are in search of
materials which exhibit properties such as, exchange bias (EB), magnetization reversal (MR), spin
switching (SS), spin reorientation (SR) and significant magnetocaloric effect (MCE) [1-2]. In a
multiferroic material, multiple ferroic states co-exist [1-2], and it is visualized that the co-dependence
of the order parameters might contribute to spintronics, as well as to novel memory devices [3-5]. In
general, remarkable and exciting physics are probable wherever two or more type of spin sublattices
contribute to the material’s observed magnetism [6-8]. RMn2Os (R = rare-earth ions), are the group of
compounds, multiferroic in nature, which are attracting the attention of various researchers because of
the two contributing magnetic sublattices in the compound [8-10]. These RMn,Os compounds
crystallize in an orthorhombic structure, having a space group Pbam [8-9]. In these compounds, the
sublattice of rare-earth ion is magnetized moderately through the Mn ions [8].

The RCrTiOs family also has an orthorhombic crystal structure similar to that of RMn,Os [11-12].
In this series of compounds, one can expect to find exceptional and fascinating magnetic behavior
because of the co-existence of two magnetic sublattices; Cr®* and R*". However, currently there are
only a few reports on these materials and most of them are in bulk form [1, 4-7]. Hwang et al. [4]
synthesised the NdCrTiOs and estimated its dielectric constant and pyroelectric current. Das et al. [13],
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showed magnetic properties such as SR and compensation in bulk DyCrTiOs, as well as in HoCrTiOs
and also observed EB effect. Recently, the reports published on nano DyCrTiOs and GdCrTiOs, are
showing structural and magnetic behavior of the material [14-15]. Exchange coupling among different
atoms of an oxide compound having a rare-earth constituent depicts interesting magnetic behavior [1,
4, 13]. A shift in the hysteresis loop across the applied field axis originates in FM-AFM systems
because of this exchange coupling. The magnitude of this shifting is known as exchange bias field
(Hex) [16]. This exchange bias effect is attributed to the coupling between two magnetic sublattices in
the perovskites [17-18]. Zheng et al. [19] also observed an exchange bias effect in YMnO3, which is
ascribed to the uncompensated surface spins of the nanoparticles. Nowadays, the world is looking
towards the nanostructured materials because of their improved properties, which comes from their
enhanced surface-to-volume ratio, as well as uncompensated surface spins [20]. The uncompensated
surface spins present can significantly modify the magnetic properties, as well as other physical
properties [20-21]. The change in the structural properties subsequently brings about concomitant
changes in the magnetic nature of these materials [22-23].

Nano NdCrTiOs is one of the promising materials from the RCrTiOs group yet to be explored.
Various magnetic transitions are expected and interpreting the underlying physics responsible for the
observed properties of NdCrTiOs in the nano form will be most interesting. Therefore, this
contribution reports on the properties of NdCrTiOs particles synthesized using the sol-gel technique
[20-21], considering x-ray diffraction (XRD), transmission electron microscopy (TEM), magnetization
(M) as function of temperature (T) as well as with magnetic field (H) results. In addition the
modification of magnetic properties on reducing the particle size to nano dimensions will also be
discussed in this work.

2. Experimental details

Synthesis of the NdCrTiOs sample was carried out by the sol-gel method [20-21]. The calculated
stoichiometric amounts of Nd(NOs)s, Cr(NOs); and Ti(OCsHy). were mixed with ethanol. The solution
of the precursors were stirred using a magnetic stirrer [20-21]. Ten milliliters (10 ml) of distilled water
was added into the solution while constantly stirring. The solution was continuously stirred for another
half an hour, where after the solution was aged for 24 h. A solid sample was obtained after drying the
aged solution and crushed to powder. The powdered sample was then calcined at 800 °C for three
hours in a box furnace. The prepared sample was used for characterization, using x-ray diffraction
(XRD) technique with Cu-Ka radiation (A = 1.5406 A), transmission electron microscope (TEM) and
vibrating sample magnetometer (VSM) using a Cryogenic Cryogen Free Physical Properties
Measurement System, with a vibrating sample magnetometer insert.

3. Results and discussion

3.1. Structural properties of NdCrTiOs

Firstly, the NdCrTiOs sample was characterized using XRD techniques to determine the structural
properties of the material. The XRD pattern obtained is shown in Figure 1 and it was analyzed using
FULLPROF software [24]. The data for the sample shows it having orthorhombic crystal structure
with a Pbam space group, similarly as was observed in bulk sample prepared by solid state route [4].
The unit cell parameters a, b and ¢ has found to be 7.5715 £ 0.0007, 8.7270 = 0.0008 and 5.7916 +
0.0006 A, respectively, while the cell volume found from the refinement parameters is 382.69 + 0.06
A3, In previous reported data on a polycrystalline bulk NdCrTiOs sample [4] the reported cell
parameters a, b and ¢, are 7.5812 + 0.0002, 8.6803 + 0.0002 and 5.8123 + 0.0003 A, respectively. The
XRD patterns could be well resolved with the (hkl) reflections of the orthorhombic structure and the
distinct diffraction peaks signify the crystallinity of the particles. No other peaks corresponding to any
other impurities have appeared. Minor shifting has been observed in few peak positions because of
internal stresses in nano material in line with previously reported results [25]. Along with peak
shifting, peak broadening is observed due to nano size of the material (confirmed from the TEM) [26].

SA Institute of Physics Proceedings of SAIP 2022



Division A: Physics of Condensed Matter and Materials 57/700

In the orthorhombic phase a large number of peaks are observed, but for the sample in the nano form a
few peaks are merged [14-15]. In this case the difference between the experimental and calculated data
is obtained due to shifting and merging of peaks [25-26]. Further, the crystallite size of the sample has
been calculated using Scherrer’s formula and found to be 39.0 = 0.6 nm [14-15].

};: g 2 Observed
= Calculated
S — Difference
i Bragg Position

x =241

Intensity (arb. units)

20 30 40 50 60 70 80 90 100
20 (degree)

Figure 1. The fitted XRD pattern of the NdCrTiOs nanoparticles using the FULLPROF program
[29].

The TEM image of synthesised NdCrTiOs is shown in Figure 2(a) and the particle size distribution
is shown in Figure 2(b). The sample consists particles of various sizes and shapes. The particle size
distribution histogram is fitted using log-normal fit [21]. The average particle size for the synthesized
sample was found to be 33 + 1 nm, with particle size distribution ranging from 20 to 70 nm. Using the
sol-gel technique, the NdCrTiOs nanoparticles are synthesised in a shortened time of only three hours
and the calcination temperature is also low compared to solid state synthesis [4]. In the case of bulk
NdCrTiOs the heating time was more than 24 h and temperature is 1300 °C [4]. Comparing with the
earlier synthesis process of NdCrTiOs, the present sol-gel synthesis method is therefore relatively easy
and consumes less time. Figure 2(c) shows the TEM image of the selected area electron diffraction
(SAED) pattern. From the dotted SAED pattern it was predicted that sample was of crystalline nature
[20]. In general, energy-dispersive x-ray spectroscopy (EDS) is used to determine the elements
composition, here the EDS is shown in Figure 2(d). The obtained result of elemental composition from
EDS was Nd, Cr, Ti, O, C and Cu. The Nd, Cr, Ti and O are from the synthesised material, whereas C
and Cu are from the TEM grids. Previous reports on bulk NdCrTiOs samples [4-5] showed interesting
dielectric and magnetoelectric properties. Thus, as a starting point, in the present study the magnetic
properties of the nano NdCrTiOs are investigated.
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Figure 2. (a) TEM image, (b) particle size distribution using log-normal fit, (c) SAED pattern and
(d) energy dispersive x-ray spectroscopy of the NdCrTiOs nanoparticles.

3.2. Magnetic properties of NdCrTiOs

The dc-magnetization as a function of temperature was carried out for NdCrTiOs nanoparticles under
zero-field-cooling-warming (ZFCW), field-cool-warming (FCW) protocols [14-15]. In ZFCW cycle,
the sample was made to cool down to the base temperature of 2 K without any applied magnetic field.
Then a magnetic field was applied and magnetization measured from 2 to 300 K. Thereafter, the same
applied field was applied and the sample was cooled at the same rate as in ZFCW cycle. After
reaching at 2 K, the magnetization (M) as a function of temperature (T) was measured from 2 to 300 K
in a FCW measurement [14-15].

The M(T) curves for NdCrTiOs are shown in Figure 3(a) and (b). Figure 3(a) indicates the
measurement carried out at an applied field 0.05 T and Figure 3(b) is for the measurement cycles
carried out at applied field 0.1 T. In bulk samples the Néel temperature, Tn, was observed around 18 to
21 K, but in this case no such transition was observed in the mentioned temperature range. This might
be due to changes in magnetic properties because of nano-sized nature of the material [4-5] studied
here. According to literature, it has been found that with changing the size of oxide materials, the
various properties can be significantly influenced and changed [21-22]. In Mn doped TiO,, when the
particle size is 12 nm the obtained structure was anatase but when the particle size was 15 nm both
anatase and rutile structure are existing [21]. Another, report shows anatase to brookite phase
transformation with increasing the particle size from 22.6 nm to 84.5 nm [22]. Based on the previous
reports [14-15, 21-22], it can be considered that the change in dimensions can bring about novel

SA Institute of Physics Proceedings of SAIP 2022



Division A: Physics of Condensed Matter and Materials 59/700

properties in the material, as noticed in the present work. As examples, consider earlier reports on bulk
DyCrTiOs [13] indicated SR (spin reorientation), not observed in nanoparticles of the same material
[14]. However, in bulk GdCrTiOs [1] SR was not observed, but in nano GdCrTiOs [15] SR was
observed.
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Figure 3. M(T) data for NdCrTiOs nanoparticles with probing fields of (a) 0.05 T and (b) 0.1 T.

Figure 4 shows the M(uoH) loops of the NdCrTiOs nanoparticles, recorded at 2, 10, 30, 60, 80 K
with ZFCW protocol. The curve indicates paramagnetic behavior of the material with increase in
temperature. From the curves obtained at 2 and 10 K, the exchange bias (Hex) and coercivity (Hc) was
evaluated, using following equations, Hex = [H1+H:]/2, Hc = [H1—H2]/2, respectively, where H; and H;
are the positive and negative crossing of the M(uyH) curves on the applied field axis [17, 27-28]. The
obtained value of coercivity, 0.018 + 0.001, 0.019 + 0.001 T and exchange bias, —0.004 + 0.001,
—0.003 = 0.001T, at 2 and 10 K, respectively. The finite values of coercivity indicate the soft
ferromagnetic nature of the material [29]. The recorded M(woH) curves indicate the weak FM nature of
the material.
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Figure 4. Magnetization as a function of applied field at 2, 10, 30, 60, 80 K.
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Further, M(uoH) measurements carried out at 2 K under FCW condition to confirm the exchange
bias effect in the material as depicted in Figure 5(a). In Figure 5(b) the zoomed view of the measured
curves of both ZFCW and FCW are asymmetric in nature with shifting of hysteresis loop. The ZFCW
showing positive exchange bias, whereas FCW condition gives negative exchange bias, that is clearly
demonstrate the exchange bias effect of the synthesized sample. Deepak et al. [17], demonstrates that
the EB obtained in the single phase, LaosProsCrOs, is because of the exchange coupling between Pr3*
and Cr®. EB have been observed in SmCrO; due to the interaction between Sm®* moment and Cr3*
moment [27]. Similarly, TmCrOs exhibiting EB effect, which obtained due to the interaction of Tm3*
and Cr3* [30]. In one of the earlier report, Hong et al. [31] showing EB in a single-phase NdMnOs
system due to the coupling between Nd** and Mn®*". EB was for the first time observed in YMnOs;
nanoparticles, which is attributed to the exchange coupling between uncompensated spins found on the
surface of the nanoparticles [19]. In a recently reported nano DyCrTiOs system EB is ascribed to
complex magnetic interaction of surface uncompensated spins between each other [14]. Similar to the
reported results, in the present case EB is attributed to the surface uncompensated spins and their
magnetic interaction.
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Figure 5. Magnetization as a function of applied field for the NdCrTiOs nanoparticles (a) at 2 K
ZFCW and FCW, (b) zoomed view of the loops.

4. Conclusions

NdCrTiOs nanoparticles were synthesized using a simple sol-gel technique to explore the role of size
on structural and magnetic properties. The synthesised NdCrTiOs nanoparticles were calcined at 800
°C for three hours. The orthorhombic crystal structure was confirmed from the XRD pattern having
lattice parameters, a, b, ¢ of 7.5715 + 0.0007, 8.7270 + 0.0008 and 5.7916 + 0.0006 A, respectively.
The nanosize (33 £ 1 nm) of the particles as well as elemental composition of the material was
confirmed from the TEM results. Due to nanosize of the material Tn is not observed from the
temperature-dependent magnetization measurement, which was observed in bulk samples. Field
dependent magnetization study showed the exchange bias effect which is consequence of
uncompensated spins on the surface of the material. These observed anomalous properties might be
due to the size effect.
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Abstract. Cadmium telluride (CdTe) thin films were synthesized using a low-cost two electrode
electrodeposition method in an acidic aqueous solution. The solution contained 1.M of cadmium
acetate dihydrate (Cd (CH300),. 2H20) as Cd precursor and 1 ml of tellurium dioxide (TeO,)
as Te precursor. The thin films were deposited on a coated glass fluorin doped tin oxide (FTO)
substrates. During deposition the solution temperature was varied at 50, 60, 70, and 85 °C. The
structure and phase purity, optical properties, surface morphology and elemental composition of
the films were investigated by X-ray diffraction (XRD), ultraviolet-visible (UV-Vis)
spectrophotometry, scanning electron microscopy (SEM), and energy-dispersive X-ray
spectroscopy (EDS). The XRD results showed that the CdTe thin films have a polycrystalline
cubic zinc blend and a hexagonal structure. The results confirmed that the preferential orientation
(111) XRD peak intensity increased with the deposition temperature and the crystallite size also
increased from 20 to 29 nm. UV-Vis spectroscopy measurements indicated that the optical band
gap decreased with an increase in deposition temperature. The SEM images showed that the
surface morphology changed with an increase in deposition temperature. EDS confirmed the
presence of all the elements in the desired compound and its analysis showed that the
composition of Cd and Te varies with temperature.

1. Introduction

Semiconductor materials play an important role in energy conversion processes. In particular,
chalcogenide group (11-1V) compound semiconductor are used for solar cell applications [1]. Cadmium
telluride (CdTe) thin film is one of the best known absorber layer owing to its novel physical and
chemical properties, such as a high absorption coefficient, direct band gap, and energy band gap, which
is near the ideal energy band gap of the absorber material, environmental stability, variable conductivity
and growth by low cost method. Due to these, CdTe is used for different applications such as imaging
detectors [2], LEDs [3], and solar cells [4]. Different physical and chemical growth techniques are used
for the deposition of CdTe thin films. Each deposition technique has its advantages and disadvantages.
The two-electrode electrodeposition method is selected because of its advantages such as scalability,
manufacturability, self-purification, low cost, waste reduction, simplicity and production of both n- and
p-type conductivity by varying the deposition voltage [5].

CdTe thin films have been deposited by electrodeposition method from different cadmium
precursors, such as Cd (NOs), [6] , CdSO. [7], and CdClI; [8] as reported by different research groups,
and the results showed that the quality and properties of the film varied with the precursor. The quality
of the CdTe thin film depends on the deposition parameters, such as the deposition time period,
concentration of ions in the electrolyte bath, pH of the electrolytic solution, stirring rate, growth voltage
and electrolysis bath temperature. Optimization of these parameters on CdTe thin films allows growth
for desired applications [9].

It is known that the properties of the absorber layer depend on its thickness. The thickness of the
film in the electron deposition method depends on various growth parameters such as current density,
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the temperature of the solution, the concentration of Te in the solution, pH of the solution, and the
cleaning process of the FTO glass substrate before preparation. The objective of the present work is to
optimize growth temperature to synthesize the CdTe thin films by electrodeposition deposition while
keeping other growth parameters unchanged in order to understand the growth temperature effects from
a cadmium acetate precursor. The growth temperature affects the rate of CdTe thin film growth and is
mostly dependent on the rate of release of Cd** and Te?" -ions from the complex state which condenses
on an ion-by-ion basis on the substrate. This in turn determines the thickness of the CdTe thin film.

When the temperature increases, the motion of the ions in the electrolyte bath increases and the
solubility of the solvents increases [10]. When the current density is high the deposition rate increases,
and the crystallinity of the film increases. Therefore, it is important to study the effect of deposition
temperature in detail.

There are reports about electrodeposition of CdTe thin films using Cd sources such as cadmium
chloride, cadmium nitrate and cadmium sulphate in the literature. However, there are very scarce, if any,
literature about two-electrode electrodeposition of CdTe thin films using cadmium acetate as a
precursor. Moreover, the reports about electrodeposition of CdTe thin films using two-electrode method
are limited in the literature since most researchers report on the three electrode electrodeposition method.
The main aim of this study was to investigate the effect of the deposition temperature on the properties
of CdTe thin films grown by two electrode electrodeposition method for possible application in
photovoltaic industry. The two electrode is adopted in this work to reduce the cost of production of these
films.

2. Materials and Method

Electrochemical deposition of CdTe thin films was performed using an electrolyte solution containing
1.0 M cadmium acetate dihydrate [Cd(CH300)..2H,0], with 98% purity, as the cadmium precursor and
1 ml tellurium dioxide TeO, with 99% purity as the tellurium precursor. Both chemicals were laboratory
reagent grade Cd (CH300),. 2H,0 purchased from Emsure, Germany and TeO, purchased from Sigma
Aldrich and used as the electrolyte solution. Prior to electrodeposition takes place the four glass
substrates/FTO were cut into small size 2.5 x 2.5cm and washed ultrasonically in laboratory soap
solution in deionized (DI) water for 30 min. Finally, the substrates were washed with ethanol, acetone
and methanol, respectively and rinsed with deionized water between washing and drying in air.

The deposition voltage was adjusted to 1250 mV and, the pH of the electrolyte was 2.00 + 0.02 using
either dilute HCI or ammonium hydroxide (NH4OH) at room temperature. The temperature of the
electrolyte solution bath was adjusted to 50, 60, 70, 85°C with moderate stirring during the deposition
using a magnetic stirrer. The source of the electrolyte solution as electrical power used for the 2-
electrode system was a computerized Gill AC potentiostate (ACM Instruments, United Kingdom).
Insulating polytetrafluoroethylene (PTFE) was used to attach the glass/FTO substrate to a high purity
graphite rod, which served as the working electrode (cathode). Before CdTe thin film deposition, the
cadmium acetate solution in 400 ml was electro purified for 48 h with a deposition voltage less than the
Cd element deposited, which was determined by cyclic voltammetry. Te containing solution was
prepared by dissolving 2g of TeO; in 30 ml diluted HCI solution and stirred for 2 h since TeO; is
insoluble in water and soluble in acidic media. 1 ml of the TeO; solution was added to the Cd containing
solution and stirred for 300 min to maintain uniformity in the solution.

3. Results and discussion

3.1 Structural properties

The structural properties of the CdTe thin films were investigated using a Bruker D8 Advance X-ray
diffractometer (XRD) measurement with a monochromatic wavelength of 1.5416 A. The X-ray
generator voltage and current were maintained at 40 kV and 40 mA, respectively. The XRD
measurements were carried out by setting the incident angle from 20 to 70° to identify the degree of
crystallinity and the crystal structure of the CdTe layers grown on the glass/FTO. Figure 1 (a) shows the
XRD spectra of CdTe thin films grown by the electrodeposition method. Overall, it was observed that
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the prepared CdTe thin films had both cubic and hexagonal polycrystalline structures. Figure 1(b) shows
that the results agree with the JCPDS data 752083 for a cubic zinc blend structure and 800090 for the
hexagonal structure. The peak (111) is located at an angle of 24.7 and the other peaks at 28.23, 40.32,
47.3, 57.76 and 63.7 with phase of (200), (220), (311), (400) and (331), respectively. The hexagonal
structure having 41.3, 44.6 and 68.8 with (110) and (112) and (107) respectively. Therefore, CdTe was
found in a mixed polycrystalline phase which is in agreement with other reported results. The peaks
labelled * are CdxTeOy related [8]. The crystallite size can be calculated using the Scherrer formula, as
shown in equation 1 [6].

091
" Bcosd’ )

where the parameter D is the crystallite size, £ is the full width at half maximum (FWHM) in radian, 1
is the wavelength of the X-rays (0.15406 nm for Cu Ka), and 0 is the Bragg's diffraction angle in degree.
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Figure 1(c) shows the graph of (111) peak intensity and crystallite size as a function of deposition
temperature. It is clearly observed that the intensity of (111) peak increases with an increase in the
deposition temperature from 50 to 85 °C, while the crystallite size increased from 20 to 29 nm. It was
observed that the maximum crystallite size was obtained when the deposition temperature was 85°C.
During electrodeposition in agueous solution, deposition temperatures are restricted to 90°C due to the
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boiling point of water of 100°C. If the deposition temperature is increased to near or above 100°C, water
will evaporate.

3.2 Optical properties

Optical absorption measurements of the CdTe layers were carried out using a Carry 50 Scan using
ultraviolet- visible (UV-VIS) spectroscopy to estimate the band gap of the films. Figure 2 (a) shows the
absorbance as a function of wavelength. The results show that the absorbance (A) increased with an
increase in the deposition temperature. The maximum absorbance was recorded for the sample that was
deposited at the temperature of 85 °C. Figure 2 (b) shows the absorbance square as a function of photon
energy (hv). The band gap energies were calculated by plotting the absorbance square as a function of
hv and using the extrapolation of the (A?= 0) tangent line though hv axis. From the results, the energy
band gaps were 1.83, 1.75, 1.62 and 1.62 eV for deposition temperatures of 50, 60, 70, and 85 °C
respectively. When the deposition temperature was 50 °C the energy band gap was 1.83 eV which
indicates that the CdTe thin film contained more Te and pinholes since Te have positive redox potential
compared to Cd that is why it was deposited at low deposition voltage and at low temperature. Due to
this reason Te is active in the solution and it is deposited first on the substrate. At low temperatures the
thin film is Te rich, meaning there is excess of Te and less Cd elements in the CdTe thin film [11]. When
the temperature was increased the band gap decreased and when the deposition temperature was 85 °C
the band gap became 1.62 eV. The band gap energy varied with the deposition temperature.
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Figure 2. CdTe a) absorbance as a function of wavelength (nm) and b) A2 a function of energy (eV)

3.3 Morphological property

SEM images were obtained to study the surface morphology, grain size and uniform coverage of the
substrate by the film. The results confirmed that the glass (FTO) was covered by the CdTe thin film and
as shown in figure 3 (), at a low temperature of 50 °C the grain sizes were small and not uniform. As
the deposition temperature increases to 85°C (figure 3 (b)) there is an increase in grain size. In both
cases, it can be observed that the particles are agglomerated and composed of various shapes, including
irregular, spherical and rods like structures with different lengths and sizes. CdTe thin film with larger
grain size, uniform surface morphology was observed when the sample was deposited at a temperature
of 85 °C and this is in good agreement with the XRD results. The thickness of the thin film increased
from 1.5um to 3.2 um as the deposition temperature was increased from 50 to 85 °C. The insert in figure
3(b) shows the SEM image of the sample prepared at 60°C.
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Figure 3. SEM images of CdTe thin films as deposited at (a) 50 °C, and (b) 85 °C
3.4 Compositional properties

EDS measurements were used to investigate the elemental composition of CdTe thin films grown at
different deposition temperatures.

M Sample 8

Figure 4. EDS spectra of CdTe thin films as
deposited at (a) 50 °C, (b) 60°C and (c) 85 °C
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The results showed that for the required compound (i.e., CdTe) both Cd and Te were present as shown
in figure 4. It is observed from the results that Cd increases with an increase in deposition temperature.
In contrast, Te decreases with an increase in temperature. The calculated atomic percentage of Te was
found to be 81.6 ,78.0 and 55.0 while that of Cd was 18.4, 22.0 and 45.0 for the deposition temperatures
of 50, 60 and 85 °C. Generally, acidic media remove Cd, and the film becomes Te rich while basic media
remove Te and the film becomes Cd rich. It can be observed that the concentration of Te is greater than
that of Cd for all the samples. To get equal amounts of Cd and Te, usually, post deposition treatment
like dipping the film into CdCl, solution, drying it in air, and annealing at 400°C for 15 min is required
[12]. However, this is not the purpose of our current study, and the samples were used as prepared
without post deposition treatment. For this work, the better composition of CdTe thin film was obtained
when the deposition temperature was 85 °C which is in good agreement with other previous report [13].

4. Conclusion

CdTe thin films were successfully grown by the electrodeposition method using a cadmium acetate and
tellurium dioxide as Cd and Te sources, respectively. The thin films were deposited at different
temperatures. The XRD results indicated that the crystallinity of the films and the crystal sizes increased
as the temperature increased. Furthermore, CdTe thin films were found to be polycrystalline in both
cubic and hexagonal structure. The UV-VIS measurements indicated that the energy band gap decreased
as the temperature increased. The SEM results showed that the morphology of the thin films improved
as the temperature was increased. The EDS results revealed that as the temperature increased the
concentration of Cd increased while that of Te decreased. Further analysis confirmed that the quality of
the films increased with temperature. When the film was deposited at 85°C, the atomic percentage of
Cd and Te are 45 and 55 respectively. Therefore, it is important to study the effect of temperature for
thin film growth for the desired applications.
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Abstract. TiAIV intermetallic alloys are used as key functional materials in various industries
due to their superior properties. However, our understanding of their structural phase stabilities
is still limited and remains confined. In this work density functional theory approach was
employed to investigate the structural and electronic stability of cubic TiAlV and tetragonal
TiAlLV phases. The stabilities of these structures were determined by calculating the heats of
formation and electronic properties. The calculated heats of formation values revealed that both
phases are thermodynamically stable since AH: <0. Moreover, it was found that the TiAlV
structure is energetically more stable than Ti,AlV. Also, the partial density of states was studied
to investigate the electronic properties.

1. Introduction

Ti-Al-V-based alloys are widely employed in biomedical, aerospace, automotive, space, and other
important industries. This is due to their low density, high strength, and good corrosion resistance
requirements [1, 2]. Many investigations have shown that heat treatment would promote microstructures
of Ti-Al-V alloys, allowing for superior mechanical properties. A better understanding of the structure
and morphology of precipitates can further improve the strength of alloys [3]. These alloys are available
in binary AB and ternary A2BC stoichiometric compositions. Deviations from the stoichiometric
composition are accommodated by vacancies on the various sublattice sites and/or antisites [4].

The effect of structural qualities, however, varies. As a result, it is vital to investigate the intrinsic
properties of each phase as well as their impact. Banerjee et al. [5] investigated the chemical
compositions and microstructures measured across the TisAlcV grade. They reported that the volume
fraction of the alpha phase decreased with an increase in the V content, and the volume fraction of the
beta phase increased. Furthermore, the microstructure and mechanical properties of Ti-Al-V powder
have been investigated. It has been reported that the microstructure of equiaxed to columnar grains
varies. Moreover, as the mass content of Al increases, the beta grain size decreases [6].

First principle calculation was used to study the site occupancy of the B2 phase in Ti,AlX (X=V,
Cr, Fe, Mo, Ta, Nb, Zr, Hf and Re) intermetallic [7]. According to their findings, all the alloys were
found to be thermodynamically stable, and the formation energy results indicated that the B2 phase is
the most stable. Wan et al. [8] studied the structural and electronic properties of second phases and solid
solutions in Ti-xAl-yV alloys using First principle approach. The formation enthalpy for the alpha and
beta phases was found to be -0.295 and 62.786 eV. atom™', respectively. Therefore, it was stated that the
alpha phase has greater structural and formation stability than the beta phase due to its lower formation
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enthalpy. This indicated that the Ti-Al-V o phase has the strongest alloying ability and structural
stability. The structural phase is one of the most important measures for controlling the properties of a
material and causing a significant change in performance. As a result, it is necessary to investigate the
properties of various phases.

In the present study, the structural and electronic properties of the cubic (Ti,AlV) and tetragonal
(TiALLV) crystals were investigated using density functional theory calculations. To characterize the
structures, the heats of formation and electronic properties of the two phases were calculated. The
current findings will provide theoretical insight into the thermodynamic comparison of the Ti,AlV and
TiAlV compositions.

2. Computational Setup

Cambridge Series Total Energy Package (CASTEP) code [9], as implemented in Material Studio
software, was used for all density functional theory calculations [10, 11]. To calculate the geometry
optimization, a generalized gradient approximation with the Perdew-Burke-Ernzerhof (PBE) exchange-
correction functional was used [12]. Geometry optimization calculations were employed using the
Broyden—Fletcher—Goldfarb—Shanno (BFGS) algorithm. The Monkhorst-Pack scheme [13] was used to
integrate the k-points. Cut-off energy was set to 600 eV with k-points of 6 x 6 x 6 and 6 x 6 x 5 for both
cubic and tetragonal structures. The maximum force tolerance and displacement were set at 0.03 eV and
1073, eV. atom™, respectively. Heats of formation (AHs) of TiAlV and Ti,AlV structures were calculated
as follows:

AHs =Eot-Y i NiE; 1)

whereby, Ew:. and E; are the total energies of crystal structures (Ti-AlV and TiAl;V) and individual
atoms (Ti, Al and V). The n; represents the number of an atomic configuration of the element.

3. Results and Discussion

3.1. Crystal structures and Heats of formation

The intermetallic alloy of TiAIV mostly consists of two crystal structures which are face-centred
tetragonal (L10) and face-centred cubic. It is noted that the face-centred tetragonal is an Al-rich crystal
with chemical formula TiAl:V and cubic structure is defined as Ti-rich phase TiAlV, crystalizes in
P4/mmm and F-43M space group, respectively. Figure 1 illustrate the atomic crystal structures of these
phases, TiAl,V and Ti,AlV. The bulk properties of these two crystals were calculated and the results are
presented in Table 1. The equilibrium lattice parameter of Ti,AlV is a = 6.337 A and TiAl,V a= 5.469
A and c/a= 1.45 A. The obtained parameter for Ti>AlV is in good agreement with the value previous
results [14]. If the c/a ratio is 1/2, the pseudo-cubic tetragonal phase is formed, as referred to in the
literature [15]. The equivalent c/a ratio value of 1.45 was obtained in the current study.

Structural stability of TiALLV and Ti,AlV were analyzed using heats of formation (AHy), which is
defined as the energy required to form the phase crystal from single atoms. A lower formation energy
of the crystal structure implies more structural stability. Heats of formation per atom for the two phases
were calculated using Eqn. 1 and the results are shown in Table 1. The calculated AH; of Ti,AlV and
TiALV structure is -0.121 eV. atom™ and -0.412 eV. atom™, respectively. A negative AH;value for both
structures indicates the possibility of these two phases forming spontaneously, implying thermodynamic
stability. Our current findings on heats of formation value for Ti,AlV structure agree well with the
previously reported values (-0.112 eV. atom™) [7]. However, the TiAlLV structure was found to have
the lowest AHj, indicating that the tetragonal phase shows higher structural stability than cubic. As a
result, it is possible to deduce that TiALV crystal has stronger stability and forming capacity than
TiAlV. This is in line with the fact that the alpha phase of Ti-Al-V solid solution has a greater capacity
to form than the beta phase [8].
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(a)
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Figure 1. Optimized crystal structure of (a) tetragonal (t-TiAlV) and (b) cubic (c-Ti,AlV) phase.

Table 1. The calculated heats of formation (AHy), present and previous lattice parameters for cubic and
tetragonal structures.

structures methods a(h) cla V(AY) AHf (eV. atom™)

c-Ti,AlV present 6.337 254.4 -0.121
previous 6.337 [14] - -0.112 [7]

t-TiALV present 5.469 1.45 244.2 -0.412

3.2. Density of states

To further understand the electronic properties and interaction for both cubic and tetragonal structures,
partial and total density of states (PDOS) are investigated. PDOS and TDOS curves are presented in
Figure 2 and Figure 3, respectively. This DOS plot highlights the contribution of different atoms and
orbitals. We noted that all in all structures, the main peak at the fermi level is most contributed from the
-d orbital from the 3d orbital of Ti and V atoms, while less contribution was noted from the -p orbital.
This observation indicated that both structures have metallic behaviour. Moreover, the conductive
region/side mostly consists of 3d (Ti and V) hybridize with the -2p Al atom. This shows the bonding
character displayed by Ti-Al, Ti-V and Al-V from the hybridization between the lone pair in the -2p and
-3d individual atoms. Both DOSs of these compounds display a deep pseudo-gap right above the Fermi
level, this is due to a strong covalent interaction between the atoms. In addition, Figure 3 presents the
TDOS curves for the two compounds, it was observed that the TDOS curve for TiAl,V lies lower at the
Fermi level (Er) whereas the Er for Ti.AlV is higher on the TDOS curve. This suggests that the FCT
TiALV crystal is more stable than the FCC TiAlV crystal which supports the stability trend observed
in the heats of formation values. The cubic system's Fermi level is typically located in the middle of the
DOS peak. The high TDOS near Er, on the other hand, causes high energy, which leads to poor structural
stability in the cubic state [16].
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Figure 3. Total density of states (TDOS) plot for cubic (Ti2AlV) and tetragonal (TiAl.V) structures.
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4. Conclusion

In summary, density functional theory calculations were successfully utilized to investigate the
structural stability of Ti,AlV and TiAl,V compounds. Both structures were discovered to be
thermodynamically stable, having negative values for heats of formation. The calculated heats of
formation values indicated that TiAloV had a strongest structural stability than Ti2AlV. According to
electronic calculation, it was observed that the TDOS curve for TiAl,V lies lower at the Fermi level than
the Ti,AlV compound. This implies that the tetragonal phase (TiAl.V) is structurally more stable than
the cubic phase (Ti:AlV).
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Abstract. The synthesis of various stable metallic nanoparticles is increasingly becoming the
source of interest to researchers, this is due to their key features such as surface plasmonic
activity, catalytic activity, and stability, amongst others. These therefore indicate their potential
uses in several promising applications. This study describes the synthesis of SnO,-coated gold
nanostructures, including nanospheres, nanoprisms, nano-octahedrals, and nano-octahedrals,
with the aim to demonstrate the stabilizing effect of SnO; on the various gold nanostructures.
Herein we also study the various resulting metal-semiconductor systems which might have
general relevance in broadening our understanding of metal oxide semiconductor stabilization
and interaction at the surface of a metal. The wet chemistry approach used in this study was
previously used to synthesize gold nanospheres stabilized with SiO-, herein SnO; is investigated
as an alternative to SiO,. Additionally, we demonstrate the potential uses of the stable colloids
of Au@SnO; (pronounced tin (iv) oxide coated gold) nanocomposite materials as heat transfer
fluid additives, owing to the outstanding heat storage capabilities of the SnO; coating material
and the impeccable surface plasmonic resonance activities of the core Au metal structures. The
surface plasmonic resonance (SPR) activities and structural stabilities of the resulting Au@SnO;
colloids were determined and monitored using ultraviolet-visible (UV-Vis) spectroscopy. The
UV-Vis spectra demonstrated a clear stabilization and absorption enhancement due the coating
material. Furthermore, morphological analysis of the metal nanomaterials before and after
coating were carried out using transmission electron microscopy (TEM), showed strong evidence
of the stabilization resulting from the metal-semiconductor interaction. While the reaction
mechanisms initiated at the metal-semiconductor interface is complicated by many factors
including spatial non-uniformities, the morphological analysis of the Au@SnO also aided our
description of the proposed reaction mechanisms.

1. Introduction

In recent years, the synthesis of various stable metallic nanostructures with controlled sizes, shapes,
architecture, composition, and properties, has increasingly become the source of interest to researcher
seeking to develop materials suitable for such promising applications as solar thermal energy collection
and transportation. The aim has been to acquire the nanostructures of gold, silver, gadolinium, and
platinum. This is primarily because these structures, with key features such as surface plasmonic
activity, catalytic activity, and stability, have proven to be the ideal building blocks in various
applications including localized heat generation [1], energy harvesting [2], biosensing, optoelectronics,
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and catalysis [3, 4]. However, many of these metallic nanostructures, specifically Gold (Au), suffer
significant drawbacks related to the agglomeration of particles or the formation of complex particle
linkages, which tend to limit their applicability lifespan. From an applications perspective, the useful
special properties of nanomaterials are those that stem from the single isolated particles, and these
properties are in general negatively affected, or lost in the case of particle interactions [5]. As such,
significant considerations concerning our ability to isolate these nanoparticles from each other is
warranted, since two or more particle interactions may cause significant changes in the material
properties. Nanocomposite materials of the core/shell architectural type offer a simple solution to this
limitation. These are multi-phase materials, in which at least one primary phase has the desired
properties of interest to be harnessed, and an additional distance-holder secondary phase to assist in
stabilizing the initial primary phase. To improve the applicability of Au, Tin (IV) oxide (SnOy) is used
as a secondary distance-holder phase in the synthesis of Au@SnO, (pronounced Tin (IV) oxide coated
— Gold) nanocomposite materials. Thus, this study describes the synthesis of SnO; stabilized Au
nanostructures which include nanospheres, nanoprisms, and nanorods. The resulting stable Au@SnO.
nanocomposite materials were further evaluated as potential colloid additives for solar thermal energy
collection and transportation [6, 7]. Additionally, valuable information about SnO; stabilization and
interaction at the surfaces of the resulting various (Au - SnOy) systems is noted.

2. Experimental

General Considerations: Commercial samples of Hydrochloric acid (HCI) and Sodium hydroxide
(NaOH), Sodium stannate trihydrate (Na:SnO3z-3H;0), Chloroauric acid (HAuCls-3H20),
Cetyltrimethylammonium- bromide (CTAB), L-ascorbic acid, and Silver Nitrate (AgNOs3), and Sodium
borohydride (NaBH,) were used as received. All manipulations were performed in air. Deionized water
was used in the synthetic preparations and stability studies. The synthetic methodologies for the CTAB-
stabilized, and SnO--coated Au nanostructures were based on published procedures and are summarized
below [8-12].

2.1. Synthetic preparations of tin (IV) oxide coated gold (Au@SnO) nanostructures

Figure 1 shows the experimental work undertaken in the synthesis and characterization of the
nanocomposite materials of Au@SnO,. The Au@SnO; nanocomposite materials are synthesized via a
three-step process. The initial Au seeds synthesis step involves the reduction reaction of the HAuCl, salt
with NaBH, as the reducing agent, in the presence of sodium citrate utilised as a capping agent. The
resulting seeds are then used as-prepared in the seed-mediated growth of the Au- nanospheres, nanorods,
and nanoprisms in the second step. The third step is the hydrothermal spontaneous encapsulation process
of the various Au structures with SnO- nanoparticles, and it is undertaken under basic reaction conditions
using NaOH and Na,SnOj3-3H:0, as the sources of OH™ and SnO; respectively. To re-concentrate the
particles and remove unreacted reagents, such as CTAB, we centrifuged (30 min at 3500 rpm) the
samples between each of the major steps above.

2.2. Characterization

The sizes and morphologies of the Au nanostructures before and after SnO, coating were determined
using a JEOL FEGTEM-2100 FX transmission electron microscope (TEM) operated at a bias voltage
of 200 kV. The samples for TEM analyses were prepared by dipping the carbon-coated copper TEM
grids into the various colloidal sample solutions of Au@SnO- structures and then allowed to dry in air.
This process was repeated (10 times or more) to obtain a quantity of sample suitable for analysis. The
UV-Vis spectra were obtained in the range 300—1000 nm using a Cary 50 Scan UV—Vis spectrometer.
The samples for UV-Vis analyses were prepared by placing 1 ml of the as-prepared aqueous solutions
into the quartz cuvettes and diluting to the mark with deionized water. The colloidal stabilities of these
various Au@SnO; samples were determined from their UV—Vis spectra collected for each solution over
an extended period of three months and compared with the spectra of the parent solutions.
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Characterization

Figure 1: Synthetic experimental setup for synthesis of Au@SnO; nanocomposite structures. In the Figure, (A)
Au seed synthesis, (B) Seed mediated growth of the nanostructures, (C) hydrothermal spontaneous encapsulation
process of the Au nanostructures, and (D) the segmentation of the samples

3. Results and Discussion

3.1. Synthesis results and discussion

As mentioned in Section 2, Tin (IV) oxide coated gold (Au@SnOnanocomposite materials can be
prepared via three steps, and the synthetic procedures are adapted from the indicated literature
references. Scheme 1 in Figure 2 below, illustrates the synthetic procedures used in the synthesis of
SnO;-coated Au nanospheres [4], nanorods [4], and nanoprisms [16].

First, gold nanospheres (40 nm average particle diameter) were synthesised using a common
CTAB stabilised NaBH4 reduction reaction method. These nanospheres served as seeds in the
subsequent steps for the synthesises of nanorods and nanoprisms. The seed-mediated growth of these
structures required a careful selection of reagents to aid in the site-selective growth of the seeds by
controlling their sizes and the shapes. The aspect-ratio of the gold nanorods was controlled by the
addition of AgNOs, whilst their growth rate was lowered by the addition of HCI. For gold nanoprisms,
the necessary reagents proved to be NaOH and Nal, which respectively aided in controlling the direction
of deposition of the depositing atoms and in improving the flat-anisotropic (planar) growth of the prisms.
In each case, it was necessary to control the sizes of the depositing atoms since depositing atoms of the
same size as the seed particles would result in complex structures, and this was accomplished using L-
ascorbic acid.
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Figure 2: Scheme 1. Synthesis of SnO;-coated Au nanospheres, nanorods, and nanoprisms.

The preparation of the SnO,-coated Au nanospheres, nanorods, and nanoprisms involved the
spontaneous encapsulation of these Au nanostructures within the shell of SnO. nanocrystalline particles,
upon the addition of sodium stannate trihydrate (Na;SnOs-3H,0) via a simple hydrothermal process in
the presence of NaOH. SnO; is an inorganic semiconductor compound (Band gap of 3.6 eV at room
temperature [12]) with high chemical and thermal stability. And a nanocrystalline layer of SnO;
nanoparticles around the Au nanostructures occurs following the hydrolysis of stannate at a temperature
of above 60°C through the reaction equations in Figure 3.

Na,SnO; + 2H,O — H»SnO;| + 2NaOH (1)
SnOs>~ + 3H,0 — Sn(OH),| + 20H (2)
Sn(OH); + 20H™ — Sn(OH)> 3)
Sn(OH)s>~ —|Sn0,| |+ 20H™ + 2H,0 4)

Figure 3: Stannate hydrolysis process [13].

The SnO. nanocrystalline particles resulting from equation 4 in Figure 3 spontaneously
encapsulate themselves around the Au-nanostructures in a non-uniform fashion resulting in a meso-
porous layer. As expected, after coating the Au nanostructures with SnO,, their sizes (diameters and
lengths) increased this is due to the formation of the Au@SnO; nanocomposite materials. The Au@SnO;
composite materials of the nanospheres increased to an average particle diameter of 65 nm, and the
average particle lengths of the Au@SnO, nanocomposite materials of the nanorods and nanoprisms
increased to 132 and 300 nm, respectively.

3.2. Morphological analysis

Figure 4 shows TEM micrographs of the Au nanospheres. From the TEM micrographs, the nano-
spherical structures can be classified as zero-dimensional hanomaterials, having sizes that are less than
a 100 nmin all dimensions. The particle size measurements of the samples were collected over a period
of three months to monitor and evaluate their structural stability. The Au nanospheres displayed an
average particle diameter of about 60 nm. This particle size was maintained throughout the assessment
period, however a degree of particle agglomeration of the uncoated Au nanospheres started emerging.
After imparting a SnO; coating of thickness of approximately 150 nm, the composite particle sizes
increased to average particle diameters of approximately 208 nm, and these coated Au nanospheres
remained kernelled inside the SnO; coatings, which aided them in maintaining their structural stability
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over the three months period. The TEM micrographs also showed that the SnO, coated Au nano-
spherical particles have excellent uniformity and excellent Au to SnO; distribution.

[200om] S8
Figure 4: TEM micrographs of Au nanospheres before (A — B) and after (C) SnO- coating, images are taken over
a period of 3 months.

Figure 5 shows the TEM micrographs of the Au nanorods. From the TEM micrographs, the
nanorod structures can be classified as one-dimensional nanomaterials, having sizes that are less than a
100 nm in exactly two dimensions. The Au nanorods displayed an average particle diameter of about 70
nm, and an average length of about 130 nm before SnO, coating was imparted. After imparting a SnO»
coating of thickness of approximately 40 nm, the composite particle lengths increased to an average of
approximately 202 nm. The TEM micrographs of the SnO- coated Au nanorods showed the distribution
of SnO; nanoparticles around the Au nanorods, which indicated a degree of non-uniform distribution
typically observed in meso-porous layers of nanomaterials. A uniform distribution of the Au
nanomaterials to the SnO; nanocrystalline particles was also observed.

A
200 nm

Figure 5: TEM micrographs of Au nanorods before and after SnO» coating.

Figure 6 shows the TEM micrographs of the Au nanoprisms. From the TEM micrographs, the Au
nanoprism structures can be classified as two-dimensional nanomaterials, having sizes that are greater
than a 100 nm in exactly two dimensions. These are therefore referred to as thin film nanomaterials
characterized by having a thickness of a few atoms. The Au nanoprisms displayed average areas of about
15574 nm? and 18199 nm?, before and after imparting a SnO; coating of approximately 10 nm. The
TEM micrographs of the SnO-, coated nanoprisms showed the distribution of SnO. nanoparticles around
the Au nanoprisms, which indicated a degree of non-uniform distribution like that observed in the coated
nanorods, which implies that a meso-porous layer of SnO, nanomaterials has encapsulated the Au core
structures. The TEM micrographs for the also indicated that there is poor Au to SnO distribution.
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Figure 6: TEM micrographs of Au nanoprisms before and after SnO; coating.

3.3. Spectroscopic analysis

Figure 7 shows the absorption spectra of the colloidal sample solutions of the uncoated and coated Au
nanostructures. The surface plasmon resonance (SPR) bands observed for the uncoated and SnO,-
stabilized/coated Au nanospheres had maxima at 522 nm, and 552 nm, respectively, which are consistent
with previously reported values [14]. As mentioned, the stability of the Au nanospheres was monitored
over a period of three months, and from the UV-Vis spectra it can be observed that the coated Au
nanospheres were excellently stabilized by the SnO; coating nanocrystalline materials, as opposed to
their uncoated counterparts.
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Figure 7: The UV-Vis spectra of the Au-nanospheres, collected over a three-month period.

Figure 8 (a): Au nanorods shows the SPR bands (Transverse and Longitudinal) for the uncoated
and SnO,-stabilized/coated Au nanorods which had maxima (560 and 702 nm), and (562 and 710 nm),
respectively. which are consistent with previously reported values [17, 28]. Figure 8 (b): Au nanoprisms
shows the SPR bands (only Transverse, since their longitudinal bands were out of range of the UV-Vis
instrument) for the uncoated and SnO--stabilized/coated Au nanoprisms which had maxima at 562 and
564 nm, respectively.
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Figure 8: The UV-Vis spectra of the (A) Au-nanorods and (B) Au-nanoprisms.

The red shifts of the SPR bands for the SnO.-stabilized/coated Au nanostructures (nanospheres,
nanorods, and nanoprisms) are due to the high refractive indexes of 2.2 due to the SnO, [15] coatings.
Notably, the SPR band of the SnO,-coated particles was observed to undergo a red shift with increasing
thickness of the SnO; layer.

4. Conclusion

In summary, three different Tin (IV) oxide coated Gold (Au@SnO_) nanocomposite materials of the
core-shell architectural type were synthesised. These materials consisted of Au nanospheres,
nanoprisms, and nanorods as the primary phases, which assumed the core/kernel positions. Whilst the
SnO; nanocrystalline layers served as the secondary distance-holder phase, thus assuming the shell
position. We investigated the stabilities of these nanocomposite materials. The morphological analysis
of these materials demonstrated convincing evidence of structural stability. That is, the kernelled Au
nanostructures remained perfectly and uniformly dispersed from each other and completely kernelled
inside the shells, thus preserving the colloidal structural stability. The Au@SnO; nanospheres proved to
be more durable as opposed to their uncoated counterparts. Furthermore, TEM micrographs of the Au
nanoprisms revealed the nature/arrangement of the SnO, nanoparticles around the Au metal surfaces,
this proved to be a mesoporous structural layer with open pores which exposed parts of the surface. As
such, any future application that might seek to use the metal surface can do so through the partial pores
of the coating layer. In addition to improving the stability of the Au nanostructures, SnO; has also
demonstrated an enhancing capability to the optical properties of these Au structures. That is, we
observed significant enhanced absorption as well as band shift for the Au@SnO, nanocomposite
materials. The enhancement is due to the high refractive index of SnO,, while the redshift is due to the
partial increase in size of the Au nanostructures.
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Abstract. Most Ti-based CsCl-type compounds solidify to an ordered B2 phase at high
temperature and upon cooling they transform martensitically to lower-temperature phases. In
this work, phase stability, mechanical and electronic properties of three CsClI-type intermetallics
TisoTMso (TM=Ni, Ru and Pd) computed using density functional theory (DFT) based on the
first-principles technique are reported. The obtained lattice parameters are in good agreement
with experimental results, an indication that the computational parameters used can be reliable
to calculate other physical properties. Enthalpy of formations (4Hr) and density of states (DOS),
which are used to evaluate the thermodynamic stability of the compound, were calculated from
the geometrically optimized crystal structures. High negative heat of formation (-0.75 eV/atom)
was obtained for TisoRuso phase, and its Fermi level was found to coincide with the centre of the
pseudogap, demonstrating high stability and resistance to phase transition amongst the
investigated compounds. The primary elastic constants (C;;, C;2 and Cu) and shear elastic
coefficient (C') for cubic crystals were calculated. TisoRuso and TisoNiso complied with the
mechanical stability while TisoPdso did not comply. Furthermore, TisoRuso was found to exhibit
only positive frequencies indicative of the absence of phase transition, while TisoPdso and
TisoNisp exhibit both positive and negative frequencies signifying possible phase transition to
lower temperature phases.

1. Introduction

Nitinol is a commercial name given to equiatomic TiNi intermetallic compounds [1-2]. It is part of
intermetallic compounds that form instantly from a molten liquid containing atoms of Group IVB (Ti,
Zr and Hf) plus that of Group VIIIB - IB metals of the periodic table [3]. On cooling, it crystallizes to
an ordered B2 of Cesium Chloride (CsCl) type near the equiatomic compositional range [1, 4-5]. B2 is
a high-symmetry austenite phase that exists at high temperatures, and upon further cooling, it undergoes
a diffusionless solid-to-solid structural change to a low-symmetry martensitic phase [1-2, 6-7].
Structural alloys that conform to this phenomenon are called shape memory alloys (SMA) [1, 4-5].
These are a unique class of materials with an ability to remember previous crystal arrangement and
properties, and currently enjoy a wide range of structural applications in medical and engineering
materials [1-2].
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Apart from its excellent shape memory effect and pseudo-elasticity, Nitinol has its drawbacks such
as its low-temperature application that hinders it as an SMA for high-temperature (HTSMA)
applications that exceed 100°C [1-2]. On the other hand, Platinum group metals (PGMs) which are
located in Group VIIIB of the periodic table of elements, form the B2 phase with Group VIB metals
near 50:50 atomic percentage [3, 8]. Their nobleness and high-temperature stability enable PGMs as the
candidate of choice for high-temperature applications [9]. Ti-PGMs based such as TisoPtso and TisoPdso
are currently explored as potential candidates for high-temperature applications, such as aerospace
engines [4-5, 10]. Previous studies demonstrated and reported that some of the Ti-PGMs based
compounds such as TisoRusp and TisoOsso do not have shape memory effect (SME); their B2 phase
remains ordered and stable down to room temperature [11].

In this study, we report work carried out using first-principles calculations based on density
functional theory to compute the phase stability, mechanical and electronic properties of the three
investigated TisoTMso (TM = Ni, Ru and Pd) compounds.

2. Computational methods

The calculations reported here were carried out using first-principles density functional theory as
implemented in Cambridge Serial Total Energy Package (CASTEP) code [12, 13]. The ultra-soft
pseudopotentials (USSPs) were used to model the electron-ion interactions [ 14]. The electron-exchange
correlation was described by the Perdew-Burke-Ernzerhof (PBE) functional of the generalized gradient
approximation (GGA) [15, 16]. The energy cut-off of 500 ¢V and the k-points of 13x13%x13 were used
and found to be sufficient enough to converge the total energy of the investigated B2 compounds.

All the equilibrium B2 crystal structures were obtained through geometry optimization in the
Brayden-Fletcher-Goldfarb-Shanno (BFGS) minimization scheme [17]. The convergence criterion of
less than 1x107 eV/atom, the maximum residual forces of 0.03 eV/A, the maximum residual bulk stress
of 0.05GPa and the maximum atomic displacement of 1x10° A were utilised to achieve maximum
accuracy.

Figure 1 shows the schematic representation of the crystal structure used to carry the structural and
thermodynamic, electronic and vibrational stability of the CsCl-type compounds reported in this
research work. The lattice dynamics were computed via the finite displacement method as implemented
in the CASTEP code.

Figure 1. Schematic representation of B2 crystal geometry of Tis)TMso (TM = Ni, Ru and Pd) used in
this study work

3. Results and discussion

3.1. Structural and thermodynamic properties
Table 1 present the calculated lattice parameters and the formation enthalpies that were determined from
the relaxed crystal geometries of the three investigated B2 compounds. The obtained lattice parameters
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of the investigated B2 compounds were found to be comparable to those reported by other authors [3,
18-20].

Table 1- Structural parameters of the investigated B2 crystal geometry.

Crystal structure Lattice parameters, a Formation enthalpies, (1Hr)
(A) eV.atom™
This work Literature This word Literature
- [23]
TisoPd 3.17 317120 0.508 -0.530P1, -
A ' ' e 05111
TisoRuso 3.08 3 09[3’ 19] -0.750 '0.743[8],
e ' ' ' 0.7701)

Moreover, the phase stability of any compound can be deduced from the formation enthalpies as
expressed in Equation 1 [8, 21], and it is used to indicate the thermodynamic ability of a compound to
chemically form. A phase is said to be thermodynamically stable if 4HF is found to be negative, else the
phase becomes less stable if less negative or unstable if found to be positive at 0 K [22]:

1 .
AHp = 2 (ngrf - Egllement - Eglﬂgment > (1)
where, EL¢ represent the total energy of the B2 compound, Eflpmens and EFM, ... represent the
elemental total energies of Ti and TM in their ground-state crystal structures. As presented in Table 1,
all the investigated B2 compounds were found to be thermodynamically stable (AHr < 0), with TisoRuso
and TisoNiso, found to be the most and least thermodynamically stable compounds respectively. Again,

the results reported here were found to be in accordance with results reported by other researchers [8-9,
23-24].

3.2. Mechanical stability

Elastic constants (C;;) are part of the primary output parameters of first-principles calculations, as they
provide a link between the mechanical and dynamic behaviour of crystals [25-26]. Key properties of
materials such as physical and mechanical can be deduced from the elastic constants. B2 compounds
consist of a simplest cubic form of a stiffness matrix, where the number of the independent elastic
constants are reduced to three (Cy;, Cr2 and Cyy) in the Voigt notation, and the shear elastic coefficient
C' for assessing the compound’s prospect to undergo a phase transition (to ascertain stability or
instability) at lower temperatures can be expressed as shown in Equation 2:

C' = (@). 2

According to Born-Huang’s dynamical theory [27-28], the mechanical stability criteria for B2
compounds can be determined by holistically satisfying the criteria given by a set of expressions in
Equation 3:
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C11>0,Ch8 > 0,Cqq — Cyp > 0,Cyq + 2C15 > 0. 3)

The crystal’s mechanical stability decreases when closer to phase transition [29], where the
tetragonal shear modulus (C’) becomes smaller than the monoclinic shear constant (Cy), which
represents the stiffness of the crystal against shear. Table 2 present the elastic parameters of the
investigated B2 compounds. Both TisoRuso and TisoNiso satisfied all the mechanical stability criteria as
detailed in Equation 3, while TisoPdso did not comply (C;; < C;) with the above-mentioned criteria.
This is an indication that this B2 (TisoPdso) compound is prone to undergo a phase transition at much
higher temperatures.

Table 2. Elastic constants as well as their calculated modulus of elasticity for the investigated B2

compounds.
B2 crystal Elastic constants (GPa)
Cu Cn Cu C'
TisoNiso 206.7 138.7 47.1 34.0
TisoPdso 148.5 164.0 51.5 -7.8
TisoRuso 396.1 122.5 82.7 136.8

3.3. Electronic and vibrational stability

A compound is considered stable at OK if there are no soft modes along high symmetry directions in the
Brillouin zone (BZ) [30]. And the presence of soft modes or negative frequencies indicates the instability
of the crystal, an indication of the likelihood to undergo a phase transition, accompanied by lattice
deformation [30-31].
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Figure 2. Phonon dispersion curves of the investigated B2 compounds, (a) TisoNiso and (b) TisoPdso
plotted along selected Brillouin zone.

Figures 2 and 3 represent the electronic properties of the investigated compounds, the phonon
dispersion curves plotted along selected Brillouin zone as well as their corresponding total density of
states computed at OK. As can be seen, Figures 2 (a) and (b) show the phonon dispersion curves for
TisoNiso and TisoPdso respectively, and both were found to consist of both positive (real) and negative
(imaginary) vibrational frequencies. The imaginary frequencies are located between X-R, G-R and M
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symmetry points, thereby making these compound phases dynamically unstable at 0K, an indication of
possible phase transition to lower temperature phases. Figure 3 represents the phonon vibrational
frequencies for TisoRuso that were found to be real (positive) in all Brillouin directions, and this is a
clear demonstration that this B2 phase is dynamically stable, with no prospect of phase transition to a
lower temperature phase.
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Figure 3. Phonon dispersion curves of B2 TisoRuso compound plotted along selected Brillouin zone.
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Figure 4. Total density of states (TDOS) of the three investigated B2 compounds (a), as well as the
zoom-out section (b) for clear visibility.

Figure 4 shows the total density of states of the three investigated CsCl compounds reported in this
study work. TDOS represented in Figure 4 show that B2 TisoRuso remain stable down to ambient
temperature with no possibility of phase transformation. This is indicated by its Fermi level (E-Er=0)
that cuts the deep valley (pseudogap) at the centre. In the very same Figure 4, one can also observe that
both B2 TisoNiso and TisoPdso were found to be unstable at lower temperatures, their Fermi level was
found to have shifted towards the bonding region and cuts the pseudogap on the rising shoulder. The
aforementioned demonstrate that the high symmetry B2 phases of TisoNiso and TisoPdso cannot maintain
their high symmetry at low temperature (0K), suggesting a likelihood to undergo martensitic phase
transition which is one of the characteristics of shape memory effect.

4. Conclusions
The DFT model used to study the phase, mechanical and electronic stability of the investigated CsCl
compounds show great reliability of the approach carried out. This was indicated by the lattice
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parameters and heats of formation results found to be in good agreement with the available theoretical
and experimental data. Using the calculated heats of formation, all the B2 compounds considered were
found to be thermodynamically stable. This study further found B2 TisoNiso and TisoRuso to satisfy the
mechanical stability criteria for cubic crystals (C;;>C}2). However, B2 TisoPdso phase did not adhere to
these criteria, which is an indication of phase transition at high temperatures, thus rendering it a potential
material for the development of high-temperature shape memory alloys. The TDOS results obtained
show that TisoRuso is stable as its Fermi level coincides with the centre of the pseudogap, while that of
TisoPdso was found to have shifted towards the bonding state, signifying the stability and instability of
the B2 phases at 0K, respectively. Furthermore, the phase stability of the B2 compounds was validated
and verified through phonon vibrational frequencies.

B2 TisoRuso phase was found to be stable with only the positive vibrational frequency, while B2
TisoNisp and TisoPdso presented both positive and negative frequencies, an indication of dynamic
instability of the B2 phase at low temperatures which signifies possible phase transition to lower
temperature phases.
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Abstract. The present work investigates the role of Ce®* substitution at the Cr3* site on spiral
ordering and other magnetic transitions in Co(Cro.¢s5Ceo.05)204 nanoparticles. X-ray diffraction
(XRD) studies of the sample calcined at 600 °C revealed phase purity along with broadened
diffraction peaks which are a signature of the size effect. The crystallite size (D) estimated from
the XRD was 6.3 = 0.6 nm. The average particle size calculated from the transmission electron
microscopy (TEM) data was found to be Dtem = 8.4 £ 0.5 nm, corroborating the XRD results.
Electron diffraction patterns confirmed the crystalline nature of the nanoparticles having a bi-
pyramidal shape. Magnetization measured as a function of the applied field showed an increase
in coercivity as the temperature decreased below the Curie temperature, 7c. When magnetization
was measured as a function of temperature, that indicated the ferrimagnetic behaviour, with 7c¢
=92.5+ 0.5 K (using the “knee-point method”). However, the lock-in temperature observed for
the Co(Cro.95Ce0.05)204 Nnanoparticles, T, =15 + 2 K, is in agreement with that previously reported
for pure CoCr,0,. Interestingly the spiral ordering was smeared by substituting Ce®* at the Cr3*
site. The present work describes the impact of rare-earth Ce®* ion substitution at the B site that
can alter the exchange interaction in such a way that causes the suppression of the spin spiral
modulation.

1. Introduction

Broken inversion symmetry of the spin behaviour is observed in compounds that have a spiral ordering
which leads to ferroelectricity [1]. CoCr.Os is such a compound that has a complex conical-spiral spin
ordering of ferrimagnetic nature that has a spontaneous magnetization [2]. This observed spiral ordering
has been found to induce ferroelectric polarization [3]. The crystal structure of CoCr,QO4 is cubic spinel,
where tetrahedral A sites are occupied by Co?* and the octahedral B sites by Cr®* [2, 3]. Isotropic
antiferromagnetic A-B and B-B exchange interactions (Jag and Jgg) among the nearest neighbours with
JeslJag > 2/3, gives the solution for the ferrimagnetic spiral ground state having the spins located on the
conical surfaces [4, 5]. The properties of a ferrimagnetic (FiM) material can be understood by the
combination ferromagnetic (FM) and antiferromagnetic (AFM) orderings [6]. The basic ordering of
spins in the compound is AFM with unequal magnitudes that lead to a net FM order in the case of
ferrimagnetic materials [6]. For CoCr,04, the onset of ferrimagnetic transition occurs at Tc = 93 K, and
subsequent lowering of the temperature leads to a cross-over to the conical spin state with a uniform and
transverse spiral spin state possessing an incommensurate propagation vector at Ts = 26 K [3,7]. The
lock-in transition occurs at T at a temperature of about 15 K, indicating the incommensurate to
commensurate phase transition [8]. In a single crystal of CoCr.0., the occurrence of ferroelectricity is
concomitant with the conical spin modulation, which is also responsible for spontaneous magnetization
[3]. Yamasaki et al. [3] confirmed the robust clamping between the ferromagnetic and ferroelectric
domains leading to the multiferroic properties. Choi et al. [2] experimentally demonstrated the abrupt
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jump in polarization and change in the sign at T, with variation in temperature or change in isothermal
magnetization without altering its direction at T, and keeping the sign of the spiral wave vector
unaltered.

To further understand the observed low-temperature transitions, works have been reported on
polycrystalline [9], nanoparticle [10-13] and thin film [14, 15] based CoCr,O4 samples. As the magnetic
interaction strongly depends on the Jag and Jgg, the effect of substituting either A-or B-site cations was
found to be effective on the magnetic transitions at Tc, Ts and T when different cations were substituted
either at Co or Cr sites. The role of Ni [15-17], Cu [18], Mn [19], Mg [20], Ge [21] substitution at Co
site, and Fe substitution [22, 23] at Cr sites have been explored by several groups. However, the
substitution of a rare earth cation in CoCr.O4 has not been investigated. In ferrites, with the formula
M(Fe2O4) where M is a metal that can form divalent bonds, it has been found that the addition of a small
amount of rare-earth ions significantly modifies the structural, magnetic and electric properties,
depending on the rare-earth dopant used and its concentration [24]. Rare-earth ions possess unpaired 4f
electrons and strong spin-orbit coupling of angular momentum. The substitution of rare earth ions (R)
into the CoCr,0; at Cr site can result in R-Cr interaction (3d—4f coupling) that may lead to modification
of magnetic properties similar to that observed in rare-earth doped ferrites [25]. Cerium is the most
abundant rare-earth element belonging to the lanthanide series having an atomic number of 58, which
exhibits catalytic properties because of the shielding of 5p and 4d electrons in the 4f orbital [26]. Cerium
oxides demonstrate both 3+ and 4+ state that enables oxides of the form of CeO; and CeO- [26]. Thus,
substitution using rare-earth Ce®" substitution in CoCr,O4 should be interesting to investigate that can
manipulate the R-Cr3" interaction. The present work, therefore, discusses the role of Ce3* substitution at
the Cr3* site on the structure and magnetic properties of CoCr,0s.

2. Experimental

Powder samples of Co(Crogs5Ce0.0s5)204 Were synthesized by sol-gel techniques [18]. In this process,
stock solutions of 0.5 M cobalt nitrate (Co(NOs).-6H20), chromium nitrate (Cr(NOs)3-9H.0) and
cerium chloride (CeCls-7H20) were prepared. The desired amount of the aforementioned solutions was
taken in a beaker and stirred for one hour in order to obtain a homogeneous mixture. After an hour, 40
ml of ethylene glycol was added and the solution was stirred for another hour using a magnetic stirrer,
whereafter, the solution was allowed to rest for 24 hours. The solution was then heated to evaporate the
liquid. The remaining residue in the beaker was dried on a hot plate to obtain the powder. The residue
was crushed to a fine powder and subsequently calcined at 600 °C in a box furnace for one hour.

The crystal structure of the samples was analyzed using a PAN Analytical X-ray Diffractometer
(XRD) with Cu-Ko. radiation (A = 1.54056 A). The microstructure of the calcined powder samples was
studied using a JEM-2100 transmission electron microscope (TEM). Selected area electron diffraction
(SAED) and energy-dispersive x-ray spectroscopy (EDS) of the samples were done using the same
instrument. A 14 T Cryogen Free Physical and Magnetic Measurement System (CRYOGENIC Ltd.,
UK) with a vibrating sample magnetometer (VSM) insert was employed to carry out temperature and
probing field-dependent magnetization measurements.

3. Results and discussion

Figure 1 (a) depicts the Rietveld refinement of the x-ray diffraction (XRD) pattern for the
Co(Cro.95Ce0.05)204 sample using the GSAS 11 software package [27]. The broadening of the peaks and
the low intensity related to the background are ascribed to the size effect [28]. However, the diffraction
peaks related to the major (111), (220), (311), (222), (400), (422), (511), (440) and (533) reflections of
the CoCr,04 phase are distinct and could be labeled, as shown in Figure 1 (a). The lattice parameters
and position coordinates obtained from the refinement are tabulated in Table 1. The ionic radius of Ce3*
in octahedral coordination is 1.101 A compared to the Cr®* ionic radii of 0.615 A [29]. Even the large
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ionic radii of Ce®* compared to Co? (0.58 A) forces it to occupy the B sites. Because of the large ionic
radii of Ce**, the solubility of it in a matrix having ions of smaller ionic radii will decrease [30]. The
obtained lattice parameter of 8.321 A (Table 1) is similar in value to the reported lattice parameter of
CoCr,0, of 8.326 A [31]. In addition, the effect of larger ionic radii of Ce3* has been found to restrict
crystal growth, and as a consequence, a reduction in the mean particle size was observed [30].

In order to estimate the average particle size and micro-strain, the Williamson-Hall (W-H) equation

[32] was used:

BcosO = %’1 + 4esinB, (1)

where £ the FWHM (full width at half maxima), K is the shape factor (taken as 0.6 considering spherical
particles), 4 is the x-ray wavelength and D is the average crystallite size and ¢ is the micro-strain induced
in powders due to crystal imperfection and distortion [32]. Plotting (Scos6) as a function of (4sin6) as
shown in Figure 1 (b) one can estimate € and D from the slope and intercept, respectively. The calculated
value of D is 6.3 £ 0.6 nm, and the negative slope of the plot gives the value e = — 0.002 + 0.001.
Negative values of € (—9.86 x 107*) were previously reported by Choudhary et al. [33] for CoCr.O,
nanoparticles. In the present case, adding Ce®* is found to increase the strain. The occurrence of micro-
strain also manifests a large surface-to-volume ratio and crystal field stabilization energy (CFSE) for
the synthesized nanoparticles [33]. Nanoparticles which possess higher surface to volume ratio have a
direct relationship between the average crystallite size and induced micro-strain [33]. The negative value
of the strain is an indicative of compressive strain in the crystallites and nanoparticles [34]. Thus, it can
be affirmed that 600 °C is sufficient for the particles' phase formation.

In order to obtain the particle size and determine the crystallinity of the particles, transmission
electron microscopy (TEM) with selected area diffraction (SAED) and high-resolution electron
microscopy (HREM) were used. Figure 2 (a) shows the TEM image of the nanoparticles. The particles
are well dispersed but non-uniform in size, with sizes ranging between 5 nm to 45 nm. In Figure 3 (a)
the particle size histogram is given, together with a log-normal fit [35]. The average particle size was
obtained from the TEM images at various locations and is found to be 8.4 £ 0.5 nm. The average particle
size corroborates the particle size obtained from the XRD results.
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Figure 1. (a) Rietveld refinement of the XRD pattern of Co(Cro95Ce0.05)204 nanoparticles, where the
black symbols are the measured data and red the Rietveld refined fit. (b) Williamson-Hall (W-H) plot
for the sample.
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Table 1. Position coordinates obtained from the Rietveld refinement (a = b = ¢ = 8.32127 (A), a = =
y =90, WR = 2.38 %, y* = 1.12 and GOF = 1.06)

x-coordinate (A) y- coordinate (A) z- coordinate (A)
Co 0.12500 0.12500 0.12500
Cr 0.50000 0.50000 0.50000
O 0.25176 0.25176 0.25176
Ce 0.50000 0.50000 0.50000

Distinct spots are observed in the SAED image, shown as an inset to Figure 2 (a), taken from particles
in the image of Figure 2 (a), confirming the crystallinity of the particles. HREM image given in Figure
2 (b) clearly shows the lattice fringes and bi-pyramidal shape. The lattice fringes are labeled as (111)
planes of the cubic lattice (see Figure 2 (b)), which agrees with the crystallite size. The presence of
elements, especially the rare-earth Ce®*, was confirmed by energy-dispersive x-ray spectroscopy (EDS),
as shown in Figure 3 (b). The peaks related to Cu and C arise from the carbon-coated Cu-grid used for
the imaging.

To explore the magnetic transitions, magnetization (zero field cooled (Mzrc) and field cooled (Mgc))
as a function of temperature was measured using an encapsulated sample with a probing field of 0.01 T;
results are shown in Figure 4 (a). The irreversible temperature where Mzec and Mgc bifurcate, was found
to be at 102 + 2 K. The overall temperature behaviour of the Ce doped sample resembles that of CoCr,0.
[30]. A minimum in magnetization at T = 15 + 2 K in Mgc can be attributed to the T, in the case of
CoCr;0.. The feature related to spiral ordering which is observed at 26 K [3, 7] in CoCr20a, is not
observed in the present case. Zakutn et al. [13] found a critical size equal to 4.4 (1) nm above which
spin-spiral can exist. A minimum spin-spiral period that can be accommodated in the nanoparticle of
the size of 6.4 (1) nm has been reported by the same author [13]. In the present case, even though the
particle size is above the critical size value, the absence of spiral ordering suggests the possible role of
Ce®* addition. W-H results already indicated a larger value of ¢ in the present case compared to the

Figure 2. (@) TEM image of Co(Cro.s5Ceo.05)204 nanoparticles (inset shows the SAED pattern) and (b)
HR-TEM image of Co(Cro.95Ceo.05).04 nanoparticles showing lattice fringes related to (111).
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Figure 3. (a) Particle size histogram for Co(Cro.g5Ceo.05)204 nanoparticles resulted from TEM imaging
and (b) EDS results for Co(Cro.95Ce0.05)204 nanoparticles.

CoCr,04 nanoparticles [33]. The disappearance of Ts was also noticed in epitaxial CoCr,04 thin films,
where the role of strain was significant [15]. In CoCr20. polycrystalline samples, applying external
hydrostatic pressure up to 10 kbar using silicon oil as the pressure medium could only shift the Ts at a
rate of about 0.1 K per kbar to high temperatures as a consequence of geometric frustration [36]. Hence,
in the present case, the role of chemical pressure, created by doping an element chemically during the
crystal formation, is found to be more dominant in alternating magnetic transitions.

Figure 4 (b) shows dM/dT plotted as function of temperature. The plot yields a minimum at 86.6
0.3 K indicating the Tc (Figure 4 (b)). On the other hand, using the “knee-point method” as used earlier
[17], the value of Tc is estimated to be 92.5 + 0.5 (Figure 4 (c)). However, previous studies hinted that
various methods to obtain Tc might be misleading, as in both methods, an external magnetic field was
applied [31]. So far, the best method to find Tc is by neutron diffraction method, which is measured
without any external magnetic field [31] that can be done in the future. Further, to understand deeper
the AM = |Mgp, — Mg | as a function of temperature has been plotted in Figure 4 (d). This clearly
shows the double slope of the difference in the magnetization curve just below the Curie temperature.
This type of double slope feature in AM as a function of temperature was not observed in the case of Ni
substituted CoCr.04 [31]. It is important to note that rare-earth Ce metal has a magnetic ordering below
12.5 K along with a magnetic moment of 2.4 ug [37]. The absence of any transition around that
temperature indicates the absence of Ce in metallic form in the present nanoparticles.

The magnetization as a function of magnetic field (M (uoH)) at constant temperature was performed
at 3K, 50 K, 75 K, 85 K, 95 K and 150 K. Figure 5 (a) shows the hysteresis loop measured at 3 K. The
hysteresis loop reveals two observable kinks at field uoH = + 2.3 T. Figure 5 (b) shows the hysteresis
loops measured at 50 K, 75 K and 85 K. The coercivity significantly decreased compared to the
hysteresis loop measured at 3 K. The hysteresis loop suggests the presence of uncompensated spins at
the surface that behave like a paramagnet giving rise to a linear increase in magnetization once the loop
closes with increasing the applied field [11]. Figure 5 (c) shows the hysteresis loop measured at 95 K
and 150 K. Persistence of hysteresis up to 95 K suggests the T value to be higher than that, contrary to
the observed Tc obtained by the “knee-point method”.
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Figure 4. (a) Temperature-dependent magnetization measured with ZFC and FC protocols for
Co(Cro.95Ce0.05)204 nanoparticles, (b) First order derivative of the ZFC magnetization data as function
of temperature for Co(Cro.95Ce.05)204 nanoparticles, (c) Estimation of Tc using knee-point method and
(d) AM = |Mg, — My | values as function of temperature for Co(Cro.esCeo.05).04 nanoparticles.

However, at 150 K, the magnetization traces a linear curve indicative of paramagnetic nature, which
is in accordance with the M-T results. In Figure 5 (d), the hysteresis loops are shown for measurements
done at 50 K, 75 K and 85 K. The hysteresis loops appeared to be opened up above and below the zero
applied field regime. The feature is most distinct for the loop measured at 75 K and 85 K (see Figure 5
(d)). Similar constricted loops were obtained in Ni substituted CoCr,O.s nanoparticles [18]. The
appearance of the constricted hysteresis loop can be attributed to the various exchange interaction among
the magnetic cations at different atomic sites [18]. Upon careful observation of the virgin curve (see
Figure 5 (d)), an increase in magnetization with an applied magnetic field shows that the magnetization
increases going from 50 K to 75 K and then reduces in the case of 85 K. Such anomalous behaviour can
be linked to the temperature dependent magnetization as reflected in Figure 5 (a). Locating the
magnetization values at 50 K, 75 K and 85 K in the Mzrc plot can explain the abnormal increases and
then decrease in magnetization in the hysteresis loops measured from 50 K to 85 K.
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Figure 5. Magnetic field dependent magnetization measurement, M(uyH), for Co(Cro.95Ce€0.05)204
nanoparticles at (a) 3 K, (b) 50 K, 75 K and 85 K, (c¢) 95 K and 150 K, (d) Zoomed view around zero
field regime for 50 K, 75 K and 85 K.

The fundamental magnetic parameters such as saturation magnetization (Ms), remanence (M;) and
coercivity (uoHc) obtained from the hysteresis loops are tabulated in Table 2. The squareness of the
hysteresis loops can be estimated by the parameter M/Ms, which is also tabulated in Table 2. The
obtained ratios are less than 0.5 (except for 3 K) indicating magnetic multi-domains [38].

Table 2. Magnetic parameters obtained from temperature dependent hysteresis loops.

Temperature K M;s (us/f.u.) My (us/f.u.) HoH:(T) Squareness
(M/Ms)

3 0.31 0.57 1.038 1.84

50 0.30 0.05 0.995 0.17

75 0.31 0.03 0.017 0.10

85 0.29 0.02 0.015 0.07

95 0.26 0.004 0.030 0.015

SA Institute of Physics

Proceedings of SAIP 2022



Division A: Physics of Condensed Matter and Materials 95/700

4. Conclusion

Co(Cro.95Ce0.05)204 nanoparticles were synthesized by a cost-effective sol-gel technique. The phase
formation was achieved by calcining the powder samples at 600 °C. XRD confirms the phase purity,
and the average crystallite was determined to be 6.3 = 0.6 nm. Careful analysis of the TEM results
indicated a non-uniform distribution of particles with a mean particle size of 8.4 £ 0.5 nm, obtained from
the log-normal distribution of many bi-pyramidal particles. Mzrc (T) and Megc (T) measurements at low
temperatures showed significant irreversibility and disappearance of spiral ordering, which is
characteristic of the CoCr,O4 phase. The low temperature hysteresis loops measured 50, 75 and 85 K
showed the anomalous constricted nature around zero applied fields. Retention of the hysteretic
behaviour up to 95 K clearly indicates the value of Tc beyond this value. The present work shows the
potential impact of rare-earth Ce®" ion substitution at the B site that can alter the exchange interaction in
such a way that causes suppression of the spin modulation.
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Abstract. Many renewable energy technologies are underperforming due to lack of optimal
energy collection and storage. Renewable energy generation is not available all the time, it
happens when the wind blows or the sun shines, storage is an essential part. Alongside, lithium-
ion (L) batteries are dominating the market as storage devices with recent advances towards the
electric vehicles and renewable energy storage. Exploiting high capacity anode materials is one
of the most effective ways to construct high energy density LI batteries. Energy, power, charge-
discharge rate, cost, cycle life, safety and environmental impact are some of the parameters that
need to be considered in adopting optimal LI batteries. As the recent development of batteries is
mostly towards solid state batteries, small and high energy density materials are required.
Graphene quantum dots (GQDs) have broad prospects in energy storage and conversion. First
principle calculations are used to analyze optical properties of GQDs. The UV-vis spectra shows
the maximum absorption peak at 750 nm within the edge of the visible region of the solar
spectrum, thus favorable for renewable energy storage. Computational analyses strongly suggest
the future development trend of GQDs research and its opportunities in energy storage devices.

1. Introduction

Lithium-ion (LI) batteries are one of the most used energy storage devices in many electronics to date.
From small electronics, cellphones, laptops and toys to bigger machines such as electric vehicles, LI
batteries play a huge role in making this machines work. LI batteries are also entering the renewable
energy storage space with more pressure on the reduction of fossil fuel based energy production. This
will help many countries reduce the cost of energy and can supply energy to everyone by harnessing
clean natural energy from wind and solar. Renewable energy sources such as wind and solar are
frequently fluctuating due to the ever-changing atmospheric conditions resulting in insufficient wind or
sunshine. LI batteries have the potential to be fully utilized in various applications such as electric
vehicles, renewable energy storage and electronics due to their countless advantages such as, longer life,
high charge discharge rate, light weight, temperature tolerant, higher voltage and high power and energy
density [1]. Currently used lithium-ion batteries contain mostly graphite as anode material.

The more reliable LI batteries still need more attention of the electrodes, in particular the graphite
anode, some of whose downside experiences are, lower purity and more side reactions, instability of the
layered structure, which can easily collapse after a long charging and high irreversible loss due to large
surface areas, which consume available lithium ions and therefore reduce the battery energy density. LI
batteries are considered because they have high energy density (120 - 150 Wh/kgcen), long cyclic stability
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which is beneficial for most portable electronics including mobile phones and laptop computers, rapid
response and relatively low self-discharge rate [2]. Lithium is also the lightest of all metals as indicated
by its position on the periodic table and the most electropositive element which is a measure of how
easily it can produce energy.

Graphite is one of the most used materials for the manufacturing of electronics useable for their low
electrical resistivity, low thermal expansion and thermal conductivity and resistant to thermal shock [3].
A relatively new carbon-based material, graphene quantum dots (GQDs) has many advantages due to
its unique properties that arise from their nanoscale small size [4]. GQDs emerged as novel materials in
the recent decade, and have demonstrated superiority in numerous privileged properties. GQDs are
considered superior due to facile preparation methodologies, low toxicity, high luminescent properties
and high photo-stability against photobleaching and blinking, which have attracted substantial attention
[5]. Several studies have evaluated different material for the anode material and yet graphite still gives
a better performing energy storage device. The major anode materials used are graphite, nanostructured
carbonaceous materials, metal oxides, metal nitrides, metal sulphides, metal phosphide, silicon,
germanium, tin, phosphorous antimony, indium etc. [6]. Recent advancements in LI batteries include
the solid-state batteries, which promotes the development of small and efficient storage devices.

Desired properties of anode material include porosity of the material, excellent conductivity, voltage
match with coupled cathode material, high durability and it must be clean from impurities. Its constituent
materials must be cheap and easily available. It must be light in weight and have very low current
densities.

The working principle of LI batteries is shown in figure 1, the anode material used is graphite. It
operates on the principle of Faradaic reactions in the bulk of the active material. The positive electrode
receives electrons from the external circuit. The cathode stores Lithium and releases lithium ions when
the battery is charging. A corresponding anode material is required to house the LI and electron pairs
during the charging process. The electrolyte is a liquid that acts as a transporter of LI. The porous
separator allows for LI to flow freely from the anode to the cathode and vice versa. The anode stores
lithium and releases lithium-ions when the battery is discharging [7]. The negative electrode receives
electrons from the external circuit during charging of the battery from the positive current collector. In
this study, we use computational methods to analyze GQDs for application in renewable energy storage
devices particularly the LI batteries. A semi-empirical molecular orbital package known as VAMP was
used to carry out the calculations.

© - 1

Separator

Anode Electrolyte Cathode
(graphite) (LiCo0;)
o

Figure 1. Working principle of LI batteries [8]. The Figure 2. Chemical structure of GQDs
anode material used is graphite. obtained from PubChem database.
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2. Computational methodology

GQDs are considered among the recent research interest in carbon based nanomaterials. Very few
studies have been done with most being done experimentally [3]. Computational calculations are done
using VAMP, a semi-empirical molecular orbital program that has been optimized to be highly
numerically stable and fast. It contains many enhancements in comparison with normal geometry
optimization methods so that it even optimizes problematic systems successfully. Other features of
VAMP are transition state optimization, solvent models, and the calculation of many electronic
properties. VAMP is used to determine the UV-vis spectrum and the HOMO (highest occupied
molecular orbital) and LUMO (lowest unoccupied molecular orbital) energy orbitals of GQDs.

Since the chemical structure of GQDs is non-periodic, we had to use another computational package
that accommodates calculation of density of states (DOS) and partial density of states (PDOS). The DOS
and PDOS are determined by the density functional tight binding module (DFTB+) of material studio
simulation package. DFTB+ is a semi-empirical tight binding method based on a two-centered approach
to density functional theory (DFT), it uses approximations for large and complex structures to make
calculations faster [9].

3. Results and discussion

3.1. Density of states

The density of states is determined by using a unique function, DFTB+ as implemented in the material
studio package. Figure 3 shows the contribution of atoms of the GQDs in the Fermi region, the highest
occupied and semi occupied orbitals are shown. The dominant states as expected come from the
contribution of carbon atoms denoted by the 2p orbital. The highest peak is located at -4 eV of energy
followed by a shoulder peak at -3.24 eV and 0 eV. The O-H groups take a small portion with oxygen
having the highest peak at -3 eV, which is 17.5 electrons/eV less than the maximum peak of carbon
atoms. Between energy regions of -2 to 9 eV, no contributions from hydrogen are observed. The Fermi
region is therefore dominated with carbon atoms. The dominant carbon based peak at the centre of the
DOS spectrum was also observed by Ortega et.al and their study suggested that just like graphene, the
DOS vanishes at Fermi level [10]. This is observed through the contribution of the states from the
hydrogen atom. The oxygen based states also exhibit this behaviour in the conduction band region, with
very small peaks rising very close to the Fermi region.

30+

25

20 4

Density of States (electrons /eV)

Energy (eV)

Figure 3. Density of states for GQDs calculated from
material studios DFTB+ Energy module.

3.2. UV-vis spectrum
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Figure 4 shows the UV-vis spectrum of GQDs. The UV-vis clearly shows the optical and electronic
response of the material with longer wavelengths indicating less energy than shorter wavelengths. The
absorption peak is located at 750 nm which lies at the edge of the visible spectrum hence motivating
further investigation of the material. There are very few computational works to compare with this study
but a very reasonable number of experimental works such as calculation of electronic absorption spectra
by Timofeeva et.al [11]. In the study by Changzang et.al, there are no peaks observed on the spectrum
in the visible region with the highest located at 200 nm, however, the photoluminescence give rise to
peaks within the visible region of the solar spectrum [12]. Jauja-Ccana et.al/, in their molecular dynamics
study observes absorption band between 200 and 250 nm caused by electronic transition of the C=C
bonds and between 300 and 400 nm corresponding to the electronic transition related to the C=0 bonds
[13]. These electronic transitions are characteristic of a graphemic materials. The isodensity surfaces of
the quantum dot suggests a good absorbing material applicable to battery anode materials. Many studies
of GQDs for applications in various fields are recent and thus lack conclusive findings and
methodologies as studies are still carried out in this material.
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Figure 4. UV-vis spectrum of GQDs.

3.3. HOMO and LUMO energy orbitals

To analyse the stability of GQDs, molecular orbitals are determined. Figure 5 and 6 shows the HOMO
and LUMO energy levels respectively. The HOMO and LUMO densities clearly shows the strength and
stability of the material, with clusters of orbitals appearing on the top part and very few around the
center. One key component of LI batteries improvement is the stability of its internal components.
Clusters of orbitals appear to be attached to the carbon atoms, signaling very strong possibities of
containing only one type of atoms thus further studies can lead to GQDs that are clean from impurities.
The HOMO eigenvalue is -7.349 eV while we have energy of -4.641 eV for the LUMO. In determining
the HOMO and LUMO energy states of single layered quantum dots (SLGQDs), Bayat et.al obtained -
7.15 eV and -4.25 eV for the HOMO and LUMO orbitals respectively [14]. The difference between the
HOMO and LUMO gives an energy gap of 2.708 eV suggesting properties of semiconductor that can
be tuneable to enhance its optical and electronic properties.
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Figure 5. HOMO energy levels. Figure 6. LUMO energy levels.

4. Conclusion

The result shows strong probability of graphene quantum dots to be applied in storage devices. The
results generally show good optical, excitation and spectral properties. GQDs have broad prospects in
energy storage and conversion. First principle calculations are used to analyze optical properties of
GQDs. The UV-vis spectra shows the maximum absorption peak at 750 nm within the edge of the visible
region of the solar spectrum with one visible peak in the visible region at 575 nm, thus favorable for
renewable energy storage. The HOMO and LUMO energy levels suggests an energy gap of 2.98 eV and
hints at the stability of the structure with properties that can be tuneable to obtain GQDs that are clean
form impurities. The density of states shows the possibilities of obtaining a pure GQDs structure through
proper methods. The highest states around the Fermi region are due to the dominant carbon atoms in the
structure. For GQDs to be applicable in LI batteries, one needs to consider a wide range of properties
some not presented in this paper. Our results show the existence of tuneable properties to improve optical
response of GQDs through the UV-vis spectrum in conjunction with the HOMO and LUMO orbitals,
the DOS informs on the stability of the material. Computational analyses strongly suggest the future
development trend of GQDs research and its opportunities in energy storage devices. This is due to
GQDs satistying several desired characteristics for anode materials.
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Abstract. This study focuses on the magnetic properties of Zn;—CoxO, with x = 0.01, 0.03, and
Zno.96C00.01Cro.030, synthesized by solution combustion method. X-ray diffraction (XRD)
revealed all the samples are in a hexagonal wurtzite structure. Rietveld refinement gives lattice
parameters, a = b = 3.246 A, and ¢ = 5.201 A, for ZnpssC000:0; matching standard data
(PDF#36-1451), and marginally increased in ZnggsC00.01Cro030. The particle size determined
using transmission electron microscope images was found to be 39 + 1, and 42 £ 2 nm for
Zn1xCoxO (x = 0.01, 0.03), respectively, and 14 + 2 nm for ZngC00.01Cro.030. Diffuse
reflectance spectra show the absorption bands in all the samples at 569 nm (*4,(F) —=*4,(G)),
610 nm (*4,(F) -T,(P)) and 660 nm (*A,(F) —2E(G)) are transitions of Co?* ions replacing
Zn?* sites. In Co-Cr doped ZnO, the absorption bands at 584 nm (*A,,(F) —*T,4(F)) and 715
nm (*A,4(F) —=2E4(G)) reflects the transition of Cr3* ions in the lattice. Band-gap values found
are 3.306 £ 0.003, and 3.289 + 0.004 eV for Zn;«CoxO (x = 0.01, 0.03, respectively) and
3.285 £ 0.003 eV for ZnpgsC00.01Croo30. Magnetic measurements was carried out using a
vibrating sample magnetometer. The ZnggsC00.01Cro0sO and Zngg7Coo0sO samples show
hysteretic behaviour in magnetization as function of applied field measurements, signifying RT
ferromagnetism (FM). Cobalt-doped ZnO shows diamagnetism for x = 0.01, while RTFM is seen
for the x = 0.03 sample. The observed RTFM are explained based on bound magnetic polaron
(BMP) mechanism. The number of BMPs created in Znog7C00.030 was found to be 2.5x10%
cm3. It is suggested that the exchange interaction of Co?* and/or Cr®* dopants mediated BMPs
is ordering RTFM.

1. Introduction

Transition metal (TM) doped and co-doped ZnO nanoparticles have been attracting the attention of the
scientific community for a few decades due to their promising magnetic properties at above room
temperature and applications in spintronics [1,2]. Literature reports state the transition metal [TM: Fe,
Mn, Ni, Co, Cr] doped ZnO showed ferromagnetism (FM) behaviour at room temperature, due to the
presence intrinsic defects [3,4] or impurity phases [5,6] or ferromagnetic precipitates [7]. In particular,
the Zn;_xCo,0 with x < 0.05, nanoparticles exhibit a paramagnetic behaviour due to the lack of magnetic
couplings [8,9]. Some reports showed weak room temperature ferromagnetism (RTFM) with the co-
existence of superparamagnetic or paramagnetic behaviour for Zn;_«CoxO powder [5,6], this also
depends on the synthesis method [4,6,10]. On other hand, the co-doping of the Zn;«CoxO system with
TM ions exhibits not only the enhancement of RTFM, but carrier-mediated magnetism can also be
achieved through its suitable co-doping, as is reported for ZnO co-doped with the combination of Fe-
Co [11], Cr-Co [12,13], Mn-Co [14], Cu-Co [15] and Al-Co [16] ions . TM ions co-doping play a key
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role in altering the magnetic properties, from paramagnetic to antiferromagnetic or ferromagnetic
behaviour at RT for Zn;xCoxO system. However, the structure and magnetic properties of Cr-Co co-
doped ZnO have been probed to a lesser extend. For this reason in this contribution explores the
structure, optical and magnetic properties of Cr-Co co-doped ZnO samples synthesized by solution
combustion method. In this work, the structure and morphology of the as-synthesized samples were
examined using x-ray diffraction (XRD) and transmission electron microscopy (TEM). The optical and
magnetic properties were probed using diffuse reflectance spectroscopy (DRS) and vibrating sample
magnetometer (VSM), respectively. The role of Cr co-doping in Zn;«Co,O to in initiating RTFM
ordering and its effect on the optical properties are discussed.

2. Experimental details

Zn1xCox0, with x = 0.01 and 0.03, and Zno.96C00.01Cro.0s0 samples were synthesized using the solution
combustion method [17]. Sigma-Aldrich products of Zn(NOs),-6H.0 (98%c), NH.CH,COOH (99%),
Co(NOs3),.6H,0 and Cr(NOs)s-9H.0 (99%) were used as initial materials. In a typical experiment,
oxidizer to fuel ratio is unity. The stoichiometric amount of nitrates were dissolved in 30 ml double
distilled water. The mixture was stirred, using a magnetic stirrer, until it became transparent. The
solution is then placed into a pre-heated (at 350 + 10 °C) muffle furnace. Initially, the solution boils,
then ignites and burns. The product was ground into a fine powder using an agate mortar and pestle. The
as-prepared samples were initially characterized using the x-ray diffraction technique to test the phase
purity using a Phillips PAN analytical X-pert Pro x-ray diffractometer (Cu—Ka with 4 = 1.54056 A). The
particle size of the samples was estimated using transmission electron microscope (TEM) micrographs
(Model: JEM-2100). The diffuse reflectance spectra (DRS) were recorded using an optical fiber
spectrometer in the wavelength range of 250 to 750 nm. Typical information about the instrument was
reported elsewhere [18]. The magnetization versus magnetic field measurements was carried out at room
temperature using 14 T Cryogenic Physical Properties Measurement System with a vibrating sample
magnetometer (VSM) insert.

3. Results and discussion

Figure 1 shows Rietveld refinement of x-ray diffraction (XRD) patterns of as-prepared ZnggsC00.010,
ZNo.97C00.030 and Znp.96C00.01Cro.030 samples. It is observed that all the samples are polycrystalline and
all diffraction peaks belong to a hexagonal wurtzite structure of ZnO with space group P63mc (PDF#36-
1451). There are no secondary phases (no peaks corresponding to C0,03, C0304, or ZnCrO4 phase)
observed in the samples. The peak shift in (26) position is indiscernible, due to the tetrahedral
coordinated Co?* (0.58 A) and Cr®* (0.61 A) replaced Zn?* (0.60A) sites [19-21]. Further, it is observed
that full width half maximum (FWHM) of (100), (002) and (101) peaks slightly decreased in
Zno97C00030 and enhanced in ZnpgsC0001Cro0sO when compared with ZnogeCo00:O sample. This
implies that the crystallize size increases with the increase of Co content and decreased for Cr co-doped
sample. XRD results confirm that a lower concentration of Co doping, as well as co-doping of Co and
Cr ions, successfully substituted into the Zn site without modifying the ZnO structure. The FWHM of
the peaks (,,,) and interplanar spacing (dy;), where (h, k, 1) refer to the Miller indices of the relavent
plane, obtained from the Rietveld refinement analysis were used to determine the crystallite size (D) and
strain (&) using the size-strain plot (SSP) method [22,23]. The SSP equation [22,23] can be expressed as

dhklﬁhkl COSH)Z _ M dﬁklﬁhkl cos £ 2
( A D 22 + (zx) '
Here k is the Scherrer constant (taken as 0.9, particles are nearly spherical) and % is the wavelength of

2 . d? 6 -
x-ray. The plots of (dh’dﬂ%ww) as a function of (W) are shown in figure 2. The D and swere
determined from slope and intercept of the linear fit of the plot, respectively. Further, the crystallite size
(D) and strain (&) were calculated using refinement parameters obtained from GSAS using the relation

[24] D = 18000k and £ = —2—1 , respectively. Here L, and L,, are GSAS fits of crystallite and strain
Al 18000 Y y
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broadening with Lorentzian profile term, respectively. Unit cell parameters, such as lattice parameters
and cell volume, were obtained from Rietveld refinement of XRD using the GSAS 1l software program
[25]. The calculated structural and fitted parameters are tabulated in Table 1. There is a slight difference
in crystallite size and lattice strain values calculated from the SSP and GSAS methods, as peaks with
lower intensities are not considered for calculation in SSP method. The value of chi-square
(#* <1.4), indicates good profile fitting between theoretical and experimental data. The average
crystallite size increased for slightly increased in Zno.y7C000:0 when compared with Zngg9C00.0:0
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sample and it decreased in comparison for the Co—Cr co-doped ZnO.
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Figure 1. Rietveld refinement of XRD patterns of
(a) Zno,99C00.01O, (b) Zno.97C00,o3O and (C)
Zno96C0001Croo3O analyzed using GSAS I
program. The black open circle represent the
experimental XRD data compared with the
calculated profile (red line), the small purple
vertical lines below the curve are the expected
Bragg positions of wurtzite structure of ZnO and
the residual of the refinement shown as blue solid
line.

The lattice parameters a, and c, and cell volume are slightly enhanced in Znog7C00030 and
Zno.96C00.01Cro.030 samples, as compared to Zno.99C00.0:0. The changes in lattice parameters and cell
volume are attributed to lattice distortion and defects created around dopant sites due to the differences
in the ionic radii of the various cations (Zn, Co and Cr) [11,26]. The ratio of lattice parameters c/a was
found to be 1.6021 + 0.0001 for all the samples. This obtained value is smaller than that of the
stoichiometric wurtzite ZnO (1.633) and this is attributed to the presence of oxygen vacancies and other
defects [11].

TEM micrographs of Zng.99C00.010, ZNo.97C00.030 and Zng.96C00.01Cro.030 are shown in Figure 3 (a) to
(c), respectively. It is observed that the particles are nearly spherical, but non-uniform in size.
Furthermore, the co-doping of Cr strongly influences the particle size and the particles agglomeration
(see Figure 3(c)). The particle distribution of the samples is shown in Figure 3 (d) to (f), and the size
distribution bar graphs are well fitted with log-normal function. The average particle size is found to be
39+ 1nm, 42 + 2 nm 14 + 2 nm for Zno.99C00.010, ZN0.97C00.030 and Zng.g6C00.01Cro.030, respectively.

2 2;
(d B, COSO/L)

Figure 2. Plot of (dhklﬂhklcose//l)z as function
of (dZ1f,,c050/2%) for (a) ZNnaseCoo0iO, (b)
Zno.97C00,030 and (€) Zno.96C00.01Cro.030 samples.

SA Institute of Physics

Proceedings of SAIP 2022



106

Impact of Cr substitution on magnetic properties of cobalt-doped ZnO ...

R, R, ONN ik S - W
g o u q
| n | 1 . N
R e}

o
n

Number of particles

° «

2

30 50
Particle size (nm)

60

W)

25 30 35 40 45 50 55 60
Particle size (nm)

0-
0

5 10 15 20 25 30
Particle size (nm)

Figure 3. TEM images of (a) Zno.99C00.010, (b) ZNo.97C00.030 and () Zno.96C00.01Cro.0s0 samples and
their corresponding particle size distribution of the samples are shown figure 3 (d) to (f), respectively.

Table 1. Structural parameters of Zno.99C00.010, ZNo.97C00.030 and Zno.96C00.01Cro.030 samples estimated
from Rietveld refinement of XRD using GSAS Il program. The fitted parameters chi-square (y?),
Weighted Profile (Rwp) and scale F factor (Rg) are given in Table 1.

Refined parameters ZN0.99C00.0:0 ZN0.97C00.030 ZN0.96C00.01Cro.030
g;ﬁtg'é';e;'eztiézm) 31+1 40+ 1 1241

and GSAS 34+1 42+ 1 12+1
Strain (%) from SSP 0.27 £ 0.02 0.57+ 0.02 0.70+ 0.03
GSAS 0.20 + 0.02 0.24 + 0.02 0.34 +0.02
Particle size from

TEM () 39+1 4242 1442
Lattice parameters a=b=232438 3.2445 3.2492

(A) (Error:+0.0001) c=5.1969 5.1968 5.2057

Cell volume (A3) 47.359 £ 0.002 47.379 £ 0.002 47.596 = 0.003

x> 1.12 151 1.48

Rup (%) 4.01 4.46 453

R (%) 3.14 5.28 4.06
Band-gap (eV) 3.308 + 0.002 3.283 + 0.002 3.287 +0.003

Zn (x,y,2) (0.333, 0.666, —0.006)  (0.333, 0.666, —0.009) _ (0.333, 0.666, —0.005)
0 (x,y,2) (0.333,0.666, 0.379)  (0.333,0.666, 0.364)  (0.333, 0.666, 1.334)
Co (x,y,2) (0.333,0.666, 0.081)  (0.333, 0.660, ~0.012)  (0.333, 0.666, 0.398)
Cr(x,y,2) -- -- 0.333, 0.660, 0.341)

The DRS spectra of Zno.99C00.010, ZNg.97C00.030 and Zno.9sC00.01Cro.030 samples are shown in Figure
4 (a). Three sub band-gap absorption peaks are observed in all the samples at 569 nm (“4, (F) -*4,(%)),
610 nm (*A,(F) —*T,(P)) and 660 nm (*A,(F) —2E(()) are transitions of Co ions with a tetrahedral
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crystal field in the +2 state and replacing Zn?* sites [27—29]. Furthermore, the weak sub band-gap
absorption peaks that have appeared at 584 nm (“A,g(F) —*T,g(F)) and 715 nm (*A,4(F) —%Eg(G))
are the transitions of Cr3* ions [28,30] in the host ZnO lattice. The cobalt environment remains the same
in both Co doped and Co-Cr co-doped ZnO samples. To determine the band-gap of the samples, the

obtained diffuse reflectance spectra were converted to Kubelka—Munk function [31] using the

Y
relation: F(R) = % = g where R is the reflectance, k is the absorption co-efficient and s is the

scattering co-efficient. Here, F (R) is proportional to absorption co-efficient, thus « in the Tauc equation

1
[31] [ahv= C(hv— E4)2] can be replaced with F(R). For direct allowed transition [31], the Tauc
relation becomes; [hvF(R)]* = A(hv— E,)]*. The plots of [F(R)hV]? against the hv for the various
samples are shown in inset Figure 4(b) and the band-gap values of the samples were obtained by
extrapolating from the linear region of [F(R)h1]? to zero. The calculated band-gap values are presented
in Table 1, showing that the band-gap values decreased in both Zng¢7C00.030 and Zno.96C00.01Cro.030
samples, as compared to Zno.99C00.010. The band-gap narrowing observed in the samples is due to the

strong sp—d spin exchange interaction between the ZnO band electrons and localized d electrons of the
Co and/ or Cr ions substituting for Zn?* ions [23].
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Figure 4. (a) DRS spectra of (i) Zno.99C00.010, (ii) ZNo.97C00.030 and (iii) Zng.96C00.01Cro.030 samples and

the corresponding plots of [F(R)hv]? as function of (hv) are shown in Figure 4 (b), referred to as (iv),
(v) and (vi), respectively.

Our results confirm the tetrahedrally coordinated Co?* ions replaced Zn?" sites, the exchange interactions
between the ZnO band electrons and localized d electrons of Co?* ions are stronger than the interactions
between the d electrons of the Crions [28]. Hence, the band-gap of Zno.96C00.01Cro.030 is slightly higher
than Zno.97C00.030 sample.

The magnetic behaviour of the as-synthesized samples was measured at room temperature. The
magnetization as function of applied magnetic field curves, M(uoH), of the Zng.99C00.010, ZNo.97C00.030
and Zno.9sC00.01Cro.030 are shown in Figure 5 (a) to (c), respectively. It is observed that the Zng ¢7C00.0s0
and Zno.96C00.01Cro.030 samples show ferromagnetic behaviour that is superimposed on the diamagnetic
background. Therefore, the diamagnetic contribution was subtracted using relation [3];
M. = Mt — y4H, where M, is the corrected magnetization after removing the additional magnetic
component, My is the total magnetization, y, = dM/dH is the diamagnetic susceptibility and H is

applied field. According to the literature, the M(uoH) curve of ZnpgsCo0o.0:0 measured at 300 K are
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expected to show paramagnetic behaviour [3,32], however, it appears like antiferromagnetic that
superimposed by diamagnetic background. Shi et al. [9] reported Co doped ZnO exhibits paramagnetism
at lower Co concentration because of a lack of oxygen vacancies. El-Hilo and Hao et al. [3,32] reported
that post-annealing of the Co doped ZnO samples under different atmospheric conditions (such as for
example: O, Ar, and H,) altered magnetic properties from paramagnetic to ferromagnetic or
antiferromagnetic behaviour [3,32].
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Figure 5. Magnetization as function of magnetic field of (a) Zno.99C00.010, (b) Zne.97C00.030 and (c)
ZN0.96C00.01Cro.030 samples measured at room temperature. (d) The symbol represent experimental data
of M(poH) curve of Zngg7C00.030 and red line the fits to the experimental data using the BMP model.

The Zno.97C00.030 shows a hysteresis curve with the coercive field (Hc) of 3.5 £ 0.2 mT, indicating
ferromagnetism at 300 K. The saturation magnetization (M,) is 1715 + 5 emu.mol~. Some of the reports
show the existence of RTFM in Co doped ZnO, which is attributed to the super-exchange interaction of
Co?* ions [10], presence of defects [3,4,23,33,34] and Co cluster of secondary phase [5,6]. In the present
work, the existence of secondary phase is ruled out, thus, the observed RTFM is considered intrinsic.
To understand the intrinsic magnetic ordering, the experimental M(uoH) curve of Zngg7C0o03:0 was
fitted with bound magnetic polaron (BMP) model [35,36], as shown in Figure 5 (d). The number of
BMPs formed in Zno.s7C00.030 was found to be 2.5 x 10'* cm=3, which is less than the threshold (10
cm~) to mediate ferromagnetic ordering. Therefore, direct interaction of BMPs to order the system
ferromagnetically cannot be simply applied here. DRS results confirm that the band-gap decrease with
an increase in the Co dopant concentration, and this is also related to the changes of oxygen
vacancies/defects concentration [11]. The present XRD results also confirm the presence of defects in
the synthesized samples. These results support the BMP model as the coupling interaction of Co?* ions
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within the volume (due to the presence of structural defects occupying a volume) [10] and oxygen
vacancies/defects mediate the exchange coupling between Co?* ions [3,4,8], resulting in the RTFM
ordering in Zngg7C00.030 sample.

The weak RTFM is observed in Zne.¢6C00.01Cro.030, as shown in Figure 4 (c). The H. and M for this
sample are found to be 90 = 1 mT and 116 + 2 emu.mol?, respectively. Here, Cr co-doping plays a
crucial role in mediating the distribution of Co ions in ZnO lattice and decreases the probability of
antiferromagnetic coupling between the neighboring Co?* ions [12,13]. The hybridization between the
Co 3d states with the Cr-ion is induced donor band [12], possible role of the charge transfer from the
donor band to the Co 3d states might be to modify the electrostatic interactions between Co?* ions.
Hence, Cr co-doping altered the magnetic properties from PM to FM behaviour.

4. Conclusions

In summary, the combustion synthesized Zn;«Co.O, with x = 0.01, 0.03, and Zno.9sC00.01Cro.030 samples
were found to be single phase of the wurtzite structure. The structural parameters were investigated
using Rietveld refinement of the XRD results. TEM of the as synthesized powders showed nanoparticles
with sizes 39 + 1, 42 + 2 and 14 + 2 nm for Zno,ggCO(),()lO, Zno,97COo,030 and Zno,95C00,01CI'0,03O,
respectively. The co-doping of Cr ions reduces the particle size and particles are agglomerated. DRS
measurement showed three sub band-gap absorption peaks at 569, 610 and 660 nm are transitions of
Co?* ions. In Cr-Co co-doped sample an additional sub band-gap absorption peak appeared at 715 nm
is the transition of Cr®* ions. The band-gap is decreased with increase of Co concentration and Cr co-
doped ZnO sample. The magnetic measurements of Zng.99C00.0:0 and Zng.¢7C00.030 exhibit PM and FM
behaviour, respectively. The observed FM in Znog:C00.030 is attributed to oxygen vacancies/defects
associated with BMPs. In Zng 96C00.01Cro.030 sample, the Cr ions induce the hybridization between the
Co 3d states and the charge transfer from the donor band to the Co 3d states turns to ferromagnetic
interactions.
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Abstract. Structural, optical and magnetic properties of combustion synthesized
Zno.96Ni0.01Cro030 and Zno.goNio.0sCroosO have been investigated. X-ray diffraction (XRD)
analyses confirm that samples are in the hexagonal wurtzite structure. No impurity peaks were
detected in Zno.gsNio.01Cro030, while a weak secondary spike ZnCr,04 phase (26 = 43°) was
identified in ZnggoNio.0sCro0s0. Lattice parameters, obtained from Rietveld refinement, were
found to be a = b = 3.2535 + 0.0002 A for both the samples, while ¢ = 5.2132 + 0.0003A for
Zno.9sNig01Cro03O decreasing to 5.2129 + 0.0002A for ZnggoNiosCrosO. These values are
comparable with the standard data (PDF#36-1451). The particle size of the as-prepared samples
is 20+ 2 and 22 + 2 nm for ZnggsNio.01Cro.030 and ZnggoNio.05Cros0, respectively. Diffuse
reflectance spectra show a weak absorption band at 657 nm, characteristic of tetrahedral Ni?*
ions in the ZnO lattice. Band-gap values were 3.293 + 0.003 and 3.273 £+ 0.003 eV for
Zno.96Ni0.01Cro.030 and ZnogoNioosCroosO, respectively. Magnetization as a function of field
measurements, M(upoH), were performed at room temperature using a vibrating sample
magnetometer. The Znp.9sNio.01Cro.030 and Znp.9oNio.0sCro.0s0 samples show ferromagnetic (FM)
and antiferromagnetic (AFM) behaviour, respectively. Point defects are the source for the
obtained FM in ZnogsNio.01Cro030. The exchange interaction between Ni%* and Cr3* dopants and
the formation of a ZnCr,O4 phase is responsible for AFM behaviour in ZnggoNio.0sCro.0s0. This
study reveals that the Ni?* and Cr®* ions were successfully substituted into Zn?* sites at lower
concentrations of Cr3* ions. At higher Cr concentrations, some of the Cr ions are in an octahedral
rather than tetrahedral coordination causing the formation of a secondary phase. Interestingly,
in Ni—-Cr doped ZnO, the weak FM behaviour is transformed to AFM behaviour depending on
the Ni and Cr content.

1. Introduction

Zinc oxide (ZnO) based materials have inspired great in the field of memory, detectors, light-emitting
sources and the possibility of usage in next-generation spintronic devices [1,2]. Doping and co-doping
with transition metals (TM) is an effective method to adjust ZnO's energy level surface states, which
can enhance the optical and magnetic properties [1,3,4]. The literature report states doping and co-
doping of Ni, Mn, Cr, and Co-doped ZnO receives much attention. It is investigated extensively for
potential applications in novel memory and optical devices [5,6]. The ionic radius of Ni%* (0.69 A) and
Cr3* (0.63 A) are comparable to that of Zn** ions (0.74 A), and these are easily incorporated into the
wurtzite structure of ZnO. Ni-doped ZnO shows room temperature ferromagnetism at a lower
concentration of Ni ions (< 2%) and paramagnetism above it. Also, Ni-doped ZnO exhibits
ferromagnetic behaviour from 2 to 355 K [1,7]. The Cr metal is antiferromagnetic below 311 K and
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paramagnetic at high temperatures; only CrO; is ferromagnetic with a Curie Temperature of T, = 386 K
[1]. Most of the available literature is focused either on Cr-doped Ni-doped ZnO [7]. There is a lack of
studies of Ni-Cr co-doped ZnO nanoparticles in the literature. The present work focuses on the structure,
optical and magnetic properties of ZnggsNio.01Cro.030 and Zno.soNio.05Cro0s0 synthesized by the solution
combustion method. Structural and morphological studies of the as-synthesized samples were done
using x-ray diffraction (XRD) and transmission electron microscopy (TEM), respectively. The optical
and magnetic measurements are carried out using diffuse reflectance spectroscopy (DRS) and a vibrating
sample magnetometer (VSM).

2. Experimental details

ZNo.96Ni0.01Cro.030 and ZnggoNio.osCroosO samples were synthesized using the solution combustion
process with Zn(NOgz)2-6H.O (98%), NH,CH,COOH (99%), and Ni(NOs)..6H.O (99%) and
Cr(NOs)3-9H,0 (99%) as reactants procured from Sigma-Aldrich company. The procedure adopted
during synthesis were reported elsewhere [8]. The as-synthesized samples were characterized using the
x-ray diffraction technique to test the phase purity using a Phillips PAN analytical X-pert Pro x-ray
diffractometer (Cu-Ka with 1 = 1.54056 A). Particle sizes of the samples were calculated using the
micrographs obtained from a transmission electron microscope (TEM) (Model: JEM—2100). The diffuse
reflectance spectra (DRS) were recorded using a laboratory spectrometer instrument [9]. The magnetic
measurement was carried out using a Cryogenic Physical Properties Measurement System with a
vibrating sample magnetometer (VSM) insert.

3. Results and discussion.

Rietveld refinement of x-ray diffraction (XRD) patterns of as-prepared ZnggeNio.01CroosO and
Zno.90Nio.05Cro.050 are shown in Figure 1. The diffraction peaks observed within the measurement of 260
range 20° to 80° were compared with the standard file (PDF#36-1451). For Zno.gsNio.01Cro.030, all the
peaks correspond to the hexagonal wurtzite structure of ZnO with space group P63mc. However, for the
Zno.9oNio.0sCro.050, a secondary phase peak was observed at 2= 43° which belongs to ZnCr,O4 structure
(PDF#22-1107). The observance of the secondary phase peak indicates that the Ni ions and Cr ions
would not only substitute the Zn place but also exist as interstitial ions or enter into vacancies [10]. The
full-width half maximum of the peaks (4,,,) and interplanar spacing for (h, k, and 1) plane (d;)
obtained from the Rietveld refinement of GSAS Il software program [11] were used to determine the
crystallite size (D) and strain (&) using the size-strain plot (SSP) as given in equation (1) [12,13]:

AP COSN? kA (AhgaByy, €06 £\2
(ance2?)” = B (B 4 (1) @

Where 4 is the wavelength of the x-rays used, and k is the Scherrer constant (taken as 0.9, assuming
2 2

spherical particles). The plot of (dh“ﬂ%wsg) as a function of (d’”"ﬁk#g) is shown in Figure 2. The

crystallite size and strain were determined from the slope and intercept of the linear fit of the plot,

respectively. In addition, the crystallite size and strain calculated using refinement parameters obtained

from GSAS using equation (2) and (3), respectively [14]:

18000kA

b= 7Ly T (2)
and:
£ Tmoooly T )

where L, and L, are GSAS fits of crystallite and strain broadening with Lorentzian profile term,
respectively. Obtained unit cell parameters and fitted parameters are tabulated in Table 1. The value of
chi-square (% < 1.2) indicated a good profile fit between theoretical and experimental data.

SA Institute of Physics Proceedings of SAIP 2022



Figure 1. Rietveld refinement of XRD patterns of
(@) Zno.9sNio.01CroosO and () Zno.eoNio.0sCro.0s0
analyzed using the GSAS Il program. The black
open circle represent the experimental XRD data
compared with the calculated profile (red line), the
small purple vertical lines below the curve are the
expected Bragg positions of the wurtzite structure
of ZnO and the residual of the refinement is shown
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Figure 2. Plot of (dpy; 8, ,,cos6/ 4)* as function of

(d,zlklﬂhklcose//iz) for (a) ZNo.96Ni0.01Cro.030 and
(6) Zno.90Nio.05Cro.0s0 samples.

as a solid blue line.

Table 1. Structural parameters of ZnggsNio.01CroosO and ZnggoNio.osCroosO samples estimated from
Rietveld refinement of XRD using the GSAS Il program. The fitted parameters chi-square (y?),
Weighted Profile (Rwp) and scale F factor (Rg) are given in Table 1.

Refined parameters

Zno.96Ni0.01Cr0.030

Zn0.90Nio.0sCro.0s0

Crystallite size (nm) from

SSP method i; i ; 21(;3 f 22

and GSAS - -

Strain (%) from SSP 0.72 £ 0.02 0.76% 0.02
GSAS 0.68 + 0.02 0.71+ 0.02
Particle size from TEM 20 4 2 2242

(nm)

Lattice parameters (A) a=b=23.2535 3.2536
(Error:+0.0001) c=5.2132 5.2129

Cell volume (A%) 47.792 £ 0.002 47.791 £ 0.004
x> 1.10 1.14

Rwp (%) 4.18 4.25

Rr (%) 6.72 6.25
Band-gap (eV) 3.293 £ 0.002 3.273 £ 0.002

Zn (x,y,z) (0.666, 0.333, 0.354) (0.666, 0.333, 0.355)
O (x,y,2) (0.666, 0.333, 0.666) (0.666, 0.333, 0.666)
Co (x,v,2) (0.666, 0.333, 0.324) (0.666, 0.333, 0.325)
Ni (x,y,2) (0.666, 0.333, 0.427) (0.666, 0.333, 0.426)
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The average crystallite size increased slightly in the lattice parameters a, and c, and cell volume is
somewhat enhanced with an increase of Ni and Cr concentration.The changes in lattice parameters and
cell volume are attributed to lattice distortion and defects created around dopants sites due to the
difference in ionic radii of cations (Zn, Ni and Cr) [15,16]. The ratio of lattice parameters c/a was found
to be 1.6023 + 0.0001 for all the samples. The estimated value is smaller than the stoichiometric wurtzite
Zn0 (1.633) and this is attributed to the presence of oxygen vacancies and other defects [16].

TEM micrographs of ZnggsNio.01Cro.0sO and Zno.goNioosCroesO are shown in Figure 3 (a) and (b),
respectively. It is observed that the particles are nearly spherical but non-uniform in size. Energy
dispersive x-ray spectroscopy (EDX), shown in Figure 3 (c) and (d) results, provides information about
the chemical compositions in the samples, and there are no additional elements in the samples for
ZNo.96Ni0.01Cro.030 and Zno.g9oNio.05Cro.0s0, respectively. The particle size distribution of the samples are
shown in Figure 3 (e) and (f), respectively, and the sizes 20 + 2 nm and 22 + 2 nm for Zng.g6Nio.01Cro.030
and Zng.goNio.0sCro.050, respectively.
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Figure 3. TEM images of (&) ZnogsNio.oiCroosO and (b) ZnogoNio.osCroosO samples and their
corresponding EDX image and particle size distribution of the samples are shown in figure 3 (c) to (f),
respectively.

The DRS spectra of Zng.gsNio.01Cro.030 and Zng.goNio.0sCro.0s0 samples are shown in Figure 4 (a). It is
observed that the reflectance intensity decreased in the visible light region with an increase in Ni and Cr
concentration. Both the samples show the mid-band-gap states appearing at 657 nm, which are assigned
to the d—d transition bands, characteristic of Ni?* with tetrahedral symmetry [17]. The absorption band
at 657 nm corresponds to the °T; (F) —°T; (P) transition of Ni?* with tetrahedral symmetry. Furthermore,
the weak sub band-gap absorption peaks are appeared between 710 and 730 nm (*A,4(F) —?E4(G)) are
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the transitions of Cr3* ions [17,18] in the host ZnO lattice. The absorption band appeared at 609 nm
(*Azg(F) »Tyq(F)) is transitions of Cr® ions, indicating that some Cr** ions are at octahedral
environment in the host ZnO lattice [17]. In order to determine the band-gap of the samples, the obtained

diffuse reflectance spectra were converted to the Kubelka—Munk function [19] using the
_p)2

relation: F(R) = % :g

scattering co-efficient. Here, F (R) is proportional to absorption co-efficient, thus « in the Tauc equation

[19] [ahv = C(hv— Eg)%] can be replaced with F(R). For direct allowed transition [19], the Tauc
relation becomes; [hvF(R)]* = A(hv— E4)]?. The plots of [F(R)hv]? as function of hy, and shown in
inset Figure 4(b). The band-gap values of the samples were obtained by extrapolating the linear region
of [F(R)hv]? = 0. The calculated band-gap value is tabulated in Table 1. The band-gap value decreased
with an increase of Ni and Cr concentration is due to the strong sp—d spin exchange interaction between
the ZnO band electrons and localized d electrons of the Co and/or Cr ions substituting for Zn?* ions than
the exchange interactions of the d electrons of Ni and Cr ions [13].

, Where R is the reflectance, k is the absorption co-efficient and s is the

80 12
609 nm
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Figure 4. (a) DRS spectra of Zno.9sNio.01Cro.030 and Zng.goNio.0sCro.0s0 samples and their corresponding
plot of [F(R)hv]? as function of (hv) are shown in Figure 4 (b), respectively.

The magnetic behaviour of the as-synthesized Zno.gsNio.01Cro.030 and Zno.goNio.05Cro.0s0 samples was
measured at room temperature. The magnetization as a function of applied magnetic field M(uoH) curves
is shown in Figure 5. The Zno.9sNio.01Cro.030 sample exhibit RTFM behaviour as evidenced by the clear
and well-defined open hysteresis loops that are superimposed on the diamagnetic background. There are
three possible reasons to observe the ferromagnetic behaviour in synthesized samples, viz. (i) formation
of Ni and/ or Cr-related secondary phase, (ii) presence of magnetic impurities and (iii) extended defect
because of the doping. In the present study, a magnetic cluster or secondary phase is ruled out, as
confirmed by XRD and EDX. The XRD and diffuse reflectance spectroscopy results confirm the
substitution of Ni and Cr ions at Zn sites of ZnO. The defects, especially single ionized oxygen vacancy,
play a significant role in observed FM. This result suggests the origin of RTFM is related to intrinsic
exchange interactions due to oxygen-related defects, which assisted bound magnetic polarons (BMPs)
[20,21].
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The Zno.goNio.05Cro.0s0 sample shows antiferromagnetic behaviour at room temperature, as shown in
Figure 5. Previous reports state that higher concentrations of Ni and Cr ions doped ZnO exhibit
antiferromagnetic behaviour at room temperature [7,22]. The exchange interaction between Ni?* and/or
Cr¥ dopants and the formation of a ZnCr,O4 phase is responsible for AFM behaviour in
Zno.g9oNio0sCroosO. This study reveals that with an increase in Cr concentration, more Cr ions are
octahedrally coordinated rather than tetrahedral coordination, which causes the formation of the
secondary phase.
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Figure 5. Magnetization as a function of the magnetic field of Zng.gsNio.01Cro.030 and Zno.goNio.05Cro.050
samples measured at room temperature.

4. Conclusions

The Zno.geNio.01CroosO and ZnggoNioosCroosO nanoparticles were synthesized by the combustion
method. The structural parameters were investigated using Rietveld refinement of the XRD results. Both
the samples are in the hexagonal wurtzite structure and secondary phase (ZnCr.O4 phase) present in
ZNno.90Nio.05Cro.050 sample. TEM results of the as-synthesized powders showed nanoparticles with sizes
20 + 2 nm and 22 + 2 nm for Zno.9sNio.01Cro.030 and Zng.goNio.0sCro.0s0, respectively. DRS measurement
showed three subband-gap absorption peaks at 657, and 713 nm which are transitions of Ni?* and Cr®
ions, respectively. The band-gap is decreased with the increase of Ni and Cr concentration. The magnetic
measurements of ZnogsNio.01CroosO and ZnggoNioosCroosO exhibit FM and AFM behaviour,
respectively. The observed FM in Zng.gsNio.01Cro.030 is attributed to oxygen vacancies/defects associated
with BMPs. In ZnogoNioosCroosO, the exchange interaction between Ni?* and/or Cr®* dopants and
forming a ZnCr,04 phase is responsible for AFM behaviour.
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Abstract. Energy storage is a major challenge in the development of many electronic devices.
Graphene oxide (GO) has been suggested as a promising material for improved energy density
in storage devices. In this study, GO was prepared by modified Hummer’s method using
graphite, KMnOs, H,SO4 and H3PO4. From Fourier transformed infrared spectroscopy analysis,
the transmittance broad band of carbonyl and hydroxyl were observed indicating the successful
oxidation of graphite. Furthermore, ultraviolet-visible spectrum has the highest absorption peak
at 905 nm which is in the infrared region. The highest occupied molecular orbital and lowest
occupied molecular orbital structures show a band gap of -2.327¢V and further confirm that GO
can be a very good material for supercapacitors.

1. Introduction

Nanotechnology provides essential improvement potential for the development of efficient renewable
energy storage [1-2]. Application of nanotechnology for renewable energy storage, involves designing
and developing new innovative materials on the nanoscale dimension to enhance efficiency of storage
[3]. The most commonly used energy storage devices are batteries. However, their reliability does not
seem to stand the ever-growing demands of technological applications [4]. On the other hand,
supercapacitors seem to be a perfect alternative to batteries for energy storage applications.

The physical and chemical properties of nanomaterials differ from one nanomaterial to another, and this
can subsequently affect their efficiency in renewable energy storage. As a result, the search for new
nanomaterials with relatively better electrochemical properties has spiked in recent years. In addition,
researchers are exploring ways to modify various properties of nanomaterials for enhanced performance
such as high-power density, energy density, and cycle stability. This has resulted in the focus on carbon-
based nanomaterials for energy applications [5-12].

Carbon materials are becoming popular for use as electrodes for supercapacitors because of their ready
availability, structural diversity, cost-effectiveness, and large active surface area [13, 14]. In addition,
the flexibility of these materials permits modification and characterization to meet specific requirements
for different applications [15].

The aim of this study was to experimentally synthesize and characterize graphene oxide and then
simulate using theoretical methods. In particular, the density functional theory (DFT) method was used
to investigate the optical properties whereas experimental methods were utilized to investigate the
oxygen functional groups of the synthesized material.
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2. Methods and materials

2.1. Experimental method
The preparation process of GO involved two steps: oxidation and exfoliation which are described in
detail below:

Step 1: Oxidation

To synthesize GO we used 1 g of graphite powder and 9 g of potassium permanganate (KMnQ,), mixed
with 180 ml of sulphuric acid (H2SO4) together with 20 ml of orthophosphoric acid (HsPO,) and stirred
using a magnetic stirrer for about 19 hours at a temperature of 40 °C. When the colour of the mixture
turned greenish, 500 ml of distilled water was added to stop the reaction. Thereafter, 20 ml of hydrogen
peroxide (H20,) was added to reduce manganese ions in the mixture until its colour changed to bright
yellow, which is an indication of a complete oxidation process [16].

The oxidized mixture was then kept at room temperature to cool down. After cooling, it was filtered and
washed by centrifugation for 3 hours using a mixture of 100 ml of distilled water and 15,6 ml of
hydrochloric acid (HCI. Thereafter it was washed using distilled water for 1 hour, again with the aid of
a centrifuge.

Step 2: Exfoliation

The GO product which was obtained after centrifugation was dispersed into 100 ml of distilled water
for the formation of single-layer GO, and then it was heated while stirring with a magnetic stirrer for 19
hours at 60 °C. The resulting black paste was collected by centrifugation and dried at 70 °C for 24 hours.

2.2. Computational software

DFT is a computational quantum-mechanical modelling method aimed at quantitative understanding of
material properties from the fundamental laws of quantum mechanics [17]. The theoretical study of GO
was done using Materials Studio computing software. Materials Studio is a software for simulation and
modelling of materials, such as ceramics, metals, polymers etc. Inside Materials Studio there is a
package code called Vienna ab initio molecular dynamics package (VAMP). The structure of GO was
built using Materials Studio whereas VAMP was used for the calculation of the optical properties in the
form of the ultraviolet-visible (UV-Vis) spectrum.

2.3. Characterization techniques

2.3.1. Fourier Transformed Infrared Spectroscopy:

Fourier transform infrared spectroscopy (FTIR) measures how much light a sample absorbs at each
wavelength. This is achieved when the emitted radiation from an IR source passes through an
interferometer composed of a beam splitter, a fixed mirror, and a moving mirror. The interferometer
measures the wavelength of emitted light via interference patterns that help to increase accuracy. IR
spectra are obtained by applying IR radiation to a sample and measuring the intensity of the passing
radiation at a specific wavenumber. Consequently, IR radiation of certain molecular groups can be
detected at specific wavenumbers [18]. FTIR is generally used to identify and compare the oxygen
functional groups of carbon-based electrode materials [19-21].
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2.3.2. Ultraviolet-Visible Spectroscopy:

Ultraviolet-visible spectroscopy/spectrophotometry (UV-Vis) is an optical spectroscopy that is based on
the absorption of ultraviolet and visible light by a sample and also corresponds to electron excitation
between the energy levels which provides the molecular orbitals, highest occupied molecular (HOMO)
and lowest occupied molecular (LUMO). The absorption or reflectance in the visible spectral range
directly affects the perceived colour of the chemical components involved. A UV-Vis measures the
intensity of light passing through a sample solution in a cuvette and compares it to the intensity of the
light before it passes through the sample. UV-Vis can be used to examine the optical features, electronic
structures of materials and to monitor the degree of oxidation of carbon nanomaterials [19].

3. Results and discussion

3.1. FTIR results

Figure 1 and Figure 2 show FTIR spectra of graphite powder and GO, respectively. From Figure 2 it
may be observed that there is a transmittance broad band between 3100 to 3300 cm'1 due to hydroxyl

group (O-H) and spectral troughs at 1730 cm_l and 1018 cm_l which are attributable to carbonyl group
(C-0) and indicating the successful oxidation of graphene single layer of graphite after being exfoliated
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3.2. Optical properties

3.2.1. UV-Vis spectrum: VAMP calculations yielded, UV-Vis spectra shown in Figure 3. The highest
absorption peak is located at 905 nm and the visible light absorption ranges from 700 nm to
1500 nm.
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Figure 3: UV- Vis spectrum of GO.

(-489 ev) (-7,217 eV)
Figure 4. LUMO structure Figure 5: HOMO structure
of GO of GO

4. Conclusion

Graphene oxide (GO) shows the presence of many oxygen-containing surface functional groups of
carbonyl and hydroxyl in FTIR. However, the energies of HOMO and LUMO of GO are, -7.217 eV and
-4.89 eV, respectively with a band gap of -2.327 eV which represents a semiconductor material that can
behave as a conductor or an insulator. There is absorption in the range of 700 nm to 1500 nm but with
less intensities at the higher wavelengths. No absorption was observed in the ultraviolet region. These
results imply that GO has very good potential for supercapacitor application.

Acknowledgement

Sincere gratitude goes to all my supervisors who guided and provided me with supervision throughout
the course of my research. I give special thanks to Sipoyo D and Mlotshwa T M for their experimental
and computational assistance

References

[1] Zhang Q, Uchaker E, Candelaria S L And Cao G 2013 Nanomaterials for energy conversion and storage. Chem Soc
Rev. 42 3127-3171

[2] Pomerantseva E, Banaccorso F, Feng X, Cui Y and Gogotsi Y 2016 Energy storage: The future enabled by
nanomaterials. Science. 366 1-12

[3] Manaktala S and Singh K M 2016 Nanotechnology for energy applications. ISST Journal of Electrical & Electronics
Engineering. 7 p 63-69

[4] Oyeniran O K. Synthesis and characterization of carbon-based nanostructured material electrodes for designing novel
hybrid supercapacitors [dissertation] Faculty of Natural and Agricultural Sciences University of Pretoria. Pretoria South
Africa 2018.

SA Institute of Physics Proceedings of SAIP 2022



122 Synthesis, Characterization and Simulation of Graphene Oxide. ..

[5] Avouris P and Dimitrakopoulos C 2012 Graphene: Synthesis and applications Materials Today 15 86-97

[6] Ghorbani M, Abdizadeh H And Golobostanfard M R 2015 Reduction of graphene oxide via modified hydrothermal
method. Procedia Materials Science. 11 326-330

[7] Raja M, Kumar A B V K, Arora N and Subha J 2015 Studies on Electrochemical Properties of ZnO/rGO
Nanocomposites as Electrode Materials for Supercapacitors. Fullerenes Nanotubes carbon Nanostructures. 23 691-
694

[8] Wang H and Dai H 2013 Strongly coupled inorganic-nano-carbon hybrid materials for energy storage. Chemical
Society Reviews. 47 3088-3113.

[9] Antink W H, Choi Y, Seong K, Kim J M and Piao Y 2018 Recent progress in porous graphene and reduced graphene
oxide-based nanomaterials for electrochemical energy storage devices. Advanced Materials Interfaces. 5 1-19.

[10] JayachandiranJ, Yesuraj J, Arivanandhan M, Raja A, Suthanthiraraj S A, Jayavel R and Nedumaran, D 2018 Synthesis
and Electrochemical Studies of rGO/ZnO Nanocomposite for Supercapacitor Application. Journal of Inorganic and
Organometallic Polymers and Materials. 28 2046-2055

[11] Chaudhary S, James L S, Kumar A B V K, Ramana CH V V, Thomas S and Daewon K 2019 Reduced Graphene
Oxide/ZnO Nanorods Nanocomposite: Structural, Electrical and Electrochemical Properties. Journal of Inorganic and
Organometallic Polymers and Materials 29 2282-2290

[12] LiF, Jiang X, Zhao J And Zhang S 2015 Graphene oxide: A promising nanomaterial for energy and environmental
applications. Nano Energy 16 488-515.

[13] Paul R and Dai L 2018 Interfacial aspects of carbon composites. Composite Interfaces. 25 539-605

[14] Jana A, Paul R and Roy A K 2019 Architectural design and promises of carbon materials for energy conversion and
storage: in laboratory and industry. Carbon Based Nanomaterials for Advanced Thermal and Electrochemical Energy
Storage and Conversion 25-61.

[15] Paul R, Du R, Dai L, Ding Y, Wang Z L and Wei F 2019 3D Heteroatom-Doped Carbon Nanomaterials as
Multifunctional Metal-Free Catalysts for Integrated Energy Devices. Advanced Materials 1805598 1-6

[16] Arthi G, Paulchamy B and Lignesh B D 2015 A sample approach to stepwise synthesis of graphene oxide
nanomaterial.Nanomedicine & Nanotechnology 6 1

[17] Kurth S, Marques M A L and Gross E K U 2005 Density-Functional Theory. Encyclopedia of Condensed Matter
Physics 395-402

[18] Faghihzadeh F, Anaya N M, Schifman L A and Oyanedel-Craver V 2016. Fourier transform infrared spectroscopy to
assess molecular-level changes in microorganisms exposed to nanoparticles. Nanotechnology for Environmental
Engineering 1-16.

[19] Cheng Y And LiuJ 2013 Carbon nanomaterials for flexible energy storage. Material Research Letters 1 175-192.

[20] Cao N and Zhang Y 2014 Study of Reduced Graphene Oxide Preparation by Hummers’ Method and Related
Characterization. Journal of Nanomaterials 2015 1-5.

[21] HidayahNM S, LiuW, Lai C, Noriman N Z, Khe C S, Hashim U and Lee H C 2017. Comparison on graphite, graphene
oxide and reduced graphene oxide: Synthesis and characterization. AIP Conference Proceedings 1892 1-8.

SA Institute of Physics Proceedings of SAIP 2022



Division A: Physics of Condensed Matter and Materials 123/700
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Abstract. Permanent magnet-based technologies are focusing on the use of t-phase magnetic
alloys. The T-MnAl permanent magnetic alloys are interesting candidates to fill the performance
gap between the expensive rare-earth-based magnets and the low performance ferrites. The
purpose of the study was to investigate the effects of carbon and boron on the structural,
electronic and magnetic properties of T-MnAl using the first principle method. The first principle
calculations were performed using the density functional theory (DFT) within the generalized
gradient approximation (GGA), with the perdew-burke-eruzer (PBE) function for exchange-
correlation potential employed in CASTEP to study the electronic, and magnetic properties of -
MnAI magnets. The study revealed that T-MnAl have a total magnetic moment of 3.04g, where
Mn and Al have 2.69ug and 0.35us respectively. A decrease in magnetic moment of Mn from
2.69ug to 1.51pg was obtained adding B atoms. The DOS of 1-MnAl was observed to have a
lower peak at the fermi level. The magnetic moment obtained for Mn was 0.46ps after C atoms
were added. The DOS of Mn3AIC shifted to the right with the highest peak at the fermi level.
The results obtained revealed that the DOS of t-Mn,AlIB: and t-Mn3AIC have their highest peaks
at the fermi level. This was due to the decrease in magnetic moment of Mn after adding C and B
to T-MnAl.

1. Introduction

Permanent magnets are an essential component of modern life, where their use in technology is still
expanding. They are the basic building blocks of various electromechanical and electrical devices. Based
on the requirements for the various applications of permanent magnets, such as the strength of the
magnet for a given size, the ability of the magnet to maintain its field in the presence of a reverse field,
high temperatures, and hostile environments, as well as its cost [1]. Various energy-efficient appliances,
direct-drive wind turbines, hybrid and electric motors, and wind turbines all contain significant amounts
of permanent magnets. Due to their outstanding magnetic properties, rare earth magnets like Dy-
substituted Nd-Fe14B, SmCos, and SmzFeizN have been employed in all these devices. Nd, Sm and Dy,
however, are becoming more expensive. As a result, creating powerful permanent magnets without rare
earth elements is a growing concern [2].

Due to their significant advantages, such as high saturation magnetization, large theoretical
(BH)max, decent Curie temperature and extremely low cost. The tetragonal phase (t-phase) MnAl
permanent magnetic alloys are an interesting candidate to close the performance gap between the
expensive rare-earth-based magnets and the low performance ferrites [3]. The t-phase (tetragonal L1o
superstructure, space group of P4/mmm) is the sole ferromagnetic phase in the MnAl binary system and
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it is thermodynamically metastable [3]. This study aims to investigate the structural, magnetic, and
electronic properties of T-MnAl alloys employing the first principle method.

2. Methodology

The Cambridge Sequence Total Energy Package (CASTEP) code and the Generalized Gradient
Approximation in the Perdew-Burke-Eruzer (PBE) scheme were used in this study. The structural,
electronic, and magnetic properties of the t-MnAl unit cell were calculated. We performed geometry
optimization before calculations of t-MnAl properties and in all calculations spin-polarization was
considered [4]. The convergence criterion for structure optimization and energy calculations was set to
a fine quality. The experimental MnAl lattice parameter (a=3.93 and ¢=3.56) with the atomic radii
(1.43A for Al and 1.26A for Mn) and energy convergence of 10 were utilized in all calculations. The
tolerance for the stress concentration factor (SCF), energy, maximum force, and maximum displacement
was set to eV/atom, eV/atom, 0.03, and 0.001 respectively for all calculations. The Brillouin-zone (BZ)
integration Pack has been used with a 700eV energy cut-off and 9x9x7 Monkhorst-Pack k-point grids

[5].

3. Results and discussion

3.1. Structural and Magnetic Properties of -MnAl

Fig 1 shows simulated crystal structure of T-MnAl. This is a metastable t-phase MnAl tetragonal L1,
superstructure, with a space group of P4/mmm. The t-MnAl structure is composed of 5 atoms (1 Mn
and 4 Al atoms). The structure went through full geometry optimization. When the energy was at its
lowest after optimization the cell was at its most stable states [4].

Al

Al

Al

Al

Figure 1. The crystal structure of T-MnAl.

Table 1, shows the calculated lattice parameters of the t-MnAl structure. The calculated c/a ratio
with respect to pure -MnAl doped with C and B were 1.271A, 1A and 0.495A which is close to
that obtained in previous study [6]. When B and C atoms were added in T-MnAl, the increase in
lattice parameters was observed.

Table 1. Lattice parameters of t-MnAl Structures.

Structures a (A) b (A) c(A) c/a (A)
-MnAl 2.753 2.753 3.500 1.271

-Mn,AIB; 5.727 5.727 2.834 0.495

-Mn3AIC 3.807 3.807 3.807 1.0
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Table 2. shows the calculated total magnetic moments of t-MnAl structures. The magnetic
moments of Mn and Al together equal 3.04ps, while Mn and Al alone had 2.69ug and 0.35ug,
respectively. After B and C atoms were added, the magnetic moment of Mn decreases to 1.5ug and
0.46pz respectively. The positive and negative moments of Mn and Al atoms after adding C and B
indicate antiferromagnetic coupling between their sublattice.

Table 2. The total magnetic moments of structures.

STRUCTURES Mn(Us) Al(us) B(Us) C(us) Total(ps)
T-MnAl 2.69 0.35 - - 3.04
-Mn,AlB; 1.51 -0.24 -0.17 - 1.1
T-MnsAIC 0.46 -0.03 - -0.04 0.39

3.2 Electronic Properties

3.2.1 Density of states

The density of states (DOS) of doped (C and B) and undoped t-MnAl structures is shown in Fig 2. The
instability of the structure is related to the Fermi level (Es), represented by the vertical line in Fig 2.
Structures with the highest DOS at Er are considered the least stable, whereas the lowest are the most
stable [7]. The DOS of T-MnAl has its highest peak just before it reaches the Fermi level and is at its
lowest peak when is at the fermi level which is antiferromagnetic. This is due to the high magnetic
moment of Mn 2.69g. The addition of carbon lowers the magnetic moment of Mn from 2.69ug to
0.46s. The DOS of T-MnsAIC is at its highest peak just as it approaches the Fermi level and a bit low
but above that of T-MnAl at the Fermi level. The t-Mn,AlIB; DOS is above both t-MnAl and T-Mns;AIC
DOS from the range -15eV to 18eV, except that it has a lower 1-Mn3;AIC peak when approaching the
Fermi level.
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Figure 2. Comparison of the total density of states (DOS) for t-MnAl doped with C and B structures.
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4. Conclusion
In conclusion, the T-MnAl structure was optimized using first principles PBE-GGA calculations. The

electronic and magnetic properties, including lattice constants, densities of states, and magnetic moment,
were examined. Due to the expansion of the crystal lattice caused by the inclusion of the carbon and
boron atoms, the c/a ratio decreased. The t-MnAl doped with carbon seem to be the most stable since it
has the lowest DOS at the Fermi level (E; = 0). Boron doped structure is the least stable since its DOS
is the highest at Fermi level.
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Abstract. Neodymium-based permanent magnets (Nd:Fe1sB) are the potential permanent
magnets for use in various applications due to their high magnetic field strength and resistance
to demagnetisation. These magnets have various applications in wind turbines and electric
vehicles due to their exceptional magnetic properties. However, they suffer from low operating
temperatures below 585 K. In this study, we investigate the electronic, magnetic, and mechanical
properties of neodymium magnets using the first-principle density functional theory approach.
Nd.Fe14B was found to be thermodynamically stable since the heats of formation were negative.
However, it was found that Nd,Fe14B is mechanically unstable. Moreover, the density of states
was calculated to predict the electronic stability of the permanent magnets which is in agreement
with the calculated heats of formation. The phonon dispersion curves were also calculated and
NdzFe14B is found to be vibrationally unstable due to the presence of soft modes. The calculated
magnetic moment compares well to the experimental findings. The substitution of Nd with
available rare earth elements is suggested to enhance the stability and magnetic properties of the
magnets.

1.Introduction

Permanent magnet (PM) is a material that retains its magnetic properties because of its intrinsic structure
[1]. PM includes a variety of magnets including alnico, ferrite, ceramic, and rare-earth magnets. They
are used in a variety of applications including motors, generators, sensors, transducers, mechanical
devices, lutches and imaging systems [2]. Rare earth magnets (RE) are strong permanent magnets made
from rare earth elements. However, REs are extremely brittle and very susceptible to corrosion; they are
usually plated or coated to prevent corrosion [3].

There are two types of well-known rare earth magnets namely samarium cobalt (SmCos) magnets
and neodymium (NdFeB) magnets, with SmCos magnets being less common due to their higher cost and
lower magnetic field [4]. The strongest rare earth magnets are sintered NdFeB magnets, which have the
highest energy product of any commercial PM material [5, 6]. These magnets are used in cutting-edge
technological applications. In addition, experimental studies show that the highest magnetic properties
were obtained at the highest milling time, suggesting that milling time increases the value of the magnetic
properties [7]. Neodymium magnets have been reported to have high magnetic field strength and
resistance to demagnetization. However, they suffer from extremely low operating temperatures, known
as the Curie temperature (Tc) below 585 K [3] and poor mechanical properties. In addition, the
anisotropy field suffers a significant decrease with increasing temperature [3, 8].

In this work, we study the thermodynamic, mechanical and vibrational stability of Nd.Fe14B magnets
using density functional theory (DFT) techniques. Heats of formation, densities of states, elastic
constants and phonon dispersion curves of Nd.Fei4B structures were investigated. The calculations
indicate that Nd,Fe1B is vibrationally unstable. However, it was found that Nd.Fe14B does not meet the
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tetragonal stability criteria, which is attributed to the mechanical instability of the material. In addition,
the density of states was also calculated to predict the electronic stability of the permanent magnets.

2.Methodology

The calculations were carried out using ab initio density functional theory (DFT) [9] formalism as
implemented in the Vienna ab initio simulation package (VASP) [10] with the projector augmented
wave (PAW) [11]. An energy cut-off of 400 eV was used, as it was sufficient to converge the total energy
of the tetragonal Nd-Fe14sB magnets. For the exchange-correlation functional, the generalized gradient
approximation of Perdew, Burke and Ernzerhof (GGA-PBE)sol [12] was chosen. The suitable k-points
mesh according to Monkhorst and Pack [13] of 6x6x3 was used. A tetragonal Nd,Fe14B structure with
68 atoms was used (Figure 1). The phonon dispersion spectra were evaluated using PHONON code [14]
as implemented in MedeA software.

Figure 1. The atomic arrangement unit cell of the Nd»Fe14B system with a space group P4>/mnm.

3.Results and discussion
3.1.Structural and Thermodynamic Properties

In Table 1, the lattice parameters and heats of formation for the tetragonal Nd;Fe;sB magnets are
discussed. The magnet is a tetragonal structure consisting of a 68-atom unit cell and a space group of
P42/mnm, with atoms arranged in an eight-layer structure, 56-Fe, 8-Nd and 4-B atoms. The calculated
a parameter of Nd:FeisB was 8.249 A whereas the ¢ parameter was 12.12 A. The results of the
equilibrium lattice parameters agree with available experimental values (a = 8.82 A and ¢ = 12.25 A) to
within 6%. In addition, the heats of formation were calculated to determine the thermodynamic stability
of the structure. The equation for determining the heats of formation (AH) is given by [23]:

AHy = E. — ¥ x;E; 1)

where E; is the calculated total energy of the compound, E; is the calculated total energy of element i in
the compound. For a structure to be stable, the heat of formation must be negative; otherwise, a positive
value indicates instability. The heats of formation were calculated to investigate the thermodynamic
stability of Nd2Fe14B magnets as shown in Table 1. The heats of formation for the Nd-Fe14B permanent
magnet were found to be -6.499 eV/atom, indicating the thermodynamic stability of the magnet.
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Table 1. Lattice parameters and Heats of formation (AHy) of the Nd;Fe14sB magnets.

Structure Lattice parameter (A) AH; (eV/atoms)
Calculated Experimental [3]

Nd;Fe14B a=8725 a=28.82 -6.499
b =825 b=8.82
c=12.12 c=1225

3.2. Density of states

To further understand the difference in electronic structures of the Nd;Fe14B magnets, the partial density
of states (DOS) are determined and the plots are shown in Figure 2 below. The partial density of states
(PDOS) was calculated to determine the contribution of Nd, Fe, and B atomic orbitals. We note that the
lower energy side is dominated by sets of peaks originating primarily from the d states of Fe, p states,
and s states of B. On the lower energy side, the Fe 3d orbitals dominate from the Fermi level (0 eV) to -
6 eV, while the B s-orbital is responsible for the peaks at -8 eV and —9 eV. The peaks of Fe 3d-states are
clustered from -5 eV to 1 eV whereas B peaks around -5 eV to 0 eV, -8 eV and -9 eV. The highly
localized Nd peaks are found to be located clustered around the Er as shown in Figure 2. The f states of
Nd are responsible for the higher energy peaks. We observe that f states of Nd and d states of Fe
contribute to the observed peaks in the conduction band, with f states of Nd dominating. Boron does not
influence the conduction band. Both Fe d-orbitals and Nd f-orbitals are responsible for the peaks at the
E:. The s and p orbitals of both Nd and Fe contribute less to the Es peaks. The total DOS for Nd,Fe14B is
dominated by the Fe 3d states as shown in Figure 2. In the Es, the extremely localized peaks are observed
to be clustered. Moreover, the Er hits the DOS at the pseudogap which suggests that the structure is
stable. As has been seen in the heats of formation, our total density of states calculations confirms that
the Nd2Fe14B structure is electronically stable. This study compares to a previous report on the tDOS of
Nsze14B [15]
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Figure 2. The total density of states for the Nd.Fe1sB permanent magnets.
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Figure 3. The partial density of states for the Nd.Fe1sB permanent magnets.

3.3. Elastic Constants
The elastic constants, bulk, shear, Young moduli, Pugh, Poisson, and anisotropic ratios of Nd2Fe1.B magnets
are listed in Table 2. The following is the condition of tetragonal crystal stability [16]:

2¢%

C4_4_ > 0, C66 > O, Cll > |C12| and Cll + C12 - > O. (2)
3

Our results show that the Cy: is found to be greater than the absolute of Ci, whereas the Cas and Cgs are
greater than zero. Moreover, two elastic constants are negative, namely Cis and Css with values of -1412.67
and -2594.39, respectively. The calculated elastic shear modulus was found to be positive (C’ = 110.96).
This suggests that the computed elastic constants of Nd2Fe14B satisfy tetragonal mechanical stability criteria
(eqg. 1). To deduce the mechanical strength of materials the elastic anisotropy (A) factor is used [17]. If the
value of A is 1, the material is considered to be elastically isotropic (fewer microcracks within the material)
and the degree of anisotropy is measured if the material is less than or greater than 1 [18]. Elastic anisotropy
for non-cubic is indicated by A1, A2 and As. The calculated A;, A2 and As of NdzFe1sB magnets all show
anisotropic behaviour with values of 0.56, 0.31 and 1.79, respectively.In addition, we calculated the bulk to
shear modulus (B/G) ratio, known as Pugh’s ratio to investigate the fracture range or the ductility in these
structures. Pugh proposed that material is ductile if Pugh's ratio is greater than 1.75 (B/G>1.75) otherwise
brittle [19]. It is found that the B/G of the Nd»Fe14B phase is -14.42, which is smaller than 1.75, so Nd2Fe1.B
is a brittle phase. The magnetic moment of the Nd.Fe14B structure was calculated as shown in Table 2 below.
The calculated magnetic moment was 35.63 uB, which agrees well with the experimental values of 35.0
B/f.u or 37.1 B/f.u [20, 3].
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Table 2. Elastic constants (GPa), anisotropy, Pugh’s ratio and magnetic moment (UB) of Nd,FeisB permanent
magnets.

Properties Calculated
Cu 472.47
Cr 250.56
Cis -1412.67
Cis 449.37
Css -2594.39
Cu 110.36
Ces 61.82
C' 110.96
A1 = 2Ce6/(C11-C12) 0.56
A2 = 2Ce6/(C11-C12) 0.31
A3=2C4/(C11 + Cs3 -2C13) 1.79
B/G -14.42
Magnetic Moment 35.63

3.4.Phonon dispersions curves

Phonon dispersion curves and phonon density of states (DOS) for the Nd,Fe1sB magnets are presented
in Figure 4. The phonon dispersion is used to investigate the vibrational stability of these magnets, where
the presence of soft modes in the negative frequency suggests the instability of the material otherwise
stability. As it has been seen in the elastic properties, our phonon dispersion calculations (Figure 4)
confirm that the Nd.Fe14B structure is vibrational unstable since there are soft modes observed in the
phonon calculations. The soft modes are observed along X, M, Z, A, R and T directions. There are
vibrations observed at -27 THz in the negative frequency along the T' directions which indicate the
instability of the material.

There is a small sharp peak along -7 THz which indicates the contribution of Nd, which is also ascribed
to the DOS peak at 0 THz and 10 THz. Moreover, Fe is ascribed to the DOS peak around 15 THz and it
is also responsible for vibrations in the negative frequency. B atom has a negligible effect or contribution
towards the negative frequency, however, it is ascribed to the DOS peak at 18 THz. This suggests that
Nd and Fe vibrations are responsible for the instability of the Nd»Fe14B structure.

4.Conclusions

The equilibrium lattice parameter, heats of formation, elastic properties, vibrational properties and
electronic properties of NdzFe14B magnets were calculated using ab initio. It was found that the lattice
parameter for Nd,Fe14B structures is in good agreement with the experimental findings. Nd2Fe14B is found
to be thermodynamically stable with negative heats of formation, which is in good agreement with the
calculated density of states. In addition, all of the elastic constants satisfy tetragonal stability criteria. The
phonon dispersion curves show that the neodymium system is vibrationally unstable due to soft modes
observed in the negative frequency. In conclusion, Nd2-Fe14B magnets are found to show poor mechanical
properties and the partial substitution of Nd with RE is suggested to enhance the stability and magnetic
properties of magnets.
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Figure 4. Phonon dispersions and phonon density of states for Nd,Fe14B permanent magnets.

Acknowledgements

The authors would like to thank the National Research Foundation (NRF) and Titanium centre of
competence (TiCoC) for their financial support. The Department of Science and Innovation (DSI) is widely
acknowledged. The calculations were carried out on computers at the University of Limpopo's Materials
Modelling Centre (MMC) and the Centre for High-Performance Computing (CHPC) in Cape Town.

References

[1] Coey J M D 2012 Scripta Mater., 67, 524-529

[2] Gong Q, Yi M, Evans R F L, Gutfleisch O and Xu B 2020 Mater. Research Lett, 8, 89-96

[3] Sagawa M, Fujimura S, Yamamoto H and Matsuura Y 1984 IEEE Transactions on Magnetics, 20, 1584-1589
[4] Yin X, Yue M, Lu Q, Wang F, Qiu Y, Liu W, Zuo T, Zha S, Li X and Yi X 2020 Eng. 6, 165-172

[5] Coey J M D 2011 IEEE Transactions on Magnetics, 47, 4671-4681

[6] Yang J, Han J, Tian H, Zha L, Zhang X, Kim C S, Liang D, Yang W, Liu S and Wang C 2020 Eng. 6, 132-140
[7] Ramlan P, Sardjono F, Gulo and Setiabudidaya D J 2016 Phys.: Conf. Series, 776, 1-6

[8] Tian Q, Zha L, Yang W and Qiao Q 2018 AIP advances, 8, 1-6

[9] Kohn W and Sham L J 1965 Phys. Rev. B, 140, 1133-1138

[10] Kresse G and Pack J H 1994 Phys. Rev. B, 49, 251-269

[11] Kresse G and Pack D J 1999 Phys. Rev. B, 59, 1758-1775

[12] Perdew P, Burke Kand Enzerhof M 1996 Phys. Rev. Lett., 77, 3865-3868

[13] Monkhorst H Jand Pack J D 1976 Phys. Rev. B, 13, 5188-5192

[14] Parlinski K, Li Z Q and Kawazoe Y 1997 Phys. Rev. Lett., 78, 4063-4066

[15] Aly A E 2009 Int. J. Pure and Appl. Phys., 5, 215-229

[16] Phasha M J, Ngoepe P E, Chauke H R, Pettifor D G and Nguyen-Mann D 2010 Intermetallics, 18, 2083-2089
[17] Sekkal A, Sahlaoui M and Benzair A 2018 Intermetallic Comp.,73189, 193-202

[18] Mahlangu R, Chauke H R, Ngoepe P E and Phasha M J, 2013 Intermetallics, 33, 27-32

[19] S. F. Pugh 1954 J. Sci., 45, 823-843

[20] Burzo E 1998 Reports on Progress in Phys., 61, 1099-1105

[21] Sin'ko G V and Smirnov N A 2002 J. Physics: Condensed Matter, 14, 6989-7005

[22] Hennig R G, Carlsson A E, Kelton K F and Henley C L 2005 Phys. Rev. B, 71, 144103

[23] Tvergaard V and Hutchinson J W 1988 J. Am. Ceram. Soc., 71, 157-163

[24] Fu H, Li D, Peng F, Gao T and Cheng X 2008 Comput. Mater. Sci., 44, 774-778

SA Institute of Physics Proceedings of SAIP 2022



Division A: Physics of Condensed Matter and Materials 133/700

Synthesis of copper nanowires for application as flexible
transparent conducting electrodes

NW Hoy" and PS Mbule

Department of Physics, CSET, University of South Africa, Johannesburg, 1710, South Africa

E-mail: 59842997@mylife.unisa.ac.za

Abstract: Copper nanowires (CuNWSs) are a promising material for flexible transparent
conductive electrodes due to their outstanding transparency and conductivity properties. Long
and smooth CuNWSs were successfully synthesized via a hydrothermal method and cleaned by
n-hexane and water separation routine. The synthesized CuNWSs were then deposited on a
polycarbonate substrate to make flexible transparent conducting films as electrodes. X-ray
diffraction, scanning electron spectroscopy, energy dispersive X-ray spectroscopy, atomic
force microscopy, and a tensile microtester technique were used to characterize the prepared
films/electrodes. Furthermore, aluminium (2 mol%) doped zinc oxide (AZO) layer was coated
onto CuNWs to prevent a possible oxidation from maoisture in air environments. The observed
results indicate that the AZO layer improves the light trapping capability of a potential cell as
well as offering additional structural protection for the CUNWs.

1. Introduction

Solar energy is a promising avenue for South Africa to pursue as the country is one of the top ten sunniest
countries in the world and allows us to reduce our usage of coal. One of the newer types of solar cells,
perovskite based solar cells, is a promising alternative to the current type of solar cell that is in
circulation, with a 20% improvement within the last decade. With its added flexibility it can also be
used in far more situations than the previous generations allowing it to be more widely used.

There are specific issues that need to be resolved with regards to using and manufacturing perovskite-
based solar cells. The first important issue is the usage of indium tin oxides (ITOs), which are the most
common transparent conductive electrode (TCE). However, ITOs have been found to be both expensive,
unstable and brittle, which is not ideal for flexible solar cells [1]. A promising alternative to ITOS ARE
metal nanowires, due to their high conductivity and excellent optical transmittance.

Copper nanowires (CuNWSs) are abundant, conductive and relatively cheaper to be used as bottom
electrodes. However, there are issues with CUNWSs that prevent them from being widely used, such as
how easily they oxidize. Despite this, coating the CuNWSs could easily prevent this from happening
while also enhancing some of its attributes. This work will present one such method using polycarbonate
as the flexible substrate due to its excellent thermal stability [2], and aluminum-doped zinc oxide (AZO)
as the protective layer which could also act as the solar cells’ electron transporting layer.

2. Experimental section

2.1. Materials

For the synthesis of the CuNWs, cupric (ii) chloride dihydrate (CuCl,- 2H,O) was used as the copper
source, ascorbic acid (C¢HsOg) as the reducing agent, and octadecylamine (ODA)(CisH39N) as the
capping agent. The amount and concentration of each substance was 0.061 g of copper chloride (5.65
mmol/1), 0.039g ascorbic acid (2.8 mmol/l), and 0.571g ODA (26.5 mmol/l).

For the synthesis of the AZO nanoflakes, 2g zinc acetate (Zn(CH3CO2)2) (403.739 mmol/l) as the
zinc precursor, 0.0835g of aluminium nitrate (iii) nonahydrate (AI(NO;3)3-9H,O) (2 mol%) (8.239
mmol/l) as the aluminium precursor, and 0.436g of sodium hydroxide (NaOH) (403.734 mmol/l) were
used in the process.
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2.2. Synthesis of CuNWs

The hydrothermal method was used in the synthesis of CuNWs. Initially the copper chloride as the
source of copper and ascorbic acid as the reducing agent were stirred together with 40 ml of deionized
water until the solution was completely dissolved. The ODA which acts as the capping agent was also
stirred in 40 ml of deionized water until it was completely dissolved. The two mixtures were then added
together and magnetically stirred for 1 hour until a blue emulsion solution was observed. The mixture
was transferred into an autoclave and then placed in an oven heated at 120°C for 20 hours.

CuNWs were then cleaned using deionized water by centrifuging at 2500 rpm for 5 minutes to
remove any excess ODA and other chemicals in the solution. Thereafter the solution was mixed with an
equal amount of n-hexane and deionized water to separate the CuNWs from the copper nanoparticles
(CuNPs) that also would have formed in this reaction. This step was repeated three times before the final
product was placed in isopropanol to prevent any oxidation of the CuNWs during the storage.

2.3. Synthesis of AZO NFs

For the synthesis of AZO nanoflakes the NaOH and zinc acetate were added to two separate beakers of
10.9 ml of deionized water and mixed until they were completely dissolved. Once this was complete the
NaOH solution was added dropwise to the zinc acetate solution. Thereafter the aluminium nitrate
nonahydrate was stirred with 5ml of deionized water before it was added to the final solution, which
was then stirred at 850 rpm for 4 hours. The final solution was centrifuged to ensure the AZO nanoflakes
were cleaned to remove biproducts that might have formed.

2.4 Thin films (CuNWs electrodes) preparation

CuNWs were deposited on a polycarbonate (PC) substrate by drop-casting. Thereafter, the PC/CuNW
film was treated in an oven for 5 minutes at 100 °C to embed the CuNWs into the PC substrate. The
AZO NFs were spin coated onto the CuNWs film at 2000 rpm and the samples obtained for further
analysis were bare PC, PC-CuNWs, PC-CuNWs oven treated, and PC-CuNW coated with AZO.

3. Results and discussion
3.1. XRD analysis
Figure 1 shows XRD analysis of the prepared films. XRD revealed that pure copper had indeed been
formed which were identified by the distinguished peaks at 20 =43.25° and 50.24°[3]. These correspond
to the crystal planes of face-centered cubic copper with (111) and (200) plane crystal structures
respectively with no detection of impurities like copper oxides. The lack of impurities is excellent as the
addition of the impurities is undesirable and may reduce the conductivity of the films, making them
unusable as electrodes[4]. Similar results were found for the CuNWs treated in an oven.

The XRD analysis for AZO NFs did not yield expected results based on previous XRD studies on
AZ0 films [5], this could be due to interference from the PC substrate broad peak observed at 20 = 18°.
Regardless of this, it also formed cubic structures with a preferred orientation of (202) plane.

Intensity (arb. units)

[=]
T

10 15 20 25 30 35 40 45 50 55 60 65 I 70

2 theta (degrees)
Figure 1: XRD pattern for AZO-NFs and CuNWs.
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3.2. SEM analysis

Figure 2 shows the SEM images and elemental mapping of prepared CuNWs and AZO NFs. From the
image shown in Figure 2 (a), it is clear that multiple long and smooth CuNWs were successfully
synthesized and that the final cleaning steps were successful in removing the majority of nanoparticles
from the CuNWs. This is required to achieve high electrical conductivity and transmittance for the
electrodes. The average diameter of the CuNWs was found to be ~123.93 nm with an ultra-long length
of ~50 pum. This is a promising result as previous studies have found that large aspect ratios are ideal for
low sheet resistance in electrodes [3]. Smooth CuNWs are also important as smoother CuNWs have
been observed to have a reduced light scattering effect, which is important to have for thin films designed
to be used in solar cells [3]. The SEM results of the CuNWs after having been treated in the oven did
not differ from these images shown here.

As shown in Figure 2 (b), CuNWs were successfully coated with AZO NFs, it can be observed that
the AZO NFs managed to remain well layered and coat most of the CuNWs except for a few locations
on the film were the CuNWs were still visible. These gaps in the AZO NFs layer could be covered by
optimizing the spin-coating process to completely protect the CuNWs from oxidation and prevent
harmful chemicals from reaching the CuNWs during the solar cell device fabrication. The elemental
mappings in Figure 3 clearly show that the AZO-NFs/CuNWs were composed of the aluminum, zinc,
oxygen, and copper elements. This is an indication that the synthesis process was a success, and that the
aluminum was successfully doped into zinc oxide. The trace amounts of oxygen were linked to the
likelihood of oxidation of CuNWs, which as previously mentioned the CuNWs are easily susceptible to.

Figure 2: SEM images of (a) CuNWs and (b) AZO-NFs/CuNWs.
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Figure 3: Elemental mapping of AZO-NFs
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Figure 4: AFM images of a) CUNWSs and b) AZO NFs.

3.3. AFM analysis

Figure 4 shows the AFM of the prepared CuNWs electrodes. AFM was done to study the surface
roughness of the prepared CuNWs. The film roughness is reported to have an impact on the solar cell
device performance, in terms of layers adherence and light trapping [6].

The results from the CuNWs coated onto the polycarbonate substrate initially showed a relatively
smooth surface with a root-mean square (RMS) of ~6.157 nm.

However, the AFM of the CuNWs coated with AZO NFs had more surface roughness with the RMS
of ~213.145 nm. This high surface roughness could be due to the relatively large NFs, as observed in
SEM images. The rougher surfaces could be effective for light trapping in the device and thereby
promoting high photon absorption (as the surface is more textured and reduces the amount of surface
reflection) enhancement of the optical path lengths in the films, and an enhancement of the internal
reflections [6].

3.4. Tensile strength analysis

The stress — strain analysis was done to determine the parameters governing the flexibility and
stretchability of the prepared CuNWs electrodes. The tensile strength technique was used with a Deben
Microtester 200N, where prepared CuNWs electrodes were clipped on both ends with the module jaws
and the force was applied to pull the electrodes and find the tensile strength at a crosshead speed of
1.00mm/min. Figure 5 shows what happens to the material when this force is applied and is converted
to stress-strain. The graph was also broken up as the AZO elongation was double the length of the other
experiments.

The yield strength is an important parameter to investigate as it refers to the maximum potential
stress that a material can withstand without causing any permanent deformation [7]. It can also be seen
as a practical approximation of the elastic limit of the material. The yield strength of a PC substrate was
found to be ~25.721 MPa, and upon coating with CuNWs it was observed to be ~25.204 MPa. This
indicates that CuNWs have no effect on substrate deformation and its yield strength still falls under the
elastic limit of PC substrates. However, upon treating the PC-CuNWs in an oven, the yield strength was
drastically increased to ~41.274 MPa. The addition of the AZO NFs coating further showed an increased
yield strength of 55.047 MPa. This could be attributed to the fact that coating and heat treatment
contribute to the hardening of the PC substrate and thereby reaching its tensile strength which is defined
as the maximum stress that a material can undergo before it breaks when it is allowed to be stretched or
pulled[8].

Additionally, the resilience of the prepared samples was also examined by considering the total area
under the stress-strain curve up to the yield point which was found via
integrating using Origin Pro software [9]. The resilience is an indication of the substrate’s ability to
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Figure 5: Stress-strain graph of the different films studied.
Table 1: Summarised data for tensile test
Samples Yield Resilience  Strain Fracture Young’s
strength (MJ/m) hardening strength modulus
(MPa) ratio (MPa) (N/m?)
Bare PC 25.721 0.478 1.743 37.747 706.020
PC-CuNW  25.204 0.498 2.199 47.947 915.451
PC-CuNW- 41.274 1.222 1.279 44.52 820.932
Oven
PC-CuNW- 55.047 1.800 1.212 57.994 956.338
AZO

withstand taking a shock from possible damage. The addition of the CuNWs onto the PC substrate did
not affect its resilience; however, AZO NFs substantially improved the resilience of the substrate.
The strain hardening ratio is the ratio of ultimate tensile strength to the yield strength [7]. A low value
of the ratio indicates a more brittle material that cannot be stretched as much while a higher value does
indicate a greater amount that can be stretched. The larger ratio results in the strain hardening of the
substrate having a more obvious effect on the material during the deformation process [10]. As can be
observed, after the addition of the CuNWs the strain hardening ratio increased substantially which
indicates that the substrate is strengthened and has better formability and not as brittle as the bare PC.
This however is changed when the substrate is placed in the oven as the ratio drops below what it
previously was. The decrease in the ratio indicates that the substrate is brittle again and more prone to
fracture after being treated in the oven. Even the addition of the AZO fails to improve the strain
hardening values, which shows that the choice of polymer substrate plays a crucial role on these
parameters.

The fracture strength is the strength at which the material physically separates, and the strain reaches
its maximum value as the material fractures. It should be noted that more ductile materials will have a
fracture strength below the ultimate strength and more brittle materials will have a fracture strength
which is closer to the ultimate strength. The CuNWs improved the fracture strength of the bare PC
substrate which follows the previous findings of the overall improvement of strength that has been

SA Institute of Physics Proceedings of SAIP 2022



138 Synthesis of copper nanowires for application as flexible transparent. ..

observed. Note that the oven treatment resulted in the substrate becoming more brittle as can be seen in
the drop of fracture strength between the CuNWs and the PC-CuNW sample that had been treated in the
oven beforehand. The additional layer of AZO NFs improved the fracture strength.

The Young’s modulus is an indication of the stiffness of a material [7]. The larger the value tends to
be, the less elastic the material behaves and is generally observed to be stiffer. It is determined by finding
the gradient that the stress-strain graph makes from the starting point up until the yield strength. The
data indicates that the addition of CuNWs and the AZO NFs layers results in an increase of the Young’s
modulus resulting in a stiffer and stronger material. This appears to be in line with the other results of
this study with an increase in the yield strength of the materials and only a slight increase in the ductility.

4. Conclusion

In conclusion, smooth and long CuNWs were successfully synthesized which have been found to be
ideal for the bottom electrodes in solar cells devices. The AZO NFs that were also successfully
synthesized have been shown to been able to cover the CuNWs and offer additional protection against
tensile stress and potentially against other damages that will occur with daily use of the device using
this particular electrode. XRD revealed face-centered cubic structure of these CuNWs and cubic
structure for AZO NFs. SEM confirmed the CuNWs and AZO NFs morphology and AFM indicated a
higher surface roughness after AZO coating which could be beneficial for light trapping in the solar cell
devices thereby promoting enhanced photon absorption. The stress — strain analysis on the CuNWs
based electrodes indicated that AZO NFs offer additional protection for electrodes improving resilience,
yield strength, and fracture strength.
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Abstract. The magnetic properties of intermediate valent Ce,Rh,Ga were investigated by means
of substituting lanthanum (La) and yttrium () into the cerium (Ce) sublattice to achieve negative
and positive chemical pressure, respectively. In this study we report on the synthesis,
characterization, dc-magnetic susceptibility and magnetization of two doped variants namely,
Ceislag2Rh2Ga and Ce1sY02Rh2Ga. The doped variants crystallize in the same orthorhombic
version of the LazNis-structure type at room temperature with space group Cmce, as the
undoped Ce;Rh,Ga compound. The dc-magnetic susceptibility of Ce1sYo2Rh.Ga demonstrates
behaviour similar to that of the parent compound with a simultaneous valence and crystal
structure transition at T, = 112.29 K, close to that of Ce;Rh,Ga at T; = 130 K. However, no
transition was observed in Ce;glag2Rh,Ga throughout the accessible temperature range. We
discuss our findings in terms of the control that doping exercises over the valence-induced crystal
structure instability in Ce;Rh,Ga.

1. Introduction
Cerium-based compounds are known to show varying ground states as a result of hybridization between
the single 4f electron of nominally trivalent Ce and the conduction electrons in a metal [1-2]. Cerium-
based compounds usually have their magnetism dominated by the localized spin- and orbital magnetic
moment of the 4f electron. In the strongly correlated electron class of materials however, conditions
may be favourable for the 4f electron band to be in close proximity to the metallic Fermi energy, in
which case the 4f electron of Cerium acquires a degree of itineracy, with concomitant instability in the
Cerium valence. This phenomenon has become known as intermediate or fluctuating valence, and it
leads in many cases to heavy-fermion behaviour in Kondo systems [3]. Given this propensity to valence
instabilities however, remarkably few Ce compounds are known for temperature-driven valence
transitions. In this work we focus on such rare example, namely the ternary intermetallic compound
Ce;Rh,Ga. Ce;Rh,Ga was reported to exhibit dimorphism, with the crystal structure outcome associated
with the annealing temperature administered during synthesis [4]. When the sample is melted in an arc
furnace and subsequently annealed at a temperature of 900°C, it forms in the orthorhombic (space group
Cmce) crystal structure of La:Nis type (high-temperature variant, henceforth termed as HT-Ce;Rh,Ga).
This dimorphic variant is at the focus of this study. By contrast, when annealed at the lower temperature
of 700°C the compound adopts a monoclinic structure with space group, C2/c of the nominal Pr,Co.Al
type [4].

In our initial study [4] on HT-Ce;Rh,Ga, a robust anomaly was found consistently in the temperature
dependencies of the specific heat and magnetic susceptibility at 130 K. Even though this apparent phase
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transition was shown to be temperature hysteretic, it was presumed to characterize a long-range
paramagnetic-to-antiferromagnetic phase transition by virtue of the shape of the anomaly in magnetic
susceptibility together with the observation that the phase transition was accompanied by an amount of
spin-configurational entropy being released at the transition. However, further studies on this compound
have shown the 130 K anomaly to be of a more complex nature than a long-range magnetic phase
transition. Firstly, our muon spin-resonance study on HT-Ce;Rh.Ga [4. M. Strydom, ISIS uSR
Experimental Report No. 2010475 (unpublished)] failed to detect any time-dependent oscillations in the
muon spin relaxation, which argued against the involvement of any spin ordering in HT-Ce;Rh,Ga down
to 0.3K. Second, in a resonant X-ray emission spectroscopy experiment [5] persuasive evidence was
found for a reconstruction of the Fermi surface and a slight increase of the Ce valence beyond 3+ at 130
K. The average Ce valence v increases by ~0.7% from the higher temperature orthorhombic phase (v ~
3.053) to the T < 130 K monoclinic phase (v ~ 3.075). Finally, in %™Ga nuclear quadrupole resonance
studies [6] the possibility of quenching of charge degrees freedom at the 130 K anomaly was also ruled
out, and instead the data formulated evidence for a highly unusual two-ion Kondo state that forms at
low temperatures in HT-Ce;Rh,Ga.

The aim of this work is to report on the first doping studies of HT-Ce2Rh,Ga, namely, Ce,«TxRh,Ga
(T =Y, La) in which 10% of the cerium sublattice is being replaced. The two doped compounds were
conformed to form in the expected orthorhombic with space group Cmce, La;Nis-structure type at room
temperature. From our magnetic measurements we derived the behavior of the paramagnetic Weiss
temperature and the effective magnetic moment values of the cerium ions in the pair of doped
compounds in order to shine a light on the electronic dispensation and the chemical pressure stability of
the 130 K simultaneous valence and crystal structure transition.

2. Experimental details

Polycrystalline samples of two Ce1sTo2Rh>Ga (T =Y, La) compounds were prepared from high purity
(weight-%) elements of Ce (99.99), Y (99.99), La (99,9), Rh (99.97), and Ga (99,9999). Owing to a
weak oxidative reactivity of metallic Ce and La in air, extra precautions were taken to limit the exposure
of these two reactants before melting the samples under Zr-gettered ultra-high purity argon in the arc-
furnace enclosure. Stoichiometric ratios of the elements were used. The sample ingots were flipped over
and remelted at least three times to promote homogeneity. Weight losses attributable to the arc-melting
procedure were confined to within 0.5 weight-%. The as-cast samples were characterized by powder X-
ray diffraction at room temperature. A Rigaku SmartLab powder diffractometer was used in the Bragg-
Brentano geometry, the scan used CuK, scattering radiation collected in the 26 diffraction interval
between 10° and 90°, 26 with stepsize of 0.02°. The resulting X-ray diffraction spectra were analyzed
using a FullProf suite of programs for full-profile Rietveld refinement [7]. The dc-magnetic
measurements on the polycrystalline samples were carried out using the vibrating sample magnetometer
platform of a PPMS Dynacool system from Quantum Design, San Diego, in the sample temperature
range of 1.8 - 330 K, and with applied magnetic fieldsupto 9 T.

3. Results and discussion

3.1. Crystallography
The profile analyses of the powder X-ray diffractograms collected for CeigYo2Rh.Ga and
Ce1sLao2Rh,Ga confirmed that both compounds crystallize in the desired orthorhombic ordered version
of the LazNis-structure type at room temperature with space group Cmce, similar to that of the undoped
Ce;Rh,Ga compound. The refinement fits yielded values of the lattice parameters which are a =
5.85466(3) A, b = 9.61734(6) A, and ¢ = 7.47766(2) A for Ce1sYo2Rh,Ga and a = 5.86116(4), b =
9.66798(3) A, and ¢ = 7.48185(1) A for Cesslao,Rh,Ga. These values are in good agreement with an
earlier report [4]. The refined atomic positions are summarized in table 1. Fig. 1 shows the powder X-
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ray diffraction pattern obtained together with the full-profile least-squares refinement fit to the data for
the representative compound Ce15Y02Rh,Ga.
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Figure 1. Experimental powder X-ray diffraction spectrum of CeisYo.Rh.Ga at room temperature
denoted by open-circle symbols, Rietveld refinement denoted by a red line, theoretical Bragg positions
corresponding to the theoretical Cmce space group denoted by vertical bars, and the blue line denoting
the difference curve between experimental, and Rietveld calculated intensities.

Table 1. Crystallographic details obtained from powder X-ray diffraction analyses of
Ce15Y02Rh,Ga and Ces sLag2Rh,Ga.

Comp. Atom Wyckoff x y z Occupation
sites (x100%)

CeisYo2RhGa Ce 8f 0 0.34103 0.09336 0.9

Y 8f 0 0.34103 0.09336 0.1

Rh 8e 0.25000 0.08920 0.25000 1.0

Ga 4a 0 0 0 1.0
CeislLag2Rh,Ga Ce 8f 0 0.34149 0.08818 0.9

La 8f 0 0.34149 0.08818 0.1

Rh 8e 0.25000 0.08228 0.25000 1.0

Ga 4a 0 0 0 1.0

3.2. Magnetic properties

The temperature dependencies of dc-magnetic susceptibility, x(T) of both title compounds were
measured in the field-cooled protocol (data collected while cooling the sample in the excitation field
from high to low temperatures) in a magnetic field of 0.1 T for CeisYo2Rh.Ga and 0.5 T for
Ceislao2Rh,Ga. Fig. 2(a) and 2(b) show x(T) for these compounds, normalized on a per-mole Ce basis.
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Figure 2. (a): Temperature dependent dc-magnetic susceptibility x(T) of Ce1sYo.Rh,Ga measured from
300 K to 1.8 K in a constant applied magnetic field of B = 0.1 T. (inset) Magnified view of ¢(T), which
displays a cusp-like anomaly at T; = 112.4 K. (b): dc- magnetic susceptibility y(T) of CeislLao.Rh.Ga
measured from 330 K to 1.8 K in a constant applied magnetic field of B=0.5 T. (inset) Magnified view
of x(T), which displays the absence of a cusp-like anomaly as compared to the data in Fig. 2(a).

The inset of Fig. 2(a) displays a magnified view of the susceptibility with a red line obtained by
fitting the data to the Curie Weiss expression [8]:

N 2
x (D)= AR eft 3kp(T - Op) 1

where Ny, ,uzeff, kg, and p are Avogadro’s number, the effective magnetic moment, Boltzmann’s
constant and the paramagnetic Weiss temperature, respectively. The best fit was achieved in the
temperature range of 130 - 180 K and from the fit values of = 2.26(3) p,/Ce and 8, = -286.98(5) K
were obtained. The data below 120 K deviates from the Curie Weiss law prediction due to the maximum
reached in x(T) at 112.4 K. The observed changes of x(T) on Ce1sYo2Rh.Ga were comparable to that of
HT-Ce,Rh,Ga looking at the y(T) values at the maximum peak. By contrast, in Ceiglag.Rh.Ga no
anomaly is found in y(T) — see Fig. 2(b). The y(T) data of Ce1glao,Rh,Ga followed equation 1 in the
range 330 - 100 K; see red line in the inset to Fig. 2(b). The least-squares fit yielded an effective moment
value u =2.02(5) p,/Ce and a paramagnetic Weiss temperature 6,= -148.61(4) K. By contrast to what
was reported on the undoped Ce;Rh,Ga [4], we note that the effective moment values for both doped
compounds are somewhat reduced from that of the full free-ion Ce value of 2.54 pg.

The dc-magnetization isotherms of CeisYo2Rh.Ga measured at a number of fixed temperatures
between 2 - 140 K are presented in Fig. 3(a). The magnetization at 9 T attains a value of ~0.11 ug/Ce at
10 K which is less than the expected saturation value of free-ion Ce which is 2.14 p./Ce. However, the
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magnetization isotherms of Ce1 sLao2Rh,Ga between 2 - 90 K presented in Fig. 3(b) attain a high-field
magnetization ~0.15 p,/Ce at 2 K in 9 T. These small magnetization values are often observed in
correlated electron Ce-based compounds [9-10] and are typically caused by crystal-electric field effects
associated with the L = 3 orbital angular momentum of the 4f electron of a trivalent Ce ion.
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Figure 3. Isothermal magnetization per Ce of (a) CeisYo2.Rh.Ga and (b) CeislLao.Rh,Ga at
temperatures close to the expected valence transition temperature (~100 K) and at low temperature.

4. Conclusion

This study investigated the magnetic properties in the pair of doped compounds Ce1sYo2Rh,Ga and
Ceislag»Rh,Ga. We anticipated to observe effects of a simultaneous dilution of the 4f-electron density
at the Fermi energy and lattice expansion (La) and contraction (). Although the crystal structure at
room temperature was found to remain invariant upon doping, the two doped compounds revealed
unexpected variations in the (undoped) valence transition at 130 K. The combined valence and crystal
structure transition is retained in Ce1sY02Rh2Ga, albeit with a huge increase in the antiferromagnetic
Weiss exchange parameter (-287 K) compared to that of the undoped compound (-120 K, [4]). In
Ce1slao2Rh,Ga on the other hand the Weiss temperature is largely unchanged (-148 K) but the transition
has practically disappeared from the temperature progression of x(T). These findings support the notion
that hybridization between the Ce 4f electrons and the conduction electrons play a dominant role over
that of 4f electron density of states at the Fermi energy, and that the combined valence and structure
transition at 130 K may be manipulated in a facile manner through varying chemical pressure. Further
studies are needed in order to disambiguate the influences of positive versus negative pressure in
CezRh,Ga and in particular the apparent rapid demise of the phase transition upon application of
negative chemical pressure. Further studies are planned to achieved isoelectronic doping and co-doping
aimed at keeping the unit cell volume invariant.
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Abstract. Shape memory alloys (SMAs) are metallic materials that can revert to their original
shape when exposed to various temperatures. These materials are used in applications such as
actuators and aerospace due to their remarkable properties shape memory effect and pseudo-
elasticity which occurs as a result of phase transformation. TiPt undergoes a reversible
martensitic transformation from B2 <> B19 at elevated temperatures. Previous studies showed
that the TiPt alloy is mechanically unstable with the negative shear modulus (C' =-32) and soft
modes in the negative frequency of the phonon dispersion curves along the gamma region at 0
K. The supercell approach was used to substitute Ti with Hf on TiPt structure to evaluate their
mechanical stability from elastic properties and the phonon dispersions curves. The elastic
properties suggest that an increase in Hf concentration enhances the mechanical stability of
ternary systems. The C' becomes positive and larger at 25 < x < 50, which suggests a reduced
martensitic transformation at x > 43.75. The Tiso_Hf Ptso systems become more ductile with the
increase in Hf concentration, which suggests that Hf stabilizes the system at a higher
concentration. The analyses of the vibrational properties of Tiso_xHfiPtso structures with respect
to phonon dispersion are also discussed.

1. Introduction
Shape memory alloys (SMAS) have found universal applications in the fields of automotive, aerospace,
medicine and engineering [1]. This is due to two special properties pseudo-elasticity or super-elasticity
and shape memory effect (SME), which come as a result of phase transformation [2]. Pseudo-elasticity
is an elastic response to applied stress, while the SME of these materials is identified with a reversible
martensitic transformation (MT), which is a sort of non-diffusive structure phase change including both
atomic rearrangements of positions and change in cell volume [3]. The study of phase stability has been
an interesting subject [4]. In addition, the main SMAs available are those dependent on NiTi composites,
which are utilized in medical industries for dental devices, stents, bone plates, eyeglass casings and in
robotics where the application temperature does not exceed 373K [5]. NiTi keeps on overwhelming the
developing business sector due to their attractive mechanical properties in their capacity to accomplish
functionality when compared with different SMAs, great corrosion resistance and biocompatibility [6].
The search for better SMAs is increasing rapidly for the development of new systems [7]. However,
huge advancement has been made in expanding the reach of NiTi-based alloys in actuator-based
applications through ternary alloying [8]. A few alloying additions, for example, Au, Pd, Pt, Zr and Hf,
have appeared to establish the martensitic transformation temperatures for the shape memory alloys of
NiTi SMAs [9]. Some of these ternary alloys were reported to have successfully increased the
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transformation temperature of NiTi [10]. High temperature shape memory alloys (HTSMAS) are costly
and are still under investigation due to their great functionality and high martensitic transformation
temperatures of up to 800 K. However, the most attention was focused on Ni-Ti-Zr, and Ni-Ti—Hf
HTSMASs mainly due to the generally low costs for crude materials as compared with the Nobel metals
(Au, Pd, and Pt) [11].

Possible elective systems for NiTi can be TiPd and TiPt. TiPd undergoes a B2 (cubic crystal
structure) to B19 (orthorhombic) martensite phase transformation with martensite start temperature (Ms)
between 783 and 836 K [12]. Moreover, equiatomic TiPt exhibits martensitic transformation
temperature much higher than NiTi and its ternaries above 1200 K [13]. Various reports have
demonstrated that TiPt alloy exhibited negligible shape memory effect (11%), due to the low critical
stress for slip deformation compared to the stress required for martensitic reorientation [14]. Newer
SMAs systems are being developed for extremely high temperature applications. Investigations of
ternary shape memory alloys dependent on TiPd have been growing rapidly, for instance, studies on Ti—
Pd-M, (where M = Ni, Pt, Ir, Co or Ru) alloys show high work output and good workability [15]. Ru
was found to be effective in hardening and increasing resistance to heat and corrosion [16]. For this
reason, TiPt and its ternary have been investigated to improve its mechanical workability [17].

Equiatomic TiPt is even more promising as a very HTMSA since it is reported to undergo a B2 to
B19 martensite phase transformation with a Ms of approximately 1323 K [18]. However, TiPt based
alloys have their drawbacks which limit their possible usage, upon the improvement of shape memory
properties, the alloy could be used for various temperature applications [19, 20].

In this work, Hf was selected as the third element to improve the properties of the B2 TiPt,
particularly because Hf has a greater atomic radius and melting point than both Ti and Pt. The first-
principle method was used to investigate the effect of Hf on equiatomic TiPt, utilizing thermodynamic
and mechanical properties (elastic and phonon dispersion curves).

2. Methodology

The first-principles calculations were performed using density functional theory (DFT) [21, 22]
formalism as incorporated with a plane-wave basis in the Vienna ab initio Simulation Package (VASP
). The projector augmented wave (PAW) was used to treat core-electron interaction [23]. The exchange-
correlation functional generalized gradient approximation (GGA) of the Perdew-Burke-Ernzerhof
(PBE) [24] was chosen. The plane wave cut—off energy was set at 500 eV to converge the total energy
of the binary TiPt alloys. The geometry optimization and the energy were carried out using a k-spacing
of 0.25 equivalent to the k-point mesh of 8x8x8 according to Monkhorst and Pack [25]. A 2x2x2
supercell of TiPt was employed to substitute Ti with Hf. In the elastic constant calculations, a strain of
0.005 was used for TisoxHfxPtso Systems. The PHONON code was used to investigate the phonon
dispersion spectra and the phono Density of State (phonon DOS). The phonon scatterings for the
structures were determined in the system of the direct technique, for which the force constants were
inferred by a supercell approach [26].

3. Results and Discussion
1.1. Lattice parameter and heats of formation
Figure 1 presents the change in (a) lattice parameter and (b) heats of formation against composition of
TisoxHf«Ptso where, 0 < x < 50. The current findings show that the lattice parameter increases with an
increase in Hf content. This is due to the large atomic radius of Hf (0.155nm) as compared to both Ti
(0.140nm) and Pt (0.135nm). The binary TisoPtso gave an equilibrium lattice parameter and the lowest
value of a = 3.180 A after optimization, which is in agreement with experimental findings of 3.192 A
[18] followed by Hfe 25 Tiss 7sPtso with the value a = 3.196 A. It is also observed the lattice parameter that
the volume (A3) increases with an increase in Hf content.

The heats of formation (AHy) of the intermetallic systems can be calculated from the following
equation [27]:

AHy = Eripeny — Zi %iEi 1
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where Eripwi total energy of an intermetallic system, and E; is the total energy of the individual elements
in the system.

The calculated AHr in Figure 1 (b) show that TiPt becomes stable with an increase in Hf content.
HfsoPtso is the most thermodynamically stable structure, and the most stable ternary being
Hf43_75Ti6_25Pt50( - 0.966 eV/atom).

3.34 0.75
~ 3321 ()
< -0.80 1
= 3.30 1
*g 3.28 - -0.85 1
3.26 &
g T 090
S 324
g 322 -0.95 1
£ 3.20 1 50
- 318 o
3.16 4 , . , . -1.05 . : . :
0 10 20 30 40 50 0 10 20 30 40 50
Tigy Pty X Hf,,Pt,, Tig,, Pty X Hf Pt

Figure 1. Change in (a) Lattice parameter and (b) Heats of formation (AHs) against composition Tisox
Hf,Ptso, 0 < x < 50

1.2. Elastic constants

Elastic constants are vital material parameters, the investigation of elastic constants gives a connection
between the mechanical properties and dynamic data concerning the idea of the forces working in solids,
particularly for the solidness and stiffness of materials. Brittleness, ductility, stiffness, stability and
anisotropy (A) of material are some of the key fundamental solid-state phenomena of elastic constants.
Since the intermetallic compound TiPt belongs to the cubic crystal, it has three independent elastic
constants Ci1, C12 and Cas. This system has been adequately used to consider the elastic properties of
various metallic structures [28].
For a cubic system, the mechanical stability conditions are given by [29];

Ci1, Caa, C11> [Cyr2| @nd C11 + 2C12 > 0, 2

The elastic constants were evaluated to observe the effect of 0.005 strain when substituting Ti with Hf.
All the independent elastic constants Ci1, Ci2, and Cas for TisoxHfxPtso were positive which indicates the
mechanical stability of the system. The C1; < Ci2 from 6.25 — 18.75 at.% which gives a negative C".
Furthermore, C11 > Ci, from 25 — 43.75 at.% contributes to a positive C'. The positive C’ suggests that
the ternary at 25 — 43.75 at.% Hf, the compositions satisfy the stability conditions. The C’increases with
the addition of Hf to the system, it is also observed that positive and larger C’ leads to A > 1. Elastic
anisotropy of crystals is significant since it associates with the possibility to instigate miniature breaks
in materials. The anisotropy factor is the proportion of the level of anisotropy in solid materials [30].
For a completely isotropic material A = 1, whereas the degree of elastic anisotropy isA>1or A<1. As
shown in Table 1, the value of A for x > 25 is greater than 1, which indicates that the ternaries can be
regarded as an elastically anisotropic material. The martensitic transformation temperature of Tiso-«Ptso
is lowered with an increase in Hf up to 43.75 at. %, which is due to C". Contrary to the rise in martensitic
transformation at Hf 6.25 at. % due to low C".
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Table 1. The elastic constants C;; (GPa), shear moduli C’and anisotropy A for TisexHfPtso, 0 < x < 50.

Structure Cu1 (GPa) C12(GPa) C14(GPa) c A

TisoPtso 145 210 45 -32.5 -1.38
Hf6.25 Ti43.75Pts0 105 229 54 -62 -0.87
Hf1g 75 Ti31.25Pts0 147 206 47 -30 -1.59
Hf2s5Ti2sPtso 192 187 40 2.5 16

Hf3125Ti1g.75Pts0 202 178 46 12 3.83
Hf43.75Tl6.25Pts0 209 173 44 18 2.44
HfsoPtso 209 172 43 19 2.32

Another index to describe the brittleness or ductility of a system is Pugh’s ratio (k) which is defined
as Bulk (B) to shear (G) ratio, k = B/G, the B/G ratio must be > 1.75 for the material to be regarded as
ductile, if < 1.75 then the material is brittle [31]. In Figure 2 (a), the structures displayed ductility with
an increase in Hf content, since B/G > 1.75. The dip at 18. 25 at.% of Hf was caused by lower values of
G. Furthermore, 6.25 at.% Hf is brittle with k = 1.68.

Cauchy pressure can be portrayed as C12 — Cas, which may be utilized to portray the angular character
of atomic bonding in different metals and compounds. The negative estimation of Cauchy pressure
demonstrates that the material is non-metallic with directional bonding and while for positive estimation
of the material; it is required to be metallic. [32]. From Figure 3 (b), it is evident that the values of Ci»
— Cus of TisoxHf«Ptso are positive, which indicates the metallic behavior of the compound. Furthermore,
according to Ci> — Cags, it is noticeable that the metallic behavior of TisoxHfxPtso is getting weaker with
an increase in Hf content. Therefore, the TisoxHfxPtso maintained a metallic behavior as Hf is introduced
to the system.
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Figure 2. (a) Pugh’s ratio k and (b) Cauchy pressure against composition TisoxHfxPtso, 0 < x <50

1.3. Thermal properties

It is imperative to appreciate the Debye temperature, chemical bonds, and the mechanical solidness of
materials. The Debye temperature (®p) is firmly identified with numerous actual properties, for
example, versatile consistent, explicit warmth and melting point and it can be assessed through the mean
sound speed utilizing the accompanying condition [33],

h 3n 1/3
Op = . (ﬁ) X U, 3)

where h is the Planck constant, n is the number of atoms in the unit cell. The average sound velocity
in a system, v, is given by:
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where vt and v are the transverse and longitudinal elastic wave velocities, respectively, which can be
written as:

vy = (%)1/2 and v, = (333-;46)1/2. %)

The calculated Debye temperature of the TisoxHf«Ptso compositions is summarized in Table 2. The
density of the TiPt increases with an increase in Hf, this is deducted from the lattice parameter in section
3.1. The @p can also be used to describe the strength of covalent bonds in solid materials [34]. The
obtained results indicate that the covalent bonds in Hfs2sTiss7sPtso are greater than all other
compositions. The Debye temperature increases in the sequence Hfg 75 Tis1.25Ptso < Hf25TizsPtso < HfsoPtso
< Hf31.25Ti18.75Ptso < Hf4375Ti6.25Pts0 < TisoPtso < Hfe.25Ti43.75Pts0.

Table 2. The density p (Mg/ms), transverse v;, longitudinal vi and mean elastic wave velocity v, (M/s)
and Debye temperature ®p (K) for TisexHf\Ptso, 0 < x < 50.

Composition p Vit Vi Vm b

TisoPtso 12.614 2553 4854 2855 337
Hf6.25 Ti43.75Pts0 12.614 2916 5054 3237 380
Hf1875Ti31.25Pts0 13.210 871 3728 995 115
Hf25Ti2sPtso 14.324 1026 3746 1171 135
Hf31.25 Ti18.75Pts0 14.917 1329 3799 1511 173
Hf43.75Tis.25Pts0 15411 1372 3709 1557 177
HfsoPtso 16.441 1343 3647 1525 172

1.4. Phonon dispersion curves

The scattering relations display two kinds of phonons in particular the optical and acoustic modes
corresponding to the upper and lower sets of bends in the chart, respectively. The analyses of the
vibrational properties concerning the phonon dispersion curves and the phonon density of states (DOS)
of the TisoxHf«Ptso (x = 6.25, 18.75, 25, 31.25 and 43.75) are shown in Figure 3. Previous reports show
that the B2 TiPt has soft modes due to Pt contribution and while Ti contributes to the acoustic mode in
the positive direction [35]. In addition, on Pt substitution with Hf, TisoPts1.2sHf15.75 and TisePtosHf2s were
found to be vibrational stable due to the absence of soft modes in the negative direction of phonon
dispersion curves [36]. Interestingly, from Figure 3, it is observed that the soft mode along all the high
symmetry directions has the lowest frequency at approximately -3 THz and a slight shift in the acoustic
region since Ti was substituted with Hf. The phonon dispersion curves are highly unstable due to the
presence of soft modes along with the high symmetry directions. A similar trend is observed in all
compositions. The phonon DOS of the TisoxHf«Ptso X = 6.25, 18.75, 25, 31.25 and 43.75 is plotted on
each right side of the phonon spectra. The Phonon DOS shift minimally with an increase in Hf content.
This is due to the high Pt content in the ternary system. The Pt element contributes more towards the
soft modes in the negative direction [36]. In addition, from all the concentrations below the Pt atoms
vibrate at lower frequencies, while on the contrary, Ti atoms vibrate towards higher frequencies.
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Figure 3. Phonon dispersion curves and phonon DOS for Tiso xHf,Ptso, 0 <X <50

4. Conclusions

First-principle was used to investigate the structural, thermodynamic and mechanical properties in Tiso-
«HfPtso where 0 < x < 50. The lattice parameter behaviour depends on the type of the third element,
atomic radius, density and sub-lattice. The addition of Hf displayed an increase in lattice parameters due
to the atomic radii and densities. Thermodynamic stability for the ternary system was investigated by
partially substituting some of the Ti with Hf, it was observed that Hf (-0.966 eV/atom) at 43.75 at.% the
substitutions were the most stable structures. The Cas decreases slightly which leads to an increase in
transformation temperature. The C’ of the TisoxHfxPtso compound is raised with the increase in Hf
content, which leads to positive and larger anisotropy. Cauchy pressure confirmed metallic behavior of
the TisoxHfPtso (0 < x < 50) systems. The calculated structures show good thermal conductivity as
deduced by the Debye temperature. The phonon dispersion curves were also calculated and suggest that
the addition of Hf needs more strain to stabilize TiPt at compositions greater than 6.25 at. % or some
substitution to Pt sub-lattice.
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Abstract. A Large Ion Collider Experiment (ALICE) at the Large Hadron Collider (LHC) at
CERN went through a major upgrade in which some of its subdetectors were replaced with new
ones, while others are equipped with new electronics. The aim of the upgrade is to withstand
higher collision rates during the third running period (Run 3), which started in 2022. As part of
the upgrade, certain subdetectors such as the Muon Trigger, renamed to Muon Identifier, now
operate in a continuous, triggerless readout mode, in addition to the previous triggered readout
mode. Due to the increased quantity of data, typical methodologies are impossible to employ
without massive efforts to expand the processing capacity. Since the new ALICE computing
system cannot keep up with the increased data flow of the Muon Identifier, a new processing
algorithm has been established. These proceedings provide a insight to the new approach of
processing the Muon Identifier readout data based on a customized user logic FPGA firmware.

1. Introduction

ALICE [1] is one of the four main experiments at the LHC. It is designed to study the strongly
interacting matter, namely the quark-gluon plasma (QGP) [2] and its properties. In order to
unravel the enigma of the universe, the ALICE detector records data during lead-lead (Pb-Pb),
proton-lead (p-Pb), and proton-proton (pp) collisions. Based on data collected during Runs 1
and 2, ALICE is the leading heavy-ion experiment in the world and is quickly expanding the
knowledge gathered in previous experiments all over the world. The LHC completed the three-
year planned second Long Shutdown, which started at the end of 2018 to prepare for Run 3.
In line with the LHC upgrade, the ALICE detector had a major upgrade [3]. This upgrade ad-
dresses the challenge of reading out Pb-Pb collisions at a rate of 50 kHz, pp, and p-Pb collisions
at 200 kHz and higher. At the center of the ALICE upgrade strategy, is a high-speed readout
approach based on a Common Readout Unit (CRU), which has been developed for detector data
readout, reconstruction, multiplexing, and data decoding on the Online-Offline (O2?) computing
system.

Many of the proposed physics observables require a change in the data-taking strategy, moving
away from triggering a small subset of events to continuous online processing and recording of
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all events. To achieve these goals, ALICE has been upgraded in such a way that all interactions
will be scrutinized with online precision. The upgrade entailed the replacement of some subde-
tectors with new ones, making use of new technologies, while others are now equipped with new
front-end and readout electronic systems [4]. Thus far, the selection of single muon and dimuon
events with a maximum trigger rate of 1 kHz, limited by readout capabilities, was provided by
the Muon Trigger (MTR), as well as muon identification. However, the upgrade strategy de-
scribed in the Letter of Intent (LolI)[3] does not require a muon trigger since all events of interest
are now read out upon the interaction trigger before online selections. For this reason, as part
of the upgrade, the new Muon IDentifier (MID) subdetector plays the role of muon identifier.

2. Muon IDentifier

The MID [5] is based on 72 single-gap Resistive Plate Chamber (RPC) detectors, arranged in 2
stations of 2 chambers, each at a distance of about 16 m and 17 m from the interaction point,
respectively. Its readout chain block diagram is shown in Fig. 1.
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Figure 1. A schematic description of the MID readout chain architecture for LHC Run 3.

The MID readout chain consists of about 21,000 strips connected to the 72 RPC detectors
spread over multiple Front-End Electronic Rapid Integrated Circuit (FEERIC) cards equipped
with one or two customized Application-Specific Integrated Circuits (ASICs). The strip signals
from the FEERICs are propagated to the readout electronics using high-speed Low-voltage
Differential Signaling (LVDS) channels. The readout electronics (local and regional cards) act as
interface between the on and off-detector electronics. They are mounted inside the cavern a little
further away from the detector stations, where the radiation is lower. Since the colliding beams
will produce a lot of radiation in the area around the ALICE detector in the cavern, the regional
cards are equipped with a radiation hardening Gigabit Transceiver set of chips (GBTx and GBT-
SCA) [6, 7] used to facilitate the bidirectional connections between the readout electronics and
CRUs through optical links, namely, GBT links. The CRUs are the key components of the chain.
They combine and multiplex data from multiple readout electronic cards as well as timing and
trigger information generated from the Central Trigger Processor (CTP) via the Local Trigger
Unit (LTU) before transmitting the data to the O? computing facility for processing and storage.
The CRUs are mounted on computers housed in the intermediary computer room, called the
counting room, tens of meters above the ALICE cavern and thus do not require to be protected
from the radiation, as is the case for the readout electronics. These computers can be reached
over the network from the main Detector Control System (DCS). The DCS manages the readout

SA Institute of Physics Proceedings of SAIP 2022



156 Design and development of the ALICE common readout unit user logic. ..

chain by sending commands and monitoring the system. Experimental data are moved from the
First Level Processor (FLP) to the Event Processing Node (EPN) for processing and storage.
The EPN is an internal component of the O? computing system |[8].

3. CRU firmware

The standard approach of delivering raw data to the O? system is no longer sufficient to meet the
needs of the newly enhanced MID subdetector. As a result, an alternative option was presented
to the ALICE collaboration [9]. Since the release of its first official version in 2018, the CRU
firmware provides basic functionalities allowing to interact with multiple systems via a variety
of interfaces and read out any subdetector without conducting any first stage data analysis.
However, the CRU firmware can be customised to meet the demands of different subdetectors
in the ALICE experiment. In particular, a first stage data analysis can be implemented before
online and offline reconstruction. This customisation is referred to as ”User Logic”. It is the
responsibility of the MID specialists to decide how data should be handled in their user logic.
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Figure 2. CRU firmware architecture. Adapted from [10].

The CRU firmware architecture is illustrated in Fig.2. It is composed of several modules
interacting with several interfaces. From left to right, the main interfaces are the GBT wrappers,
Board Support Package (BSP), Datapath Wrappers (DWs), Timing and Trigger Control (TTC),
Dedicated Data Generator (DDG), slow control, and PCle endpoints. All of these interfaces
provide indispensable functionalities to the CRU firmware, and at the heart of it is a tailored
user logic component with functionalities that are unique to MID.

The key general requirements of the user logic component are derived from several articles
and are cited in this paper, but not duplicated. These requirements are described in [10, 11]
and [12]. One of the main functional requirements of the user logic component is to reduce the
data rates transmitted to the O? system by performing zero suppression. It also has to carefully
handle the readout electronics anomalies and errors, without stopping the data acquisition of
the readout chain. Transient losses of payload (physics) data are not tolerated. This means that
at all cost, every level of the user logic hierarchy must be able to identify anomalies from the
levels below and continue to transmit packets and follow the communication rules with the levels
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above. The violation of communication protocols, corruption of data, and unresponsiveness of
the system in case of errors shall be prevented.

4. Architecture and design of the user logic component

The user logic is designed in a sequential manner, with all processing occurring one after another
from an input-output perspective. The objective of this approach is to facilitate error tracking.
The user logic consists of three main segments, each of which is linked to a specific interface of
the CRU firmware (see Fig.2). A representation of the user logic block diagram and its interfaces
is shown in Fig.3. Starting from the top is the TTC segment (grey), which receives data from the
timing and trigger system through the TTC interface. Next is the GBT segment (blue), which
receives data from the readout electronics via the GBT wrappers, analyses them then combines
them with the Raw Data Header (RDH) extracted from timing and trigger information before
transmitting them to the O2 system via the datapath wrappers. The GBT segment is the
only part of the design that can be duplicated through parameterization. Hence, enabling the
possibility to process multiple GBT links, allows for improvement and adaption to diverse testing
scenarios. The last segment is the Avalon (orange), which provides configuration and monitoring
through the PCle interface.
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Figure 3. Structure of the user logic design showing the three main segments and data flow.

5. Test-bench layout

A test bench at iThemba LABS was implemented to extend the capabilities of the user logic
and match the test scenarios performed with readout electronics at SUBATECH, Nantes (where
the readout electronics cards were designed [13]). The test bench is a scaled-down replica of
the MID readout chain without the RPC detectors. It includes a fully-equipped VME crate (16
x local, 1 x regional, and 1 x J2 bus boards), the LTU, CRU, and FLP. Figure 4 depicts the
test bench setup and illustrates how various components are linked together. The full setup
can be seen on the top left, while in the bottom left the fully-equipped VME crate is shown.
The local and regional cards are plugged into the crate via the J2 bus card sitting at the back
of the crate. Three cables are exiting the regional card, two of which are optical cables, and
connect the regional card to the CRU. The latter is a USB (2.0) cable connected to a CentOS
PC, which is used to configure and program the local and regional FPGAs. At the top-right is
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the LTU, which can be used to interact with multiple CRUs via a splitter. However, for this
application only one CRU is needed. The connection between the LTU and the CRU is done
via a single-mode SC to SC optical cable. The LTU uses an Ethernet cable to interact with
the FLP software, which runs on CentOS 8. Finally, on the bottom-right is the CRU board
housed by the FLP server. The CRU board is internally attached to the FLP via the PCle
connectors, its FPGA can be programmed using the PCle interface or via its integrated USB
blaster programmer, which connects to the FLP server using a micro-USB (2.0) cable.

CemtOS 7
Computer

Connected to CRU's
L | intenal USB-Blaster

&
Single Mode Fibre [

GBT Fibre (x2) Ethernet Ethernet
to D-Link Switch|| to LTU
] ] A (Internet) [EM || [EMx]
Regional x16 Local A
Card Card’s

Figure 4. New test bench located in the laboratory S64 at iThemba LABS. The diagram shows
the readout chain components and how they are connected.

6. Results

The simulated results of the working user logic firmware were generated in ModelSim using a
simulation framework provided by SUBATECH. A subset of the results is illustrated in Fig.5.
As can be observed, the user logic output packets fulfill the readout control protocol criteria
specified in [12], which states that packets created by the user logic must begin and terminate
with the Start Of Packet (SOP) and End Of Packet (EOP) signals, and each packet must be
enclosed by the RDH. The output data format transmitted by the user logic is based on the
GBT raw data, pre-analysed and concatenated into multiple data blocks of 256-bit to form the
payload included in the packets.

A clear comparison of data before and after being processed by the user logic is illustrated in
Figure 5. It shows the outcome result of the data before and after all processing stages the user
logic firmware have been completed. These simulation results validate the aim of this research,
which is to enhance the way data are processed by only transmitting valuable information to the
FLP. The hardware test results did not reflect the simulation results at first, but were refined
after each iteration until complete accuracy was achieved. The user logic helped decreasing
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the amount of data transmitted from the CRU to the FLP by roughly 80%, and improved the
readability of the data at the O2 level.
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Figure 5. Simulation results extracted from ModelSim. This image compares data before and
after the user logic processing. As it can be seen, the packets start and end with SOP and EOP
signals. Each packet includes RDHs (open and close), that specify the borders of the packet.

7. FPGA resource usage

The CRU firmware combined with the user logic component use about 160k (38%) Adaptive
Logic Modules (ALMs) and 1355 (50%) RAM blocks of the available resources. These results
were obtained after integrating and compiling the CRU firmware with the user logic component.
Table 1 provides a summary of the total FPGA resource used. The user logic consumes around
37k (9%) ALMs and 271 (10%) RAM blocks of the overall resources. These findings meet the
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requirement of this study, but are not good enough as the long-term aim is to process data from
16 GBT links while maintaining the overall RAM consumption below 75%.

Table 1. FPGA resource usage of the CRU firmware after insertion of the user logic component.

Resource name Total in ratio Total in percentage
Logic utilization (in ALMs) 160,282 / 427,200 38%
Pin 369 / 960 38%
Block memory bits 19,982,660 / 55,562,240 36%
RAM blocks 1,355 / 2,713 50%
RX channels 41 /) 72 57%
TX channels 41 /72 57%
Phase Locked Loops (PLLs) 59 / 144 41%

8. Conclusion

The user logic firmware performed reasonably well during the simulation and hardware tests.
The findings shown in these proceedings demonstrate that the user logic is stable, reliable,
and built to read out Pb-Pb collisions at a rate of 50 kHz, and pp and p-Pb collisions at 200
kHz and higher without any issues. The methodology implemented shows that it is feasible to
considerably reduce the data bandwidth transmitted from the CRU to the FLP by roughly 80%.
The user logic has passed the validation tests and so fulfils the MID requirements. The results
obtained also indicate that with some optimizations, the user logic can immensely contribute
to the development of a full scale user logic component capable of processing data from the
complete MID system during the LHC Run 3.
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Abstract. Recent studies in particle physics have shown that there are myriad possibilities for
strong dark sector studies at the LHC. One signature is the case of semi-visible jets, where parton
evolution includes dark sector emissions, resulting in jets overlapping with missing transverse
energy. Owing to the unusual MET-along-the-jet event topology, this is mostly an unexplored
domain within ATLAS. In this talk, I will discuss the public results of the first t-channel ATLAS
search for semi-visible jets, that focussed on overcoming the performance and optimisation
challenges associated with such a unique final state, specifically looking at the angular difference
between the hardest jet and the missing transverse energy.

1. Introduction

Collider searches for Dark Matter (DM) until this date have mostly focussed on scenarios where
DM particles are produced in association with either heavy Standard Model (SM) particles,
photons or jets. However, no confirmed evidence of DM has been observed so far. Several
models [1, 2, 3, 4] have been proposed that include a strongly-coupled dark sector, giving rise to
unusual and unexplored collider topologies. Semi-visible jets (SVJ) [5] is one such example. A
result in the s-channel production mode has been presented by the CMS collaboration [6]. Here,
a preliminary result from the ATLAS search for the ¢-channel production mode [7] is presented.
Searches for t-channel production modes allow to probe a broad class of non-resonant signals
and can potentially have higher mass reach, as they are not limited only to finding resonance
peaks as in the s-channel searches.

2. Signal and background modelling

In the t-channel production mode, the scalar bi-fundamental mediator (®) acts as a portal
between SM and dark sectors. The hadronisation process involves dark quarks as well as SM
quarks as shown in Fig. 1. The ratio of the stable dark hadrons over the total number of hadrons
in the event is termed Rj,,, which can be set in the model. This results in reconstructed jets
geometrically encompassing the dark hadrons, termed semi-visible jets (SVJ). The resultant
missing transverse momentum (E%liss) direction is aligned along one of the jets. As this is also
a signature of mis-measured jets in a detector, this class of jets as new physics signal has been
mostly unexplored at the Large Hadron Collider (LHC).
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Figure 1. The Feynman diagram and subsequent production mechanism for semi-visible jets.
The mediator ® decays to two dark quarks, and the hadronisation process involves dark hadrons,
and partially SM hadrons, governed by Rj,, fraction. The coupling is denoted by A. HV denotes
the Pythia8 Hidden Valley module interactions connecting the dark sector with the SM sector.

The Madgraph [8] event generator at leading order, with up to two extra jets was used to
generate matrix element (ME) level signal events with the DMsimp_tchannel model [9] and
NNPDF30LO [10] PDF. The pair production of mediators with their decays governed by the
same Ri,, fraction would result in roughly back-to-back semi-visible jets. The addition of extra
jets boosts the hadronic activity, and consequently the E%liss in the event, thereby making the
search viable over the Standard Model background. The dark hadron mass is set to be 10 GeV
based on [5], while the mediator mass is varied within the range of 1000 - 5000 GeV in 500 GeV
intervals. Another free parameter in the model is the coupling connecting the SM and DM
sectors, A (as shown in Fig. 1). The nominal samples are generated with A = 1 but A can be
varied between 10~* — 47 [11, 12]. The cross-section is scaled as A\* without having any impact
on the kinematic distributions or on the validity of the model if the mediator mass is 2.5 TeV
or higher, as at lower mediator masses, there are contributions from s-channel processes as well.
The Hidden Valley (HV) module [13] of Pythia8 [14] is used to shower the ME level event,
using the NNPDF2.3LO [10] parton distribution function (PDF) set and the A14 set of tuned
parameters [15]. The MLM [16] jet matching scheme, with xqcut of 100, is employed. The
samples were generated with Rj,, values of 0.2, 0.4, 0.6 and 0.8 for each mediator mass.

The contributing background processes are multijet, t¢, single top, Z/W+jets, and diboson,
generated using Pythia8.230, PowhenBoxV2 [17, 18, 19] plus Pythia8.230 for showering, and
Sherpa2.2.11 [20, 21] respectively. The Monte Carlo (MC) simulated samples are processed
through the full ATLAS detector simulation [22] based on Geant4 [23], and then reconstructed
and analysed using the same procedure and software that are used for the data.
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3. Analysis Strategy

This analysis uses 139 fb~! of proton-proton collision data with 25 ns bunch spacing collected by
ATLAS from 2015 to 2018. The description of the ATLAS detector can be found elsewhere [24].
The E%‘iss is defined as the negative vectorial sum of the transverse momenta of all selected
objects. Events in the analysis are selected with the un-prescaled EEFiSS trigger having the
lowest threshold [26]. Events with ER > 200 GeV are selected in order to be on trigger
efficiency plateau. Particle-flow (PFlow) jets are constructed using the anti-k; algorithm [27, 28]
with a radius parameter of R = 0.4, using charged constituents associated with the primary
vertex and neutral PFlow constituents as inputs [29]. Events are required to have at least two
jets within |n| < 2.8, the leading jet is required to have pp > 250 GeV, while other jets are
required to have pt > 30 GeV. Events are also required to have at least one jet within A¢ < 2.0
of E%liss direction, as the distance of the closest jet to EITniss direction depends somewhat on
the Ri,, fraction. Jets are considered tagged as b-jets if they pass the 77% efficiency working
point of the DLIr algorithm [30]. Events with two or more b-tagged jets are vetoed to reduce
tt background contributions.

As the signal does not have any leptons, Any events with a 7-lepton candidate with pr
> 20 GeV and |n| < 2.5 are rejected. Events with any electrons or muons satisfying pr > 7 GeV
and within the tracking volume |n| < 2.5 are discarded for the nominal analysis. However, for
estimation of leptonic backgrounds, additional leptonic selections are defined. In all cases, E%iss
trigger is employed, and ErT]rliss is recalculated considering muons to be invisible, to mimic the
nominal analysis trigger level EXisS definition. Events with any electron with pp > 7 GeV are
discarded. The muons must have pp > 7 GeV. The 1L selection requires exactly one muon
and no b-tagged jet. The 1L1B selection requires exactly one muon as before, but exactly one
b-tagged jet in addition. Finally, the 2L selection requires two opposite charged muons with
the pair’s invariant mass between 66 GeV and 116 GeV, and no b-tagged jets. The 1L-region is
dominated by W+jets events, the 1L1B-region is dominated by semi-leptonic ttand single top
quark induced processes, and the 2L-region almost exclusively contains Z+jets events.

The analysis uses E2 and Hr, the latter defined as the scalar sum of pr of jets in the event.
The region with E%liss > 600 GeV and Ht > 600 GeV after the pre-selection is defined as the
signal region (SR). The corresponding 1L, 1L1B and 2L control regions (CR) are defined using
the muon and b-tagged jet requirements with the same E%ﬁss and Ht requirements as in the SR.
Low and intermediate E%liss validation regions (VR) for multijet process are defined by requiring
E%ﬁss to be between 250 GeV to 300 GeV and between 300 GeV to 600 GeV respectively, with
the same Ht > 600 GeV requirement after the pre-selection. The CR and VRs have negligible
signal contamination.

The search then makes use of two other key observables, which are found to be largely
uncorrelated:

(i) the pr balance between the closest jet (j1) and farthest jet (j2) from EXSS direction, termed

as p'%al, defined using two-dimensional pt vectors:

bal _ p1(j1)+p1(2)]
PT" = Gy lpr G2l
(ii) the difference in the azimuthal angle between j; and js as defined above, termed |@max —

¢min‘ .

Fig. 2 shows the signal against total background shape comparison for pl%al and |pmax — Pmin|
distributions for the nominal selection. There is a distinct shape difference between the different
signal benchmark points, and the total background, which is utilised in designing the fit strategy.
The |pmax — Pmin| and the p'%al distributions are divided into nine bins as seen in Fig. 3. These
bins are defined identically in SR and in each CR. Yields in these nine bins in each case are
treated as the observables.
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Figure 2. Comparisons of shape of pl}al (a) and |pmax — Pmin| (b) distributions between the
total background before the fit and six signal predictions covering a representative mediator
mass and invisible fraction range. The solid vertical lines represent how these distributions are
divided to form the nine-bin grid subsequently.
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Figure 3. The definition of the 9-bins in |¢pmax — Gmin| and ptT)al, defined identically in SR, VR
and in each CR.

The background contributions are from multijet processes with mis-measurement of jet
momenta and angles, and from W/Z+jets, diboson and semi-leptonic top processes with real
E%‘iss. In order to address the known mismodelling in multijet MC samples, reweighting factors
using an additional low E3'° VR of 250-300 GeV were derived in multijet-rich bins 3, 6 and 9
and applied to the rest of the bins in the same pl%al range. The background from ¢t and W-+jets
arises either because an electron or a muon is not detected or a hadronically decaying 7 lepton
is misidentified as a jet.

The systematic uncertainties on signal and background yields and shapes result from
experimental uncertainties and theoretical modelling effects. The former are due to the jet

energy scale (JES) and resolution (JER), computation of the EMiSS soft term, flavour-tagging
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performance, rescaling of simulation to match the pile-up profile in data, and an absolute
uncertainty on the luminosity estimation. Uncertainties in the reconstruction, identification,
isolation and trigger efficiencies of muons, electrons and 7-leptons and on their energy scale and
resolution are also considered. Theoretical uncertainties common on the MC samples are due to
renormalisation and factorisation scales and due to PDF choices. Additionally, initial and final
state radiation scale uncertainties were assessed for ¢t and single-top processes as well, treated
as uncorrelated between them.

4. Results

In order to estimate the background, a simultaneous binned maximum likelihood function fit is
performed using all the nine bin yields, using the MC templates, by employing the SR and the
corresponding CRs (1L, 1L1B, and 2L). This is done to simultaneously search for the signal while
improving the background prediction in the SR. The scale factors for the individual backgrounds
are determined from the fit: The post-fit distributions of Hr, Effniss, |dmax — @min| and pbal
observables are shown in Fig. 4 for the SR. Excellent agreement of data with SM background
predictions are seen for all the observables.

Upper limits on the contribution of events from new physics are computed by using the
modified frequentist approach CLs based on asymptotic formulas at 95% confidence level [31].
The nominal signal cross-sections for each signal mass point can be scaled by A* for mediator
masses larger than 2.5 TeV, as below that mediator mass it was seen the the twisted s-channel
diagrams contribute non-negligibly.
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Figure 4. The post-fit distributions for Hr (a), BRI (b), pbal (c), and |¢max — Pmin|
(d) are shown for the SR. Data is compared against background predictions, and six signal
predictions covering a representative mediator mass and invisible fraction range are overlaid.
The uncertainties include all systematic and statistical components. The last bin in (a) and (b)
contains the overflow.
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For each mediator mass point, the limit on the cross-section is obtained, and the
corresponding X is calculated. This A value corresponding to the cross-section upper limit
is presented for the SR in Fig. 5. It can be seen that for lower mass points, the nominal cross-
sections are excluded, whereas for higher mass points only higher values of cross-sections can be
excluded. The advantage of this representation is that it sets stringent limits on the signature
in general for a wide range of A values, and can help in recasting this analysis for future model
predictions.

95% CL upper limits on A

Opneory (D) for A=1:
325 13.7 7.03 3.95 2.45

Rirw

ATLAS Preliminary
08F  {s=13TeV, 139 fb!

Semi-visible jet t-channel

0.6

0.2f

P I S I

25

5
M,, (TeV)

Figure 5. The grid shows the observed 95% CL upper limit on A with M, on the z-axis, Riny
on the y axis. It also includes over each My column the predicted cross-section for that specific
mass value as a reference.

5. Summary

This article presents the first limits on the SVJ t-channel production for mediator masses ranging
from 1000-5000 GeV, and for Rj,, of 0.2-0.8. The observed yields are in agreement with the SM
background expectations. The upper limits at the 95% confidence level on the mediator mass
range from 2.4 TeV to 2.7 TeV, depending on the values of the invisible energy fraction. They
are translated into upper limits on the coupling strength between the mediator, a Standard
Model quark and a dark quark. This is the first result in this topology, but should lead to
exploration of other SVJ final states with leptons, or heavy flavours, as well as server a test-bed
for machine learning based anomaly detection methods.
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Abstract. Motivated by the multi-lepton anomalies, a search for narrow resonances with
S — v, Z~ in association with light jets, b-jets, or missing transverse energy was reported
by arXiv:2109.02650. In this paper, we search for scalar resonances in the e™e™ environment.
We consider Zv — jj,1T1™ and S — 7y as the final states and make use of machine learning
tools to determine the final state with the most significance. A classification model is developed
to distinguish between the signal and background processes through the use of a Deep Neural
Network (DNN) which is constructed using a dataset that consists of the energy, the pseudo-
rapidity, and the invariant mass of the final state particles. The parameters of the DNN are
tuned using a hyperparameter optimisation algorithm so that the convergence of the receiver
operating characteristic (ROC) curve is achieved.

1. Introduction

The discovery of the Higgs boson [1, 2, 3] at the Large Hadron Collider (LHC), through the
ATLAS [4] and CMS [5] experiments, has broadened the field of particle physics. Based on
measurements at a mass of 125 GeV for the Higgs, it is seen that it is consistent with Standard
Model (SM) predictions which allows us to consider the existence of additional or Higgs-like
scalar bosons but be mindful that the mixing with the SM must be adequately small. The
multi-lepton anomaly final states at the LHC are observed in refs [6, 7]. They are studied in a
two-Higgs doublet model with an additional singlet scalar (2HDM+S), where the masses of the
C P-even scalars h, S, H are to be 125, 150 and 270 GeV, respectively. The presumed dominant
decays were H — Sh,SS, which encourages us to search for scalar resonances concerning
S — 77,7~ in association with missing transverse energy, light- and b-jets. The coupling
information between the scalar S and vector boson pairs is established through the observed
decays of S via WW, ZZ, Z~ or v~ channels.

Ref [8], an alternative lepton production mechanism is discussed. The scalar S may decay
as S — NN where N contains the quantum numbers of the right-handed neutrinos. In this
configuration, the 2HDM+-S is extended with right-handed neutrinos and this is used to further
explain the anomalous muon g — 2 measurement through the chiral enhancement as discussed
in Refs. [9, 10]. Keeping this in mind, we can review a diegesis where the mixing of the scalar
with SM is insignificantly small. The couplings of S to the electroweak gauge bosons are loop
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induced, opening up a pathway to the production of S at future eTe™ colliders. Subsequently,
it allows an opportunity to study the properties of S in final states that are strenuous to isolate
in pp collisions. In Figure 1, we the cross-sections of the Sv production mechanism. In this
proceedings, we aim to show that the cross-section of the singlet scalar is large enough to be
detected in future ete™ colliders.

2. Model

The electroweak quantum number of S dictates the coupling of S with the electroweak gauge
bosons WW, ZZ, Z~,~~. The leading order SV;V5 couplings originate from the following two
five-dimensional operators [11]:

S S
Loy = Koo WO W 4 > B, B 1
D5 K2 4mS 0% + K1 4mS v ) ( )

where k1 2 are the coupling strengths. In terms of mass eigenstates

W (W Fiw?), (2)

1
V2

W3 o Cw Sw Z
(5 )=(% ) (5) ®
these operators can be written as,

S _ S
AC = HQmWIjLW i + (HQC?U + Hlsi)mzuyzuy

and

S S
+ 2¢wSw p (ko — K1) Zw F* + (/@23%0 + chi)mFm,FW. (4)

The cosine and sine of the weak mixing angle are ¢, = g/v/¢?> + ¢’? and s, = ¢'/\/ 9% + ¢'?,
respectively. From Eq. 4 we can write the couplings as:

g9swv;
vy, = m; 2(pvi - Pvag™” — PUDY) (5)

_ 2 2 _ 2 2
where gsww = K2, gszz = (K2cy, + K15y,), 952y = CwSw(k2 — K1), and gsy = Kasy, + K1cy,.
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Figure 2. Normalised differential distributions for the energies of the di-jet: the leading and
sub-leading photon (top row) and jet energy (bottom row).

3. Simulation and results

In order to simulate the S production in association with photon through off-shell Z
boson in eTe~ environment, the Lagrangian 4 are implemented in Feynrules [12]. Nine
hundred thousand background and five hundred thousand signal events are generated using
Madgraph5_aMC@NLO [13]. Further parton-level events are showered through Pythia8 [14] to take
care of fragmentation and hadronisation. The detector level simulation is performed through
Delphes [15]. The construction of jets at this level was performed using Fastjet [16] which
utilizes the anti-kr jet algorithm with a radius R = 0.5 and pr > 20 GeV. In this work, the
singlet scalar mass is mg = 151.5 GeV.

The signal process is ete™ — Z* — S, where S further decays to Zv,Z — jj and the
background process is ete™ — ~7vjj. The di-jet channel produces the largest cross-section, thus
being the dominant final state. The calculations for the production of the SM Higgs boson
and other scalars in the context of the Minimal Supersymmetric Model (MSSM) in association
with a photon are done in ref. [17, 18, 19]. They show that this process, although it is rare, it
produces a clean final state due to suppressed backgrounds. Excesses in the Z(— £7¢7)~ final
state in Ref [8] indicates that the branching ratio of S — v+ is significantly lower than that of
S — Z~. As such, we choose ky = —0.014 and kg = 0.028 (kw/kp = —0.5) for this study.
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Figure 3. Normalised differential distributions for the pseudorapidities of the di-jet: the leading
and sub-leading photon (top row) and jets (bottom row).

3.1. Optimization of the di-jet channel using ML technique

In machine learning, various tools and systems are used depending on what task one wants to
complete. Based on the data from the kinematic distributions (Figures 2, 3), this study makes
use of a Sequential Machine Learning model. This model is appropriate for a plain stack of
layers where each layer has exactly one input tensor and one output tensor and is essential for
developing a Deep Neural Network (DNN). A DNN contains a set of significant parameters that
allow us to input and output a series of data sequences. The parameters we use are the number
of epochs, neurons, layers, batch size, and the learning rate. Each has a definite contribution
to how well the DNN model performs. The DNN is used to train our sequential model and test
how it efficiently discriminates the events from signal and background processes.

In these proceedings, we show the results for the di-jet channel. The energy, pseudorapidity,
and invariant mass of the final state particles are the input variables for the DNN dataset. After
cleaning the dataset, only 592 965 signal and background (combined) samples are present. We
split the dataset into 70% training and 30% testing data. The DNN consists of 11 layers, each
with 32 neurons. We set the batch size to 32, with the number of epochs being 280. The model
learns at a rate of 0.000768. The optimizer of choice was Adamax. The ROC curve in Fig 4
shows an accuracy of 97.6%. Although the model accuracy is good, it contains fluctuations in
the plateau for the validation accuracy curve. This could be caused by a low batch size which
would be the prime suspect in fluctuations because the accuracy would normally depend on
what examples the model sees at each batch. However, that should affect both the training
and validation accuracies. Another parameter that usually affects fluctuations is a high learning
rate. The weights change much in each epoch, resulting in the model changing its prediction on
many examples. Normally this should affect both training and validation sets.

The receiver operating characteristic (ROC) curve depicts the 1:1 ratio of background
rejection to signal efficiency. The DNN outputs for the training and testing samples illustrate a
distinct separation of the signal and background events. To ensure that our model converges, we
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Figure 4. The accuracy (left), DNN output (right) and ROC curve (bottom) of the DNN
model, are depicted. An accuracy of 97.6% is achieved with the test sample.

develop a hyperparameter optimisation algorithm to tune the parameters of our DNN model.
The hyperparameter algorithm has the same structure as the DNN, but we set a range of
values for the parameters so that each run takes place with random set parameter values. We
can monitor each hyperparameter run using Weights & Biases (Wandb), a Python package
that allows us to monitor our training in real-time. It outputs model accuracy and loss plots
(figure 5) in real-time and allows us to compare multiple runs in the same project using a Parallel
Coordinate Chart (figure 5). It represents the model’s performance, in terms of minimum loss
or maximum accuracy, with the neural network’s hyperparameters.

In our analysis, we also perform cut-flow analysis, to improve the signal significance. The
table 1 shows that the significance increases after applying cuts, compared to when there are no
cuts.

Cuts Signal (S) | Background (B) Svs B
Initial (no cut) 107 155914 0.272
Energy (leading photon) 63.6+5.1 20282+132 0.446909+0.000251
Energy (sub-leading photon) 9.24+2.9 918.2430.2 0.30462+0.00312
7 (leading photon) 8.40+2.78 667.1£25.8 0.3253+0.0041
71 (sub-leading photon) 7.942.7 519.24£22.7 0.34617+0.00509
Invariant mass v17y2 7.9+2.7 518.2+£22.7 0.3465+0.0051

Table 1. Table of the background and signal cross-sections for the di-photon, di-jet and di-
lepton channels.

SA Institute of Physics Proceedings of SAIP 2022



Division B: Nuclear, Particle, and Radiation Physics

173/700

accuracy
= jolly-sweep-6 = chocolate-sweep-
robust 10 = morning-sweep-
sparkling-sweep-!

hopeful -sweep-7
= jumping-sweep-3
= quiet-sweep-8

sweep

= decent-sweep-2

0.92
0.9

0.88 [f
0.86
0.84

0.82
0.8

oN b o

1opeful -sweep
= jumping-sweep-3
= quiet-sweep-8

loss
= jolly-sweep-6 = chocolate-sweep-4
robust-sweep-10 = morning-sweep-1
sparkling-sweep-5
= decent-sweep-2

e D Ve

Step

layers
32 320 50 0.00080
( 0.00075
> 6:00070
\00065
vooio
0.000! 5\

0100050
30/ 0000457

/ 0,00040
/
\ X25 000035

learning_rate

50 100 150 200 250 300

neurons optimizer accuracy

44 adamax 0.927

42

0:926

38 0.925

0.924

Y/
0.922
O!Al

/ 2 @\00030

/

16 / 0%&
N / X 000020
14 140
X / N 0000
N
12 120~ 10 0.00010 0918

Figure 5. This is one of the multiple Wandb sweeps model accuracy (top) and loss(centre)
plots are outputted using Wandb. Multiple runs are represented by Parallel Coordinate Chart
(bottom).

4. Summary and outlook

In this proceedings, we reported a search strategy of a singlet scalar mass mg = 151.5 GeV that
couples to SM gauge bosons through dimension five operators in ete™ colliders. We consider
the associate production of S with a photon via an off-shell Z* where S — Z+v,~y. Further,
we reported an accuracy of 97.6% for the discrimination of signal and background events for
the three-photon channel and a subsequent significance of 0.44 from our analysis. This work is
in progress where we will also consider two other S decay channels, where S — Z~,171~. We
will compare the optimisation of signal over potential backgrounds using conventional and ML
techniques and also study the limits on couplings and the potential of future e™e™ colliders at
different centre-of-mass energies to discover the singlet scalar S.
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Abstract. This proceedings depicts the optimisation and evaluation of a Variational Auto-
encoder plus Discriminator model used for Zv background final state event generation. This
work has been completed to evaluate the use of deep learning models instead of traditional
computationally expensive Monte Carlo physics event production mechanisms and classification
mechanisms.

1 Introduction

This proceedings documents the secondary phase, evaluation and optimisation, of the
development of a deep generative neural network model for production of Z~ final state data
for physics analysis. The discovery of the Higgs boson in 2012 [1, 2] completed the Standard
Model (SM) of particle physics. There are still phenomena and anomalies to the SM seen in
the data that prompt searches for new bosons. The work described in this paper fits into the
bigger picture of searching for new bosons as this work can affect the efficiency and accuracy
of the search within the Z+ final state [3, 4]. A main limiting factor related to completing
the aforementioned search is the requirement of a large quantity of Z+v final state background
events. Traditionally in similar searches, the requirement of copious amounts of data is satisfied
through the use of computationally expensive Monte Carlo (MC) production mechanisms. Using
pre-trained deep learning models to produce data instead can help alleviate some of the finite
CPU resources used in the analysis and reduce the overall time taken for analyses. Furthermore,
the aforementioned data generation models can also be used for event classification purposes.
Variational Auto-encoders (VAEs) are a type of deep learning model that can somewhat uniquely
be used as both a data generation and event classification model, using the same trained model.
This bi-functionality again adds to the efficiency and time improvement. The aim of this
work is to evaluate the use of deep generative models, specifically variational auto-encoders
and derivatives for both data generation and signal classification tasks in the search for new
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bosons. This proceedings specifically concentrates on the evaluation and optimsation of the
VAE based generative capacity of the model, further work will be completed to evaluate the
classification capability.

1.1 MC Z~ Final State Data

In this work, simulated Zv background data has been used, which contributes to 90% of the total
backgrounds in the production of the Higgs like heavy scalar decaying to Zv (pp — H — Z~)
events, where Z — ete™ or Z — ptpu~. The Zy MC events were generated using Madgraph5 [5]
with the NNPDF3.0 parton distribution functions [6]. Here, the Standard Model (SM) of
particle physics has been utilized for which the UFO model files required by the Madgraph
are from FeynRules [7]. The parton level generation is followed by the parton showering
and hadronization by Pythia [8] and then the detector level simulation is performed using
Delphes(v3) [9]. The jets at this level has been constructed using Fastjet [10] which involves
the anti- K7 jet algorithm with Pr > 20 GeV and radius R = 0.5. While generating the sample,
the Z~ boson was decayed to leptons. Some baseline cuts have also been applied on the leptons
and photons at the Madgraph level to enhance the statistics.

1.2 Centre of Mass and Kinematic Features

The analysis focuses on the centre of mass of 150GeV (132GeV< myp, < 168GeV). The
kinematic features used in the study are Zv invariant mass, mys,; the transverse momentum,
azimuthal angle, pseudo-rapidity and energy of the leading lepton, sub-leading lepton and
photon respectively, Pty sy, Pryoyys Meresy and Ey g,; missing transverse energy ETYS and
the azimuthal angle, @E%niss; the number of jets, IV, the number of central jets, N.;; and ARy,

(AR = /(Amu)? + (Agu)?), Ptog/mypy, APy and AD(EPSS, Z).

2 Hypothesis

A well trained Variational Auto-encoder can aid in the search for new bosons in the Z+ final
state for both data generation and signal classification purposes. The work presented in this
proceedings has a more specific hypothesis as follows: The addition of a discriminator network to
the overall VAE model as well as a notion of adversarial training similar to that of a Generative
Adversarial Network can aid in the training of the model and produce better generated events.

3 Methodology

Previous proceedings works have described the initial development of the base VAE model and
therefore the base model will only be briefly described here. Concentration will be on the
addition of the discriminator network to the VAE overall model that aids in the training of the
overall model to produce better generated events in terms of a number of selected metrics.

3.1  Variational Auto-encoder

A VAE is an modified version of a classic autoencoder (AE). Architectural changes and an
additional component added to the loss function facilitate regularised training and improves the
generative capability of the model by ensuring appropriate latent space properties. As shown
in Figure 1, the VAE architecture is composed of two main composite networks, the encoder,
and the decoder. The VAE is trained to minimise the loss between the input data (kinematic
variable event) and the encoded-decoded output (reconstructed event). However, in the case
of the VAE, instead of encoding an input event as a single vector, the input is encoded as a
distribution over the latent space of the VAE. This allows for some regularisation of the latent
space.
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Figure 1. Diagram of VAE Base and greater VAE+D model Architecture, showing encoder
network, decoder network, learned latent space and discriminator network.

These latent space distributions are forced to be normal Gaussian so that the encoder can
be configured to return latent space vectors that represent the mean p and the covariance o
of the normal Gaussian distributions because the Kullback-Leibler divergence between two the
Gaussian distributions has a form that can be directly expressed in terms of the means and
the covariance matrices of the two distributions. As a result of encoding an input event to a
distribution rather than a single vector, it is possible to regularise the latent space. The loss
function that is minimised when training a VAE is composed of a reconstruction loss component
that is responsible for forcing the output of the decoder to be as close to the input, and secondly,
a regularisation loss component, that serves to regularise the organisation of the latent space by
making the distributions returned by the encoder close to a standard normal distribution. The
loss function also contains a coefficient for the KL-Divergence loss term, £y. This can be used
during optimisation to weigh the importance of the KL-Divergence loss term against that of the
reconstruction loss term.

Lyag=Lr+ Bv * Lkt (1)

Lr = ((X"'=X)?) (2)

Where X is the input event and X’ is the reconstructed event.

SA Institute of Physics Proceedings of SAIP 2022



178 Evaluation and Optimisation of a Generative-Classification Hybrid. ..

Lgr =) (0% + p? —logo — 1) 3)

3.2 Variational Auto-encoder + Discriminator (VAE+D)

The addition of a discriminator and the notion of adverserial training network helps in the
training of the VAE encoder-decoder network. Figure 1 shows the architecture diagram of the
VAE+D model. The VAE+D loss functions seen below are slightly different to the VAE, whilst
still including the main loss components of the original VAE. Unlike the VAE, the VAE+D has
a loss function for each individual network, the encoder, decoder and discriminator and each
network’s weights are updated individually at different times during a forward pass of the overall
VAE+D. Similar to a GAN, the discriminator and the VAE are trained simultaneously, with
the discriminator learning to distinguish fake events from real events and the VAE learning to
reproduce real events accurately. The VAE+D loss functions and components are as follows:

Ldisc = BCEreal + BCErecon + BCEgen (4)
Lgee = v * Lossg — L0osSg;sc (5)
Lene = Lossgyp, + v * Lossg (6)

Where criterionpcr is the binary cross entropy between either the actual data against actual
data, reconstructed data or generated data. The final discriminator loss function, Lgjs. is
obtained as the sum of the three BC'E based losses. < is a coefficient of the reconstruction
loss, similar to the variational beta parameter in the VAE.

4 Model Optimisation

VAEs have many hyper-parameters that can be optimised in order to achieve the best model.
This hyper-parameter optimisation can be done using a variety of methodologies and available
libraries, however in this work a manual optimisation loop was created. The optimisation loop
was created to loop through each of the parameters shown in Table 1, on each iteration building,
training and evaluating a model with the loop iteration parameters. There have also been some
other considerations taken into account in the code involving looping through the architectural
based parameters because of the fact some architectural parameters are constrained by others
in order to achieve a plausible architecture.

Table 1. Table showing VAE Selected Hyper-parameters and value options

Hyper-parameter Model Value Options Brief Description

Learning Rate VAE, VAE+D [0.01, 0.001, 0.0001] Standard machine learning hyper-parameter
that determines how drastically the model
changes it’s weights each iteration in
attempt to minimise the loss function
and achieve convergence.

Batch Size VAE, VAE+D [1, 16, 64, 256, 512] The batch size refers to the number of
training examples used in one training
iteration of the model.

Latent Dimension Size VAE, VAE+D [8, 16, 32, 64] Number of latent dimensions variables.

Number of Hidden Layers VAE, VAE+D [1, 2, 3] Number of hidden layers in between input
and latent layers.

Number of Nodes in the Hidden Layers VAE, VAE+D [16, 32, 64, 128, 256, 512] Number of nodes in the hidden layers

Variational Beta VAE, VAE+D [1, 10, 100, 500, 1000, 5000] Coefficient of the KL-Divergence loss term

in loss function.

SA Institute of Physics Proceedings of SAIP 2022



Division B: Nuclear, Particle, and Radiation Physics 179/700

After running of the aforementioned hyper-parameter optimisation loop, the best parameters
were found for both the VAE and the VAE+D models.

5 Results

The Results of the addition of the discriminator network to the VAE can be seen in the figures
below. It can be seen that the optimised VAE+D model is a better generative model for the
chosen Z~ data.
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Figure 2. Distribution Graph of Generated Event Features vs. MC Data for VAE Model.
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Figure 3. Distribution Graph of Generated Event Features vs. MC Data for VAE+D Model.
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Figure 4. Correlation Comparison of Generated Event Features vs. MC Data for VAE Model.

Generated Data Caorrelation Difference
ey - M - M
m:;:;ﬁ 100 m%: 100 ™ "-.: = - I 02
p;E;" - 075 pg‘_.‘" 075 pg,_;"
;ﬁ?. = Y L o
o - 050 Ey -050 o "
Pl -025 Pl -0.25 Pt :. -00
, -0.00 s -0.00 ss mEon o1
et (3 ET
] --0.25 f --0.25 I ]
i i i --0.2
poEm="2Y --0.50 ﬂm[&""“fgﬁ __0.50 de(Em=2Y -
Ptiefiy Ptie/y | Ptie/iinusy |

Figure 5. Correlation Comparison of Generated Event Features vs. MC Data for VAE+D
Model.

6 Conclusion and Further Work

The addition of the discriminator network to the VAE model has improved the generation results
with limited initial optimisation. With further adjustments and hyper-parameter optimisation,
the results could achieve better convergence than shown in the results section. A further
adjustment that may yield significant improvements is the addition of normalising flows to
the VAE model. The addition of normalising flows to the model will allow for more complicated
probability distributions to be retained in the latent space, instead of simply forcing the latent
space distributions to be normal Gaussian.

References
[1] Aad G et al. (ATLAS) 2012 Phys. Lett. B 716 1-29 (Preprint 1207.7214)
[2] Chatrchyan S et al. (CMS) 2012 Phys. Lett. B 716 30-61 (Preprint 1207 .7235)
[3] von Buddenbrock S, Chakrabarty N, Cornell A S, Kar D, Kumar M, Mandal T, Mellado B, Mukhopadhyaya
B and Reed R G 2015 (Preprint 1506.00612)
[4] von Buddenbrock S, Chakrabarty N, Cornell A S, Kar D, Kumar M, Mandal T, Mellado B, Mukhopadhyaya
B, Reed R G and Ruan X 2016 Eur. Phys. J. C 76 580 (Preprint 1606.01674)
[6] Alwall J, Frederix R, Frixione S, Hirschi V, Maltoni F, Mattelaer O, Shao H S, Stelzer T, Torrielli P and
Zaro M 2014 JHEP 07 079 (Preprint 1405.0301)
[6] Ball R D et al. (NNPDF) 2015 JHEP 04 040 (Preprint 1410.8849)
[7] Alloul A, Christensen N D, Degrande C, Duhr C and Fuks B 2014 Comput. Phys. Commun. 185 2250-2300
(Preprint 1310.1921)
[8] Sjostrand T, Mrenna S and Skands P Z 2006 JHEP 05 026 (Preprint hep-ph/0603175)
[9] de Favereau J, Delaere C, Demin P, Giammanco A, Lemaitre V, Mertens A and Selvaggi M (DELPHES 3)
2014 JHEP 02 057 (Preprint 1307 .6346)
[10] Cacciari M, Salam G P and Soyez G 2012 Eur. Phys. J. C72 1896 (Preprint 1111.6097)

SA Institute of Physics Proceedings of SAIP 2022



182 Time stability of the response of gap and crack scintillators of the Tile. ..

Time stability of the response of gap and crack
scintillators of the Tile Calorimeter of the ATLAS
detector to isolated muons from W — v, events

Ntsoko Phuti Rapheeha', Bruce Mellado'?

! School of Physics and Institute for Collider Particle Physics, University of the
Witwatersrand, Johannesburg, Wits 2050, South Africa

2 iThemba LABS, National Research Foundation, PO Box 722, Somerset West 7129, South
Africa

E-mail: ntsoko.phuti.rapheeha@cern.ch

Abstract. The Tile Calorimeter of the ATLAS experiment at the Large Hadron Collider
is a hadronic sampling calorimeter that is designed for the reconstruction of hadrons, jets,
tau-particles and missing transverse energy. In this study, the response of the gap and crack
scintillators of Tile calorimeter is measured using isolated muons from W — pv, events. The
response of the scintillating cells is quantified by measuring the amount of energy deposited per
unit length in both data and Monte Carlo simulations to evaluate the stability of the response
over time to quantify how well the calibration compensates for time-dependent effects of the
calorimeter.

1. Introduction

This study aims to determine the time stability of the response of gap and crack scintillators of
the response of gap and crack scintillators of the Tile Calorimeter (TileCal) [1] of the ATLAS
detector [2] to isolated muons originating from the decay of the W boson to a muon and a muon
neutrino W — pv,,. The response of a cell is quantified as the amount of energy (AFE) deposited
per unit length (Az) in that particular cell. The energy loss of muons as they transverse through
matter is a well understood process [3]. Ionisation is the dominant energy loss in muons with
energies below 100 GeV and the probability distribution of the response follows the Landau
function for thin scintillators. The W — uv,, events used in this study are produced during
proton-proton (pp) collisions at the Large Hadron Collider (LHC) [4].

Muons originating from the W — puv, processes, as shown in Figure 1, are chosen for their
relatively clean experimental signature in the detector. Contribution of muons originating from
background processes can be suppressed with relative ease. The electroweak background in
the W — pv, channel is dominated by W — 7v, and Z/y* — p*p~ processes. Background
events from the Z/~v* — putu~ process are suppressed by requiring that the selected events have
exactly one muon candidate. The leptonic decay of the 7-lepton into muon and a 7 neutrino
is a multi-body decay process, resulting in a displaced 7 decay vertex and on average a muon
with a low transverse momentum, pr [5, 6]. The pr of the selected muon candidates and the
position of the primary vertex is used to reject background events. In events where heavy quarks
have semi-leptonic decays, hadrons may be misidentified as leptons. These multi-jet background
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processes are the ones that contribute significantly to the total background, the presence of

missing transverse energy (E;1 lss) is used to suppress these Quantum Chromodynamics multi-
miss

jet backgrounds. E

W+

d v
Figure 1. Feynman diagram of the leptonic decay of a W™ boson produced in pp collisions.

The diagram for the decay of W~ boson is identical, with the only difference being the electric
charge.

The study is performed using muons produced during pp collision observed by the ATLAS
detector during the Run 2 data taking period (2015-2018) at a centre-of-mass energy of /s = 13
TeV with 139 fb~! integrated luminosity.

2. The ATLAS Tile Calorimeter

The ATLAS experiment at the LHC is one of the two general-purpose detectors designed to
reconstruct events from pp or heavy ion collisions. The hadronic calorimeter system of the
ATLAS detector is formed by the Tile Calorimeter, which plays a major role in the reconstruction

of hadrons, jets, T-leptons and E;l " It is made up of the fixed long barrel (LB) located at
the central area of the collision point |n| < 1.0 and two extended barrels (EB) at the forward
and backward region 0.8 < |n| < 1.7. Figure 2 shows the schematic layout and the scintillator
structure of the TileCal cell assembly on the A-side of the detector, a side with positive 7.
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Figure 2. Schematic of the TileCal cell layout in a plane parallel to the beam axis [7] and
scintillator structure on the A-side of the detector (positive n ). The gap and crack scintillators

are shown in orange.
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The full azimuthal (¢) coverage around the beam axis is achieved using 64 wedge-shaped
modules, a schematic of such module of the TileCal is shown in Figure 3. Each module is made
out of alternating layers of steel and scintillating tiles which act as absorber and active material,
respectively. It is only gap and crack modules that lack layers of steel. The light generated in
the scintillating tiles is collected at the edges, and transported to photomultiplier tubes (PMTs)
by wavelength shifting fibres [8].

The region between 0.8 < || < 1.6 is covered by the Intermediate Tile Calorimeter (ITC).
The ITC is a plug detector designed to fill the gap between the central and extended barrel
calorimeters with the aim of correcting for the energy lost in the passive material that fills the
gap region. The region 0.8 < |n| < 1.0 of the ITC is called the plug. It is made of 311 mm
thick steel-scintillator stacks (D4) in the region 0.8 < |n| < 0.9 which are similar in design to
the regular TileCal submodules. The region between 0.9 < |n| < 1.0 has 96 mm stacks (C10) in
the z-direction. The reduced thickness of the C10 and D4 cells or their special geometry is to
accommodate services and read-out electronics for other ATLAS detector systems [9, 10]. The
gap and crack region of the ITC is located in the region 1.0 < |n| < 1.6 and the the cells in this
region are only made of scintillating tiles due to space limitation. The scintillators in the region
1.0 < |n|] < 1.2 are called gap scintillators, made of E1 and E2 cells while those in the region
1.2 < |n| < 1.6 are called crack scintillators made of E3 and E4 cells. The gap scintillators
primarily provide hadronic shower sampling, while the crack scintillators play an important role
in sampling electromagnetic showers.

Wavelength Shifting Fiber

Scintillator  Steel

Figure 3. Schematic of one TileCal wedge [11], showing the mechanical assembly and optical
readouts.

3. Event Selection

Table 1 summarises the selected events used in this analysis. The selection was chosen to
optimise the number of events with a single muon originating from the W — uv,, process while
minimising the number of events from background processes. The selected events are required
to contain a single reconstructed muon candidate that passes either the "medium” or ”tight”
identification requirement [12] to eliminate electroweak background events. A cut on the E? =
is required to exclude the multi-jet background processes. Cuts on the track (3 pr|ar—04)
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and calorimeter (Epar|aAr=0.4) isolation variables are applied to ensure that the selected muon
candidate is well isolated from the hadronic activity around it.

Table 1. Event selection based on the W decays

Variable Requirement
1 Number of Muons Nmuons = 1
2  Transverse invariant mass 40 < Mt < 140 GeV
3  Missing transverse energy 30 < Errfn <120 GeV
4 Track isolation > prlar=04 <1 GeV
5 Calorimeter isolation Eparlar=04 < 1.5 GeV
6 Momentum of the muon pt <= 80 GeV
7  Transverse momentum of the muon P > 28 GeV
8. Average interactions per bunch crossing 10 < p > 40

In addition to the event selections listed in Table 1, the energy deposited by the passing muon
candidate in the gap and crack cells is required to be above 60 MeV in order to suppress signals
that are caused by electronic noise. The muon is required to traverse a minimum path length of
11 mm in gap cells and 5 mm in crack cells. The absolute azimuthal angle between the muon’s
track and cell’s centre |A¢(pu, cell)| < 0.046.

The experimental pp data collected during the LHC Run 2 data taking at /s = 13 TeV is used.
Table 2 shows the data taking years of Run 2 and their corresponding integrated luminosity.
Monte Carlo (MC) simulated samples of the W — v, events are used as a reference when
studying the response from experimental data. Three sets of MC event samples are generated
to match pile-up conditions of the three data taking periods: 2015-2016, 2017, and 2018. The
event generator SHERPA [13] was used to generate the W boson production events which are
then interfaced with PYTHIAS8 [14] for parton showering.

Table 2. Data taking periods of LHC Run 2 and the corresponding integrated luminosity

Period [ Ldt [fb~!]

2015 3.2

2016 33.0
2017 44.3
2018 58.5

The event selection from Table 1 are applied to both the data and MC samples. The events
from the simulated samples are normalised to the W — uv,, production cross-section multiplied
by the integrated luminosity of the corresponding data taking period. The simulated events are
also reweighted to account for the different pile-up conditions.

4. Results

The ratio between the deposited energy AFE and the path length that the muon traverse inside
the calorimeter cell Az is used to determine the cell response to the passing muon. The ratio,
is denoted as dE/dz. In an ideal environment, dFE/dz can be described by the Bethe Bloch
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Figure 4. Distribution of module number vs dF/dx in E1 and E2 cells. The red line represents
the fitted average response across all modules and the yellow band is the systematic uncertainty
associated the fitted average value of R. The plots show results for 2015-2016 (top), 2017

(middle) and 2018 (bottom) data taking periods.

formula [15] and its probability follows a Landau function [16]. There are noise factors that

convolute with the Landau making it difficult to perform fits.

The

truncated mean of the

dFE/dx distribution is used to measure the cell response. In this study, 1% of the events at the
higher tail are truncated. The response of a given cell is obtained by taking the ratio of the
observed truncated mean dE/dz with the one from the MC simulation,

R

< dE/dx >

Data

< dE/dz >y

(1)
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Figure 5. Distribution of module number vs dF/dx in E3 and E4 cells. The red line represents
the fitted average response across all modules and the yellow band is the systematic uncertainty
associated the fitted average value of R. The plots show results for 2015-2016 (top), 2017
(middle) and 2018 (bottom) data taking periods.

where F' is the fraction of events truncated, which is set to be 1%. The response (R) uniformity
of each cell is evaluated over the entire azimuthal direction of the detector on the A-side. The
response uniformity of the C-side of the detector will form part of further studies. A Gaussian
likelihood function,

1 (Rc,m -
2 O'gm

NC)2
+ 52

Lo= , (2)

64 [
le \/ cm+82
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where R, ,, and o.,, are the observed R and its statistical uncertainty for a given cell (c) in
module m. The unbinned log likelihood —2log £ is minimised using minuit [17] to find jic
and §¢ which are the average response < R > and the systematic uncertainty attributed to the
non-uniformity across the modules.

The response of the cells could change over time due to factors like PMT drift response,
ageing effects of the scintillators and wavelength shifting fibres [18]. The average response of
each each calorimeter cell is compared between different years. The E1 cells show a significant
drop in the response during the 2018 data taking period. The drop in the average response can
be attributed to the degraded response in modules 12, 35 and 51. The maximum deviation of
2% in the response in E2 cells is observed between 2017 and 2018 data taking periods. The
deviation is not as significant as the one observed in the E1 cells. E3 cells show a drop in the
response over time. Cells in module 25 and 47 show the most damage as the years increased.
Module 32 and 34 in E4 show a drop in response during the 2017 and 2018 data taking periods.

5. Conclusions

Isolated muons from pp collision recorded by the ATLAS detector collected during the 2015-
2016, 2017 and 2018 data taking periods were used to measure the response of gap and crack
cells of the Tile Calorimeter. An unbinned negative log likelihood function was minimised to
obtain the average response of each cell during different data taking years. In the preliminary
results, the E1 scintillator cells show the biggest drop in response of 6.18%. This is due to a
drop in the response of modules 12, 35 and 51. In further studies, maximum likelihood methods
are to be employed in understanding the relative difference of the response in each cell.
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Abstract. This work examines the assessment of systematic uncertainties and quantification
of probable false signals on the fitting signal yield to Higgs-like production in the Z~ final
state, where the Z boson decays leptonically. Several sources of systematic uncertainties for the
measured observables are considered such as detector systematic uncertainties from detector
effects and modelling systematic uncertainties due to modelling of signal and the background
processes. To estimate the contribution of each source in the overall uncertainty, large-scale
Monte Carlo events simulation has been performed where the events correspond to an integrated
luminosity of 139fb™! dataset recorded by the ATLAS experiment in proton-proton collisions
during the LHC Run 2.

1. Introduction

The recent emergence of multi-lepton anomalies as deviations from Standard Model (SM)
predictions in several ATLAS and CMS analyses of Large Hadron Collider (LHC) data, may
point to the existence of physics beyond the Standard Model (BSM) [1-4]. An explanation to
these anomalies is well demonstrated by the decay of a heavy scalar H into a lighter one S and
a SM Higgs boson, H — S5, Sh, as per the 2HDM+.S framework which requires the mass of
S to be in the range of 130 GeV to 160 GeV. The ATLAS and CMS have previously studied
the signatures of S in the side-band of the kinematics region in searches for the SM Higgs. In
addition, an evidence for the associate production of S has been accumulated with a mass of
151.5 GeV in Ref. [5], where it is assumed to be through the decay of Higgs-like scalar H.

In this context, it is anticipated that the production of H and excesses in the multi-lepton
final states at the LHC will have a significant production rate in a number of channels (i.e
v, Z7). Motivated by this, a search for resonances with mass ms = 150 GeV is performed
in the Z~v final state where Z boson decays to lepton-antilepton pairs, u™u~ and eTe™. Here
the Z~ channel is taken into consideration because, compared to the di-photon final state, a
Higgs-like boson (H) may have a relatively higher likelihood of decaying into a Z~ final state.
Because the expected signal excesses are overlaid with background processes that have similar
signatures, accurate and precise measurement of signal and background distributions is required.
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However, the precision of the measurements is significantly impacted by a number of
anticipated systematic uncertainties resulting from biases in experimental measurements as well
as Monte Carlo modeling of physical processes such as Standard Model (SM) backgrounds,
Beyond Standard Model (BSM) signals, and particle-detector interactions. Understanding
the systematic uncertainties for both our SM backgrounds and the BSM signals is crucial
for accomplishing this. Within the framework of ATLAS collaboration, a thorough analysis
of the systematic uncertainty sources is carried out taking into consideration the Combined
Performance group recommendations which is dedicated to object optimisation, identification
and selection. Moreover, the impact from spurious signal, fake signals systematics created by
the choice of the functional forms for background modeling will also be reviewed.

2. Experimental systematic uncertainty

The sources of systematic uncertainties taken into account in this study, for the expected number
of signal events include the following nuisance parameters (NP) for the ppuy channel: 10 muon
uncertainties, photon ID /Isolation/Trigger efficiency uncertainties and Pile-up. For the eey
channel we have: electron ID/Isolation/Reconstruction/Trigger, photon ID /Isolation/Trigger
efficiency uncertainties and pile-up.

2.1. Pileup re-weighting

Because the simulated pileup overlays the simulated process, the amount of pileup in each
simulated event is determined by drawing from a reference distribution of the mean number of
interactions per bunch crossing. This distribution may differ from the measured distribution
and need to be corrected by re-weighting simulated events with scale factors, which improves
the agreement. In order to estimate the uncertainty associated with pileup re-weighting, events
are also re-weighted with +10 variations of the nominal scale factor, where o is its uncertainty
provided by the CP group in Refs. [6-8] . The difference in the event yield between re-weighting
with the nominal and the UP(DOWN) variation is taken as the UP(DOWN) uncertainty on the
signal yield.

2.2. Electrons

The e/~ energy scale, resolution and electrons reconstruction/identification/isolation efficiencies
in simulation are corrected in order to improve agreement with data. Energy scale and electron
resolution corrections are applied to each electron and reconstruction/identification/isolation
efficiency corrections are applied through event re-weighting. Uncertainties associated with
electron corrections are evaluated by varying the trigger, reconstruction, isolation and
identification scale factors of the leptons by £1c, and then recompute my, distribution after
varying the uncertainty sources.

e Energy resolution all: uncertainty related to electron energy smearing in simulation to
enhance resolution agreement between data and simulation.

e Energy scale all (AFS): uncertainty associated with calibration of electron energy scale in
simulation. A special set of calibrations and uncertainties are applied for samples simulated
with the Atlfast-II (AF2) parametrization instead of with GEANT4.

e Electron efficiency (ID, Iso, Reco): uncertainties associated with re-weighting of simulated
events such that identification, isolation, and reconstruction efficiencies in simulation agree
with those in data. Identification efficiency uncertainty is approximately +3% on the signal
region yield and is the dominant systematic uncertainty.
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2.3. Muons

The momentum scale, e/~ resolution and isolation/reconstruction/track-to- vertex association
efficiencies of muons in simulation are also corrected. Muon resolution and momentum scale
corrections are applied to each muon, and isolation/ reconstruction/track-to-vertex association
(ttva) efficiency corrections are applied through event re-weighting. The same procedure used
to assess uncertainties for electrons is followed to assess uncertainties associated with these
corrections.

e Muon ID: uncertainty associated with charge-agnostic smearing of simulated muon pr in
the Inner Detector (ID) in order to improve muon ID pr resolution agreement between data
and simulation.

e Muon scale: uncertainty associated with calibration of the muon momentum scale in
simulation.

e Muon eff. Iso(Reco)(ttva) stat(sys) lowpt: similar to the efficiency uncertainties for
electrons but broken up into statistical and systematic errors on the weights.

e Muon sagitta rho: uncertainty associated with correction of muon momenta for charge-
dependent sagitta biases in simulation. Geometric deformations of the detectors affect the
sagitta measurement and consquently the momentum.

e Muon sagitta resbias: uncertainty associated with correction of muon momenta for residual
sagitta bias in simulation.

e Muon MS: uncertainty associated with charge-agnostic smearing of simulated muon pr in
the Muon Spectrometer (MS) in order to improve muon MS pr e/~ resolution agreement
between simulation and data.

2.4. Photons

The same procedure implemented in Subsec. 2.1 is applied to the photon isolation and
identification efficiency scale factors to estimate their uncertainty impact on the signal efficiency.
The signal efficiencies for each systematic variation corresponding to all samples m, in ee and
ppe channels are computed as:

(year™passcut(with weight) x lumi(year) * xsec)/Sum_w

SigEff = > (1)

The relative systematic uncertainties on signal efficiency are summarised in Table 1 and the
corresponding plots illustrating their impact are presented as shown in Figure 1. A fit to the
systematic variations and nominal as a function of mx is performed in the top pad (red and green
curves) using a sum of first-order polynomial and logarithmic function: f = a+bxx+cxlog(z+d).
The relative difference of the two curves computed in the bottom pad is fitted with a second-
order polynomial function, where the smallest and largest absolute numbers are extracted in
percentage and used as an estimate. The systematic uncertainties of less than 5% are not
considered significant in the analysis.

lumigy * Tsec

3. Spurious signal study

This section estimates the uncertainty of the various functions used to describe the background
shape. This uncertainty, referred to as spurious signal N, arises from fitting a pure background
template using a given signal plus background functional forms. It is defined as the bias on the
signal yield caused by the choice of a particular background function. It is evaluated [9] by
fitting a high statistics background-only distributions, scaled to the luminosity of the data but
without introducing corresponding statistical fluctuations [10], with a signal plus background
model. The fitted signal yield is actually the bias caused by choice of such background model,
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Table 1:

Summary of the main sources of systematic uncertainty for the measurement of

o(pp — X — Z~v) and of their contribution to the measurement uncertainty.

Signal Efficiency

N
o

[o2] ~
o o

)]
o

w
o

N
o
T

Category LY

eey

Signal Efficiency

Photon ID efficiency uncertainty 0.497 — 1.051%
Photon isolation efficiency uncertainty 0.591 — 0.925%
Photon trigger efficiency uncertainty 0.000 — 0.028%
Pile-up 0.000 — 0.028%

Muon isolation efficiency (stat.) 0.034 — 0.190%
Muon isolation efficiency (sys.) 0.278 — 0.624%
Muon reconstruction efficiency (stat.) 0.121 - 0.132%
Muon reconstruction efficiency (sys.) 0.342 — 0.649%
Muon reconstruction efficiency (stat. lowpt) 0.012 — 0.033%
Muon reconstruction efficiency (sys. lowpt) 0.023 — 0.048%
Muon efficiency (ttva stat.) 0.065 — 0.120%

Muon efficiency (ttva sys.) 0.059 — 0.137%

Muon efficiency (trig. stat. uncertainty) 0.091 — 0.190%
Muon efficiency (trig. sys. uncertainty) 0.970 — 1.665%

0.541 — 1.064%
0.637 — 0.897%
0.000 — 0.000%
0.000 — 0.000%
0.000%
0.000%
0.000%
0.000%
0.000%
0.000%
0.000%
0.000%
0.000%
0.000%

Electron ID efficiency (total) 0.000% 2.314 - 2.758%
Electron Iso. efficiency (total) 0.000% 0.103 — 0.168%
Electron Reco. efficiency (total) 0.000% 0.485 — 0.538%
Electron Trig. efficiency (total) 0.000% 0.079 — 0.088%
Electron TrigEff. efficiency (total) 0.000% 0.002 — 0.003%
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Figure 1: Illustration of the impact of systematic uncertainty on signal efficiency resulting from
uncertainty in muon reconstruction efficiency (a) and muon isolation efficiency (b).

denoted as spurious signal SS in the study. The error of fitted signal yield is denoted as AS,
used to judge whether the background function satisfies selection criteria.
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Figure 2: Fitting on the background MC template (a) and fitting with S+B functions (b) for
150 GeV.

Name S/A Sin % Spurious signal N par Chi2 Prob  Pass selection

150 GeV
Category HO
FKO 72.3 18.6 2 14.8 PASS
FK1 136 38.7 3 11.9 PASS

Table 2: Spurious signal yield and fit properties of tested functions at 150 GeV.

The background template is constructed using a combination of SM Z~ (Sherpa_CT10)
MC sample and Z+jets, which are the main dominant background processes. From previous
H — Z~ high mass analysis, the data in control region can describe Z+jet shape well, and the
statistical error in control region data is much smaller than Z+jet simulation. In this context,
the background MC sample (Z+) is normalised to 90% of real data in the signal region and
combined with 10% of reverse photon identification data sample (Z+jet) in the control region,
based on the purity analysis from the previous Z~ papers. The following high-mass function of
different functional forms is used for fitting: fx(x;b,{ar}) = (1 — m)bxz?ZO ajlog(z)’ ' — 0 1,2,
noted as FKO, FK1 and FK2.

The template sample is saved in the histogram with 1 GeV per bin from 130 GeV to 1000 GeV.
A scan of the existence of signal with 1GeV step is performed with the signal shape varying
as a function of mass. To find the suitable functional form that best describes background in
the data and avoid the spurious signal, “F-test” technique is introduced and a function with a
p-value smaller than 5% is selected. The results for VBF category at 150 GeV resonant mass
point are shown in Figure 3 and summarised in Table 2, and the yield of spurious signal over
its background fluctuations (5/4S) is expected to be less than 50%.

Conclusion and outlook

We successfully estimated the experimental systematic uncertainties and spurious signal of the
Higgs-like scalar H production at a mass interest of 150 GeV at the LHC. The study was
performed using Monte Carlo (MC) simulated VBF signal samples and background MC samples
(Z~) corresponding to an integrated luminosity of 139fb~! dataset recorded by the ATLAS
experiment in proton-proton collisions during the LHC Run 2. According to preliminary results,
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Figure 3: The Nopurious/ O Nspurious as a function of mass for each functional (a) form and spurious
signal parametrisation fit (b) at 150 GeV

these uncertainties are relatively small (< 5%) and are not a limiting factor for this study.
Consequently, this study will move forward in terms of developing the statistical interpretation.
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Abstract. The measurements related to the different properties of the newly discovered Higgs
boson (h) at the LHC by ATLAS and CMS indicate that this 125 GeV boson is compatible with
the one predicted by the Standard Model (SM). However, this does not exclude the existence
of additional scalar bosons as long as their possible mixing with the SM Higgs is sufficiently
small, such that the properties of the latter remain to a good approximation unchanged. In a
recent phenomenological analysis, a search for narrow resonances with S — v, Zv along with
leptons, di-jets, bottom quarks and missing energy was reported. The global significance of the
excess at mg = 151.5GeV is 40, whereas a combination with the multi-lepton anomalies gives
a significance larger than 50. Moreover, a recent CMS study in the W boson pair in proton-
proton collisions presented an excess in dilepton channel associated with the 0,1 jet ggH tagged
categories . There it shows an excess around 150 GeV. With this motivation, in this analysis,
we consider a new physics model, namely, 2HDM+S | containing two new hypothetical scalar
bosons, H and S and check the compatibility of this CMS di-lepton spectra with the scalar
mass around 150 GeV.

1. Introduction
With the discovery of a Higgs-like boson at the Large Hadron Collider (LHC) by ATLAS and
CMS collaboration, the Standard Model (SM) of particle physics was complete. However, this
compatibility of the measurement with the SM does not exclude the possibility of additional
scalar bosons as long as the mixing with the SM higgs is small. In recent times, several
investigations of multi-lepton final states from ATLAS and CMS have revealed the so-called
“multi-lepton anomalies” as departures from the predictions of the Standard Model [1, 2, 3, 4].
These anomalous features of the LHC data can be explained well with singlet scalar bosons
extended to the SM. The full model that describes this signal is known as 2HDM+.S, where
the 2HDM model is extended by a real singlet scalar. The scalar spectrum in the 2HDM+S
model has two CP-even (h, H), one CP-odd (A), and charged scalar bosons (H¥), providing
ample area to examine the structure of scalar spectrum. Recently, a potential candidate for S
with a mass of 151.5 GeV was published in Ref. [5], where by integrating the side-band data
from the CMS and ATLAS searches (several analysis from di-photon, Zv and bb resonances
6, 7, 8, 9]) for the SM Higgs, they have gathered evidences for the associated generation of new
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scalar particle S (perhaps via the decay of a heavier boson H) with a mass mg = 151.5 GeV. The
global significance of the excess at mg = 151.5GeV is 40, whereas a combination with the multi-
lepton anomalies gives a significance larger than 50. Furthermore, if a dark matter candidate
is included with this 2HDM+.S model, it is possible to account for a variety of astrophysical
anomalies [10]. It is interesting that it may be simply extended to account for the muon g — 2
anomaly [11, 12].

Moreover, the Higgs decays into a pair of W bosons is one of the most important channels for
measuring the Higgs boson production cross section and couplings to SM particles since it has
the second-highest branching fraction (21.5%) of all the Higgs boson decay channels predicted by
the SM. The CMS collaboration recently published measurements of the Higgs boson properties
in the H — W+W ™ decay channel considering the Vector Boson Fusion (VBF) and gluon fusion
(ggH) production mechanism. They have also considered the associated production with a vector
boson with the final states with at least two charged leptons [13]. Here they presented an excess
around 150 GeV in dilpeton channel associated with the 0, 1 jet ggh tagged categories.

With this motivation, we have considered these dilepton channels and studied the transverse
mass distribution of Higgs in light of the 2HDM+S model. We here studied the Observed
distributions of the myp in the 0-jet and 1-jet ggH pro > 20 GeV and pro < 20 GeV different
flavor (DF) categories.

2. The Model

Here, we provide a quick overview of the 2HDM+S model. We have expanded a Type-II two
Higgs doublet model 2HDM with a real singlet scalar, ®g; the notation is maintained from the
reference, [14