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Message from the Conference Chair

I am pleased to welcome you to the 63rd Annual Conference of the South African Institute of Physics on behalf of the Physics department, University of the Free State. The department is proud to be part of the South African Institute of Physics and especially to host this year’s annual conference.

The department has been part of the annual physics conferences in South Africa since 1953. This happened in the form of many tearoom discussions (in Physics department at the University of the Free State) to start an annual Physics conference in South Africa. This dream was set in motion on 8 May 1953 by Prof CB van Wyk and Prof JHN Loubser by means of a letter circulated to 27 scientists enquiring their views on the organizing of a physics conference for South Africa in 1954. The response was overwhelmingly positive and a physics conference was held in 1954 with about 50 papers presented at the conference. Since then the physics conference has grown to more than 400 papers this year and covers the whole spectrum of physics. Topics range from cutting-edge theoretical research to socially relevant research in teaching and learning physics.

A special word of recognition to late Prof CB van Wyk for his part in founding the annual Physics conference in South Africa and for his family trust still sponsoring plenary speakers.

As HOD of the Physics department I thank all participants for enriching this conference through their presentation and discussion. I hope all delegates will enjoy the content of the conference, renew old friendships, make new friends, get new ideas, and finally have a good time.

Prof JJ (Koos) Terblans
Head of Department: Physics
University of the Free State
Message from the Editor

I had hoped that my second year as Editor would be easier since I thought I knew the ropes. But life remains full of surprises and managing the process of producing the SAIP Conference Proceedings remained an interesting experience.

The production of the SAIP Conference Proceedings involves a large number of people: the editorial committee, authors submitting articles, two reviewers for each article and finally the editor. However, process cannot be hurried along, as eventually the SAIP community expects a Proceedings of a standard comparable to that of international journals. I thus remain hugely indebted to the Content Reviewers for their time and due diligence in the review process.

A total of 73 articles were received. Rejection of articles were due to not complying with the required layout, scientific value or not addressing the concerns and suggested corrections of the Reviewers. This was done with the goal of ensuring maintenance of a standard comparable to that of the previous Proceedings, as well as ensuring that the Proceedings will still qualify for subsidy from the DHET.

I again appeal to all students, supervisors and promoters to take much more care in future upon submission of articles to be considered for publication in the Conference Proceedings, to take a greater responsibility in ensuring that articles adhere to the required Layout, and to ensure that articles are proofread before submission to cut down on grammatical and typographical errors. All this will speed up the editorial process and ensure that the Proceedings can be published timeously.

I wish to SINCERELY thank the following persons for their help and assistance:

- The Editorial Committee under the leadership of Prof Deena Naidoo
- Tebogo Mokhine, whose IT skills carried the day – thank you again!
- Mr Brian Masara (CEO of the SAIP) and John Basco Habarulema (Council member for SAIP Conference matters)
- Division Chairs for identifying reviewers, especially those who walked the extra mile to get the reviews done
- All content reviewers who participated and who helped to keep the standard of accepted articles of a high standard.
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DIVISION A

Division for Physics of Condensed Matter and Materials
Electronic and Optical Properties of Lead-Free Hybrid Perovskite CH$_3$NH$_3$SnI$_3$ from First Principles Calculations

Ibrahim Omer Abdallah$^{1,2}$, Daniel P Joubert$^1$, and Mohammed S H Suleiman$^{1,3}$

$^1$ The National Institute for Theoretical Physics, School of Physics and Mandelstam Institute for Theoretical Physics, University of the Witwatersrand, Johannesburg, Wits 2050, South Africa.
$^2$ Department of Scientific Laboratories, Sudan University of Science and Technology, Khartoum, Sudan.
$^3$ Department of Basic Sciences, Imam Abdulrahman Bin Faisal University, P. O. Box 1982, Dammam, KSA.
E-mail: ibraphysics@gmail.com

Abstract. Organic-inorganic halide perovskites have recently emerged as promising candidates for low cost, high-efficiency solar cells. In this work, the electronic and optical properties of the triclinic lead-free hybrid halide perovskite CH$_3$NH$_3$SnI$_3$ as a solar cell absorber has been investigated using density functional theory and many body perturbation theory calculations. Depending on the functional used, our calculated band gaps are 0.82, 1.25 and 1.32 eV, which agree well with the experimental result (1.21 and 1.35) eV. In addition, our calculations show that CH$_3$NH$_3$SnI$_3$ is a direct band gap semiconductor. Many body perturbation theory at the G$_0$W$_0$ level of approximation gives a fundamental band gap of 1.54 eV. In order to obtain optical spectra, we carried out Bethe-Salpeter equation calculations on top of non-self-consistent G$_0$W$_0$ calculations. Our calculated optical band gap shows anisotropy with an absorption edge of 1.22 eV for out-of-plane polarisation and 1.25 eV for in-plane polarisation. These values lie within the experimentally reported range, confirming that CH$_3$NH$_3$SnI$_3$ has potential as a solar cell absorber.

1. Introduction

Hybrid halide perovskites have recently emerged as potential new materials for solar cell applications leading to a new class of hybrid semiconductor photovoltaic cells [1, 2]. It is exemplified by the remarkable increase in power conversion efficiency from 3.8% by Miyasaka [3] to over 20% by Korea Research Institute of Chemical Technology (KRICT) [4] using low cost production methods. This performance is due to the exceptional properties of hybrid halide perovskites displaying high absorption coefficients, high carrier mobility, direct and tunable band gaps [5] and long charge carrier diffusion lengths [6, 7, 8]. Progress in efficiency, however, is hindered by many challenges such as the instability of many perovskite phases [9] and the toxicity of Pb in lead halide perovskites, the absorber in the prototypical high efficiency perovskite based solar cells [10]. Therefore, it is necessary to find an alternative material that does not contain toxic lead. A possible candidate is tin organic-inorganic halide perovskite, CH$_3$NH$_3$SnX$_3$ (X=...
Cl, Br or I), which has been reported to have a band gap of 1.21 eV and 1.35 eV depending on the preparation method [11]. Depending on temperature, CH$_3$NH$_3$SnX$_3$ (X= Cl, Br or I) reveals a very rich phase diagram; i.e., the crystal structure of tin halide perovskite goes from cubic, tetragonal, orthorhombic and monoclinic to triclinic phase by cooling [12]. At room temperature, CH$_3$NH$_3$SnI$_3$ structure presents a cubic phase, and it changes to tetragonal at 275 K and to orthorhombic at 110 K [13, 14], but there is no clearly define temperature range in the literature for the triclinic phase.

The first lead-free solar cell made of tin halide perovskite was demonstrated by the Noel et al. group [10] and the Hao et al. group [15] in 2014. Hao et al. investigated the photovoltaic properties of the tetragonal phase of CH$_3$NH$_3$SnI$_3$ and found that it has a direct-gap with an energy gap of 1.3 eV, which is significantly redshifted compared with CH$_3$NH$_3$PbI$_3$, whose band gap is 1.55 eV [16, 17]. Recent studies reported that CH$_3$NH$_3$SnI$_3$ could serve as a lead-free light absorbing material, and solar cell power conversion efficiencies (PCE) in the range of 5-6% have been obtained, however the stability of CH$_3$NH$_3$SnI$_3$ remains a challenge [10, 15]. Sn-based perovskites in particular, have shown excellent mobilities in transistors [18]. Theoretical studies were carried out by Paolo Umari et al. [19] using GW (where G is the Green’s function and W is the screened Coulomb interaction) calculations including spin orbit coupling of CH$_3$NH$_3$XI$_3$ (X = Pb, Sn) in the tetragonal phase. Their calculations gave band gaps of 1.67 eV and 1.10 eV for CH$_3$NH$_3$PbI$_3$ and CH$_3$NH$_3$SnI$_3$ respectively. They showed CH$_3$NH$_3$SnI$_3$ to be a better candidate for electron transport than CH$_3$NH$_3$PbI$_3$.

In this work, we perform density functional theory (DFT) calculations of the electronic and optical properties focusing on the triclinic phase of CH$_3$NH$_3$SnI$_3$. To the best of our knowledge, the electronic and optical properties of the triclinic phase of CH$_3$NH$_3$SnI$_3$ have not been investigated extensively. We hope that the present investigation will contribute to a better theoretical understanding of the properties of this material, especially its potential in low band gap solar cell applications.

### 2. Methodology

The crystal structure of the triclinic phase of the hybrid halide perovskite (CH$_3$NH$_3$SnI$_3$) is shown in Figure 1. The unit cell of CH$_3$NH$_3$SnI$_3$ contains 24 H atoms, 4 Pb atoms, 4 C atoms, 12 I atoms, and 4 N atoms, with a = 9.06 Å, b = 9.06 Å and c = 12.56 Å (Material Project ID: mp-995238). In this work, the investigation of the electronic structure properties was performed using the Vienna Ab-initio Simulation Package (VASP) [20, 21] based on Density Functional Theory (DFT) [22, 23]. The Projector-Augmented Wave (PAW) [24] method was employed to
treat the electron-ion interactions. To describe the electrons exchange and correlation effects, we used the Generalized Gradient Approximation (GGA) as parametrized by Perdew, Burke and Ernzerhof (PBE) \[25\], the modified Becke-Johnson (MBJ) \[26\] and the hybrid functional HSE06 \[27\], where the Hartree-Fock screening parameter $\mu$ is set at $0.2 \, \text{Å}^{-1}$. $4 \times 4 \times 4$ Monkhorst-Pack meshes were used in sampling the Brillouin zone (BZ) with an energy cut-off of 520 eV. These parameters were found to be sufficient for energy convergence. The BZ sampling was chosen in such a way that the convergence of free energy is less than 1 meV/atom. The convergence threshold for self-consistent field iteration was set at $10^{-6}$ eV. In order to study the optical properties, we performed non-selfconsistent $G_0W_0$ \[28\] calculations with 4008 bands and with an energy plane wave cut-off of 300 eV and a cut-off of 150 eV for the plane wave basis of the response function expansion. Optical spectra were calculated at the Bethe-Salpeter Equation (BSE) \[29\] level of approximation with input from a $G_0W_0$ calculations.

3. Results and Discussions

3.1. Electronic Properties

The Kohn-Sham band structure of the studied material was calculated using the PBE functional. The calculated electronic band structure and its corresponding total and partial density of states (TDOS and PDOS) are displayed in Figure 2. The electronic band structure calculations demonstrate that this phase has a DFT direct band gap at the gamma point. We note from the PDOS that the valence band edge is dominated by I orbitals and the conduction band edge by Sn orbitals. The organic cation $\text{CH}_3\text{NH}_3^+$ do not have any significant contribution around the band edge. Our calculated approximate DFT and many body perturbation theory at the $G_0W_0$ level of approximation fundamental band gaps for the triclinic perovskite $\text{CH}_3\text{NH}_3\text{SnI}_3$ are listed in Table 1. The only available experimental data is that reported by Stoumpos et al. \[11\], where, depending on the preparation method, they reported that the experimental band gap of tin based hybrid halide perovskites to be 1.21 eV and 1.35 eV. Our results are consistent with these results.

![Figure 2. DFT calculated electronic structure of the triclinic phase of CH$_3$NH$_3$SnI$_3$ using PBE: band structure (left), total density of states (TDOS) and the partial density of states (PDOS) due to CH$_3$NH$_3^+$ (middle); and PDOS due to Sn and I (right).](image)

3.2. Optical Properties

The optical properties can be calculated from the complex dielectric tensor, $\varepsilon(\omega) = \varepsilon_1(\omega) + i\varepsilon_2(\omega)$ which describes the polarization response of a material to an externally applied electric field $E$. Using the real part $\varepsilon_1(\omega)$ and the imaginary part $\varepsilon_2(\omega)$ of the dielectric tensor $\varepsilon(\omega)$, we compute...
Table 1. Our calculated and the experimental band gap of triclinic CH$_3$NH$_3$SnI$_3$.

<table>
<thead>
<tr>
<th>Functional</th>
<th>PBE</th>
<th>MBJ</th>
<th>HSE06</th>
<th>GW</th>
<th>Exp.[11]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Band gap (eV)</td>
<td>0.82</td>
<td>1.25</td>
<td>1.32</td>
<td>1.54</td>
<td>1.21 and 1.35</td>
</tr>
</tbody>
</table>

Figure 3. The optical absorption coefficient spectra of triclinic CH$_3$NH$_3$SnI$_3$.

Figure 4. Tauc plot of the absorption coefficient, showing the polarization-dependent onsets.

The optical absorption coefficient spectra using the following equation.

$$\alpha(\omega) = \sqrt{2\omega \left( [\varepsilon_{\text{re}}^2(\omega) + \varepsilon_{\text{im}}^2(\omega)]^{\frac{1}{2}} - \varepsilon_{\text{re}}(\omega) \right)}^{\frac{1}{2}}.$$  \hspace{1cm} (1)

The results in Figure 3 show that the highest absorption peak in the region (1.0-2.5) eV of $\alpha_{yy}(\omega)$ component is higher than that of $\alpha_{xx}(\omega)$ and $\alpha_{zz}(\omega)$. Figure 4 shows the absorption coefficient $\alpha(\omega)$ for triclinic CH$_3$NH$_3$SnI$_3$ plotted in Tauc formalism. From Figure 4 we can see there are featured edges as a function of polarization. Due to the structural anisotropy we observed variation of band edge in the different polarizations. For in plane polarisation the onset is at 1.25 eV and for out of plane polarisation the onset is at 1.22 eV within the experimentally reported values (1.21 and 1.35) eV.
4. Conclusions
The electronic and optical properties of the triclinic CH$_3$NH$_3$SnI$_3$ have been calculated using first-principles methods. The material was found to be a direct band gap semiconductor. Depending on the method used, our calculated band gaps are 0.82 eV (PBE), 1.25 eV (MBJ), 1.32 eV (HSE06) and 1.54 eV (G$_0$W$_0$). Obtained values agree well with the experimental results (1.21 eV and 1.35 eV). Moreover, the BSE absorption edges using the Tauc form are found to be 1.22 eV for out-of-plane polarisation and 1.25 eV for in-plane polarisation. This anisotropy seen in the BSE absorption edges may be related to the experimental result 1.21 and 1.35 eV. Inspection of the obtained band structure, PDOS and TDOS reveals that the organic cation CH$_3$NH$_3^+$ does not have significant contribution around the band edges as I and Sn. Our results confirm that the triclinic phase of CH$_3$NH$_3$SnI$_3$ has potential as a solar cell absorber. Finally, with the help of the real part $\varepsilon_{re}(\omega)$ and the imaginary part $\varepsilon_{im}(\omega)$ of the dielectric tensor $\varepsilon(\omega)$ we derive all the desired frequency dependent optical spectra such as absorption coefficient at BSE level of approximation, which show a significant optical anisotropy.
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Structural, elastic and electronic properties of binary titanium-based shape memory alloys

M E Baloyi¹, R Modiba², P E Ngoepe¹ and H R Chauke¹

¹Materials Modelling Centre, University of Limpopo, Private Bag X1106, Sovenga, South Africa
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Abstract. Ab initio density functional theory approach was employed to investigate the structural properties, elastic constant and phonon dispersion of B2 binary TiPt, TiNi and TiCo shape memory alloys. We employed the plane-wave pseudopotential method within generalized gradient approximation parameterized by Perdew, Burke and Enzerhof using VASP code. These alloys have the ability to remember their shapes after deformation, and this is due to their shape memory effect and super elasticity properties. We found that the lattice parameters are in good agreement with the experimental results. Furthermore, the TiPt structure is thermodynamically stable displaying lowest heats of formation. Their calculated elastic constant indicated that TiPt has higher transformation temperature. The Pugh’s ratio clearly indicates that all titanium-based binary alloys are ductile (B/G>1.75). Phonon dispersion curves shows that TiCo is vibrational stable and there are acoustic modes observed at the gamma directions while TiPt is not due to the existence of imaginary frequencies observed along M high symmetry direction, in agreement with calculated elastic constants.

1. Introduction

Shape memory alloys (SMAs) have the ability to recover their original shapes after being deformed when heated above certain temperature [1]. They exhibit two interesting properties, shape memory effect and superelasticity. Titanium-based SMAs have attracted significant attention due to its distinctive properties for extensive applications such as actuators and sensors, which are displayed in martensitic transformations [2]. It is well known that most Ti-based alloys have an ordered B2 phase at high temperatures and transform to low temperature martensitic phase (B19/19’) when temperature decreases [3]. TiNi exhibits significant shape memory effect (SME) and Nitinol became the most commonly used SMAs [4]. The development of SMAs which can operate at high temperature is important to improve shape memory properties [5]. An increase of the martensitic transformation of SMAs allows for extending their application range to high temperatures. These alloys possess higher martensitic transformation temperature above 373 K [6]. In addition, elevated temperature SMAs such as Ti(Pt, Pd) are of potential technological interest for elevated temperature SMA applications [5].

Furthermore, B2 TiNi and TiCo have martensitic transformation temperature of 320 K and 40 K, respectively [7, 8, 9]. Platinum have higher temperature of 2041 K which leads to TiPt having the highest martensitic transformation of about 1300 K and exhibit B2 to B19 transformation [10]. In this paper, we...
investigate the phase stability of TiPt, TiNi and TiCo alloys at 50:50 equiatomic composition using the heats of formation, elastic properties, electronic properties (density of states) and phonon dispersion curves of B2 structures. We found that B2 TiPt is unstable at low temperature, in agreement with experimental findings. Our results also show that B2 TiCo is stable with no soft modes observed. However, TiCo has shown potential for alloy development, being elastically and vibrationally stable.

The structures of TiPt is shown in figure 1 below. It is a cubic B2 structure also known as a high temperature beta phase with the space group of Pm-3m. Its experimental equilibrium lattice parameter is 3.192 Å [11]. The lattice parameter of the cubic B2 TiNi and TiCo are reported to be 3.015 Å [12] and 2.988 Å [9], respectively. All the structures have a B2 CsCl prototype structure.

![Figure 1](image-url)  
*Figure 1. The cubic phase TiPt binary alloys at 50:50 equiatomic composition.*

2. Methodology
The calculations were carried out using ab initio density functional theory (DFT) [13] formalism with the projector augmented wave (PAW) [24], as implemented in VASP code [14]. An energy cutoff of 500 eV was used, to achieve a good convergence of the parameters. For exchange-correlation functional, the generalized gradient approximation of Perdew, Burke and Enzerhof (GGA-PBE) [15] was chosen. Interactions in the Brillouin zone were performed with special k-spacing of 0.2 with accordance to Monkhorst and Parck scheme [16]. The phonon dispersion spectra were evaluated using PHONON code [17] as implemented in Materials Design within MedeA software of VASP code [14].

3. Results and discussion
3.1. Equilibrium lattice parameter
In Table 1; calculated equilibrium lattice parameters and heats of formation for the B2 Ti-based binary alloys are shown. The equilibrium lattice parameter results are in good agreement with the experimental findings. Heats of formation is used to predict the stability of alloys and in constructing their phase diagrams [18]. The equation for determining heats of formation ($\Delta H_f$) is given by [23]:

$$\Delta H_f^{Ti-M} = \frac{1}{n}E_{Ti-M} - [(1-x)E_{Ti} + xE_{M}]$$ (1)

where $E_{Ti-M}$ is the total energy of alloy, $E_{Ti}$ is the total energy of Ti, $E_{M}$ is the total energy of element M=Pt, Co, Ni, n is the total number of atoms and x is the fractional concentration of the constituent element. The lowest and highest heats of formation show the most and least stable material, respectively.
TiPt is found to be more stable with the lowest heats of formation of -0.821 eV/atom while that of TiNi was found to be the least stable with the highest value of -0.403 eV/atom.

Table 1. Equilibrium lattice parameters (Å) and heats of formation ΔH_f (eV/atom) of B2 TiPt, TiNi and TiCo.

<table>
<thead>
<tr>
<th>Structures</th>
<th>a</th>
<th>ΔH_f</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiPt</td>
<td>3.180 (3.192) a</td>
<td>-0.821</td>
</tr>
<tr>
<td>TiCo</td>
<td>2.994 (2.988) b</td>
<td>-0.527</td>
</tr>
<tr>
<td>TiNi</td>
<td>3.011 (3.015) c</td>
<td>-0.403</td>
</tr>
</tbody>
</table>

a reference [11]  
 b reference [9]  
 c reference [12]

3.2. Elastic constants

We have also calculated the elastic constants C_{ij}, Anisotropy (A) and Pugh’s ratio (B/G) for cubic phases as shown in Table 2. For us to understand the martensitic transformation of these alloys, we investigate their elastic properties [7]. The stability criterion for the cubic system to be mechanically stable are as follows [19]:

\[ C_{44} > 0, \ C_{11} + 2C_{12} > 0, \text{ and } C_{11} > |C_{12}|. \] (2)

The elastic moduli are then calculated based on the three independent elastic constants in equation (2) above:

\[ C' = \frac{C_{11} - C_{12}}{2} \text{ and } A = \frac{C_{44}}{C'}, \] (3)

where C’ is shear modulus and A is the anisotropy factor [20]. TiPt fails to satisfy the criterion shown in equation (2), C_{11} < C_{12} leading to a negative C’ of -32 GPa. Hence, B2 TiPt is mechanically unstable at 0 K. B2 TiCo and TiNi satisfy all the cubic stability criterion and these alloys are considered to be mechanically stable. Lower C_{44} value of 44.07 GPa of TiCo signals that the C_{44} shear resistance becomes comparable to the C’ shear resistance, resulting in low anisotropy value of 1.72 which give rise to monoclinic B19’ martensite [7]. Therefore, TiCo undergoes the B2 to B19’ martensitic transformation due to its lower A. These results are consistent with the experimental findings [3]. Higher A indicates the higher transformation temperature, B2 to B19 transformation. Calculated A of TiNi with a value of 2.52 agrees with the experimental value of 2.4 [12]. In addition, A of TiCo agrees to within 3% the experimental with value 1.72 (1.84) [21]. The bulk (B) and shear (G) moduli are calculated to investigate ductility of these alloys. The investigated binary alloys are found to be ductile since B/G>1.75 [22].

Table 2. Lattice parameters (Å), elastic constants (GPa) and heats of formation (eV/atom) of TiPt, TiNi and TiCo binary alloys.

<table>
<thead>
<tr>
<th>Structures</th>
<th>C_{11}</th>
<th>C_{12}</th>
<th>C_{44}</th>
<th>C’</th>
<th>A</th>
<th>B/G</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiPt</td>
<td>145</td>
<td>210</td>
<td>45</td>
<td>-32</td>
<td></td>
<td>2.20</td>
</tr>
<tr>
<td>TiCo</td>
<td>266.89</td>
<td>215.73</td>
<td>44.07</td>
<td>25.58</td>
<td>1.72 (1.84) e</td>
<td>3.35</td>
</tr>
<tr>
<td>TiNi</td>
<td>190.32</td>
<td>143.97</td>
<td>58.36</td>
<td>23.18</td>
<td>2.52 (2.40) f</td>
<td>5.57</td>
</tr>
</tbody>
</table>

a reference [19]  
 e reference [21]  
 f reference [12]
3.3. **Phonon dispersions**

We have performed the phonon dispersions calculations on structures and the plots are shown in figure 2. Soft modes are observed at the M and R high symmetry direction indicating the instability of TiPt. Phonon density of states (PDOS) suggest that the soft modes observed are due to high vibration of Pt atom. In addition, our phonon dispersion calculations show TiNi to be unstable since there are soft modes observed in the phonon curves. These soft modes are observed along M directions and this could be attributed to high vibration of Ni atoms as shown on the phonon DOS. TiCo is found to be vibrationally stable with no soft modes observed, in agreement with predicted elastic constants where we observed a lower \( A \) as compared to the other structures.

![Phonon dispersion curves](image)

**Figure 2.** Phonon dispersion curves and Phonon density of states of TiPt, TiNi and TiCo binary alloys.

3.4. **Electronic density of states**

In figure 3, the total (tDOS) and partial density of states (PDOS) of TiPt, TiNi and TiCo binary alloys are shown. DOS of the alloys indicates the stability with respect to their behavior at the Fermi level \( E_F \). The structure with highest and lowest DOS at the \( E_F \) is considered least and most stable, respectively. Shapes of all tDOS curves are similar comprising of two set of peaks separated by a pseudo-gap. The lower tDOS peaks are occupied by Pt for TiPt, Co for TiCo and Ni for TiNi, and the higher tDOS peaks are mainly due to the d state of Ti atoms. TiCo has the lowest Ti d DOS value of 1 states per eV at the \( E_F \), indicating the stability of these alloys. In addition, TiPt is the least stable alloy due to its higher Ti d
DOS value of 1.6 eV at the $E_f$. Our DOS results agree with our calculated elastic constant, showing that TiCo is the most stable structure.

Figure 3. Total and partial density of states of TiCo, TiPt and TiNi binary alloys. The Fermi level is at the value of 0 eV.

4. Summary and conclusion
The equilibrium lattice parameters, heats of formation, elastic properties and electronic properties of equiatomic B2 TiCo, TiNi and TiPt were determined using the first principle calculations. Our results are in agreement with the experimental findings within 3 %. We note that the predicted heats of formation confirm the stability of binary alloys investigated. Calculated elastic constants show that TiPt
is mechanically unstable at low temperature whereas TiCo and TiNi are mechanically stable. It is interesting to note that TiCo is vibrationally stable with no soft modes observed, in agreement with the predicted heats of formation and elastic constants. Only TiCo is energetically, mechanically and dynamically stable according to the calculations, performed at zero temperature and pressure.
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First principles investigation of structural, elastic, electronic and optical properties of Barium seleno-germanate, $\text{Ba}_2\text{GeSe}_4$
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Abstract. Ternary and quaternary chalco-germanates and stannates have a rich structural chemistry. Experimental studies of their non-linear optical properties have been reported, but there are few published computational studies on their structural, elastic, electronic and optical properties. In this work, we investigate the structural, elastic, electronic and optical properties of $\text{Ba}_2\text{GeSe}_4$ using Density Functional Theory (DFT) and post-DFT many body perturbation theory. The ground state energy and properties, including equilibrium lattice parameters, bulk modulus and band gap were calculated at the DFT level of approximation. The fundamental gap was determined at the post-DFT $G_0W_0$ level of approximation while optical absorption was determined with the Bethe-Salpeter Equation approximation. The ground state energy and mechanical results show that $\text{Ba}_2\text{GeSe}_4$ is a stable compound while the calculated optical absorption results and estimated optical band gap show that it is a wide band gap material that is well-situated for photon absorption in the high energy visible range with potential application in multi-junction solar cells.

1. Introduction

The ternary and quaternary compounds containing metal chalcogenides, chalco-germanates and thio/stannates have received considerable attention due to their structural chemistry [1, 2], important physical and chemical properties for potential applications in non-linear optics (NLO) [3, 4], thin film for solar cell [5] and visible light response photocatalysts [6, 7]. Among the family of chalco-germanates is seleno-germanate earth alkali metal barium seleno-germanate $\text{Ba}_2\text{GeSe}_4$. The experimental synthesis of $\text{Ba}_2\text{GeSe}_4$ has been reported and the compound is found to crystallize in a monoclinic structure with space group $p12/m$ [8]. The thio/seleno-germanate and stannate compounds exhibit interesting physical properties due to their isolated tetrahedral ortho-anion $[\text{MQ}_4]^{4-}$ corner shearing, were $[\text{M} = \text{Ge, Sn}; \text{Q} = \text{S, Se}]$. The compounds are well known to have a structure of type $A_2\text{MQ}_4$ [4]. Little has been reported on the structural, elastic, electronic and optical properties of $\text{Ba}_2\text{GeSe}_4$. We are only aware of the study of Assoud and Soheilnia [8], were the authors reported experimental data on the structure and lattice constants and theoretically investigated the electronic properties using density functional theory with the local density approximation (LDA). However, the authors did not measure the optical band
gap of this compound, but predicted it to lie within 2.6 - 3.0 eV. LDA is well known to give a less accurate description of electronic and optical properties of materials due to the omission of the contribution from quasiparticle renormalization of electronic band gaps and excitonic effect in the linear and non-linear optical absorption [9]. In view of this and the rich range of properties of the seleno-germanate family of compounds with potential practical applications, it is worthy here to investigate the structural, elastic, electronic and optical properties of Ba$_2$GeSe$_4$. We use two DFT exchange-correlation approximations, the Perdew-Burke-Ernzerhof generalised gradient approximation (PBE) [10] and PBEsol [11] to determine the ground state energy and lattice structure. DFT band structure calculations were performed using two hybrid functionals, the modified Johnson Becke (MBJ) [12] and Heyd-Scuseria-Ernzerhof (HSE) [13], two approximations that normally improve on the band gap underestimation by local and semi-local DFT approximations. A Green’s function (GW) calculation was used to determined the fundamental gap while optical absorption properties were determined within the Bethe-Salpeter Equation (BSE) approximation, which is effective in reproducing the experimental band gap for semiconductors.

2. Computational details
The investigation of structural, elastic, electronic and optical properties of Ba$_2$GeSe$_4$ were carried out within the framework of density functional theory (DFT) as implemented in the Vienna Ab initio simulation package (VASP) [14, 15]. A projected-augmented-wave (PAW) [16] formulation was used for the description of electron-ion interactions. The groundstate energy was calculated within the Perdew-Burke-Ernzerhof generalised gradient approximation (PBE) [10] and PBEsol [11] for the electron exchange correlation relations. Equilibrium structure optimization was performed on the primitive cell of the structure with cut-off energy of 520 eV and a 6×6×4 Monkhorst-pack mesh for sampling the Brillouin zone. The k-point mesh sampling was chosen to achieve convergence energies within less then 1 meV/atom. The elastic tensor was calculated for the fully relaxed equilibrium geometry with PBE and PBEsol. DFT band structure calculations were performed for the PBEsol optimized structure using PBEsol and the modified Johnson-Becke potential (MBJ) [12]. The band gap was also estimated with the hybrid Heyd-Scuseria-Ernzerhof (HSE) [13] approximation. The MBJ and HSE approximations normally give a better estimate of the band gap at the DFT level when compared to conventional DFT calculations with local or semi-local exchange-correlation functions. Moreover, in this study we performed a post-DFT many-body Green’s function $G_0W_0$, [17, 18] calculation to obtain an estimate of the quasi-particle excitations. We used a 180 eV energy cut-off for the response functions to determined the fundamental gap. Finally, the optical absorption spectrum was obtained by including excitonic effects using the $G_0W_0$ + BSE approximation [19, 20, 21]. From the optical absorption spectra, the optical band gap were determined using a Tauc plot [22].

3. Result and discussion
3.1. Structural properties
X-ray powder diffractogram structural studies reveal that at room temperature the layered ternary Ba$_2$GeSe$_4$ compound contains isolated tetrahedral GeSe$_4$ that form the structure type of K$_2$ZnBr$_4$. The compound crystallises in a monoclinic structure, space group p2$_1$/m [8], with a conventional unit cell made which contains two Ba$_2$GeSe$_4$ formula per units cell. Figure 1 shows the Ba$_2$GeSe$_4$ super cell showing the tetrahedral GeSe$_4$ arrangements. Energy versus volume calculations for Ba$_2$GeSe$_4$ were performed with the PBE and PBEsol approximations. A 3$^{rd}$ order Murnaghan equation of state (EOS) function [23] was fitted to the calculated values and is shown in Fig.2(b). The results show that the PBEsol equilibrium volume is closer to the experimental value than the PBE value. Calculated equilibrium structural parameters and the available experimental data are given in Table.1. Compared to the
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Figure 1. Crystal structure of Ba$_2$GeSe$_4$.

Figure 2. Variation of total energy as a function of volume.

Experimental data one can clearly see that the calculated lattice parameters ($a$, $b$ and $c$), $\beta$, the angle between cell length $a$, $b$, and one of factors that defines the lattice plane spacing, and volume of the unit cell obtained by PBEsol, are very close to the experimentally measured values. The percentage difference of calculated lattice parameter and angle values from experimental values do not exceed 1.54%. Based on the consistent performance of the calculated PBEsol structural parameters, this approximation was used to determine DFT electronic and optical properties and the corresponding calculated structure was used for the GW and BSE calculations.

Table 1. Calculated and experimental structural parameters for Ba$_2$GeSe$_4$. Lattice parameters $a$, $b$ and $c$ in Å. The angle between $a$ and $b$, $\beta$, in degrees. Volume $V$, in Å$^3$. $E_{\text{coh}}$, cohesive energy per atom, in eV.

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$V$</th>
<th>$\beta$</th>
<th>$E_{\text{coh}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>7.204</td>
<td>7.240</td>
<td>9.292</td>
<td>454.96</td>
<td>108.52</td>
<td>-3.61</td>
</tr>
<tr>
<td>PBEsol</td>
<td>7.022</td>
<td>6.986</td>
<td>9.150</td>
<td>424.20</td>
<td>109.078</td>
<td>-3.95</td>
</tr>
<tr>
<td>Exp.[8]</td>
<td>6.9958</td>
<td>7.0938</td>
<td>9.1738</td>
<td>430.11</td>
<td>109.153</td>
<td>-</td>
</tr>
</tbody>
</table>

3.2. Elastic Properties

The elastic properties of a material provides important information about structural stability, binding characteristic, the anisotropy character, the link between mechanical and dynamical properties of a crystal. There are 13 independent elastic constants elastic stiffness constants $C_{ij}$ for Ba$_2$GeSe$_4$, a monoclinic system. The calculated values of the elastic constants, for PBE and PBEsol, satisfy the stability criteria for monoclinic systems [24]. In Table 2 the bulk modulus $B$, the shear modulus $G$, Young’s E modulus calculated from the $C_{ij}$ values using the Voigt-Reuss-Hill (VRH) approximation[25, 26] and the ratio $B/G$, $A^U$, the universal measure of anisotropy of a material, and the Poisson ratio $\nu$ of Ba$_2$GeSe$_4$ are shown. The bulk modulus is a measure of resistance to volume change in response to an applied pressure, while the shear modulus $G$ is a measure of resistance to reversible deformation due to shear stress. Young’s modulus is a measure of resistance to linear stress. Pugh [27] suggested the critical value of 1.75, for $B/G >1.75$ the
material behaves in a ductile manner otherwise it is brittle. The Voigt and Reuss methods are known to define the upper and lower limits, respectively, of the mechanical parameters. We therefore, use Hill’s value which is an arithmetic average of Voigt and Reuss\cite{28} for calculating the values of $B/G$ and $\nu$. The determined value of $B/G$ from both PBE and PBEsol indicating that $\text{Ba}_2\text{GeSe}_4$ is ductile material. Similarly, $\nu$ provides an information of nature in bonding forces and volume compressibility of solid materials, $\nu$ takes values between $-1 < \nu < 0.5$\cite{29}. The determined $\nu$ for both PBE and PBEsol indicated that $\text{Ba}_2\text{GeSe}_4$ is of good plasticity and have central inter-atomic forces. The calculated bulk modulus at zero pressure, $B_0$, from EOS fit, Table 2 and B from VRH approximation are in good agreement demonstrating the reliability of this calculation. The relatively small value of the bulk modulus in Table 2 is evidence that $\text{Ba}_2\text{GeSe}_4$ is not very resistant to volume change with applied pressure. Similarly the values of Young’s $E$ is greater than bulk $B$ modulus demonstrating that the title compound is soft material. The departure of $A^U$ from zero defines the extent of single crystal anisotropy \cite{30}. $A^U$ and the Possion ratio $\nu$ were calculated using equations from Ref.\cite{24,30} which are depicted in Table 2.

**Table 2.** Calculated mechanical parameters. Bulk modulus $B_0$ and its derivative $B'_0$ from EOS fitting, bulk $B_V$, shear $G_H$ and Young’s $E_H$ from VRH-approximations modulus in GPa, universal anisotropy $A^U$, Possion’s ratio $\nu$ and ratio $B/G$ of $\text{Ba}_2\text{GeSe}_4$

<table>
<thead>
<tr>
<th></th>
<th>$B_0$</th>
<th>$B'_0$</th>
<th>$B_V$</th>
<th>$G_H$</th>
<th>$E_H$</th>
<th>$A^U$</th>
<th>$\nu$</th>
<th>$B/G$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>23.49</td>
<td>6.08</td>
<td>24.44</td>
<td>11.87</td>
<td>30.64</td>
<td>0.939</td>
<td>0.29</td>
<td>2.06</td>
</tr>
<tr>
<td>PBEsol</td>
<td>28.01</td>
<td>5.16</td>
<td>26.05</td>
<td>13.29</td>
<td>34.08</td>
<td>1.963</td>
<td>0.28</td>
<td>1.96</td>
</tr>
</tbody>
</table>

3.3. *Electronic Properties*

In Figure 3 and 4 the band structure along the high symmetry directions in the Brillouin zone are shown for PBEsol and the modified Becker Johnson potential (MBJ). MBJ normally gives a better estimation of the gap for large band gap semiconductors. From the band structures for PBEsol and MBJ, Figure 3 and 4 $\text{Ba}_2\text{GeSe}_4$ has a direct band gap of 1.46 eV and 2.26 eV located at $\Gamma$, respectively. It is also observed that from the projected density of states (PDOS) that the dominant contributions to the lower conduction band (CB) come from the hybridizations of Se(p), Ge(s) and Ba(d) orbitals, while the upper valency band (VB) is dominated by contributions from Se(p) with a limited contribution from Ba(d) orbitals. Band gaps calculated with PBE, PBEsol, MBJ, HSE and the fundamental gap at the $G_0W_0$ level of approximation, are listed in Table 3. The PBE and PBEsol gaps are smaller than the experimental gap, while the MBJ and HSE gaps are closer to the experimental range. The $G_0W_0$ estimate of the fundamental gap is smaller than the experimental gap, which is surprising since this estimate is frequently larger than the experimental optical gap.

3.4. *Optical properties*

The study of optical properties gives a better understanding of electronic structure and possible applications of a materials. The frequency dependent dielectric function $\varepsilon(\omega) = \varepsilon_1(\omega) + i\varepsilon_2(\omega)$ fully described the optical properties of a materials \cite{31}. The imaginary part $\varepsilon_2(\omega)$ is obtained from the momentum matrix element between the occupied electronic states relations, while the real part $\varepsilon_1(\omega)$ is determined from the imaginary part through the Kramers-Kroning relations using equations from Ref. \cite{31}. From the calculated structural parameter $A^U = 1.963$, $\text{Ba}_2\text{GeSe}_4$ is anisotropic in nature. This is confirmed by the anisotropic nature of its optical properties
Table 3. Calculated and experimental band gaps, \( E_g \), of Ba\(_2\)GeSe\(_4\).

<table>
<thead>
<tr>
<th></th>
<th>PBE</th>
<th>PBEsol</th>
<th>MBJ</th>
<th>HSE</th>
<th>( G_0W_0 )</th>
<th>Others (LDA)</th>
<th>Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_g )(eV)</td>
<td>1.38</td>
<td>1.46</td>
<td>2.26</td>
<td>2.66</td>
<td>2.53</td>
<td>1.70[8]</td>
<td>2.6 - 3.0[8]</td>
</tr>
</tbody>
</table>

determined using the \( G_0W_0 + BSE \) calculations. The resolved optical spectra correspond to electric vector polarizations along the x, y and parallel to z directions, respectively. The imaginary part of the dielectric matrix, the optical absorption spectrum and corresponding Tauc plots in the x, y, z directions, are show in Figure 5 and 6. The optical band gap are estimated from Tauc plots with the onset of yy is at 2.05 eV, xx at 2.38 eV and zz at 2.58 eV, which agrees well with the experimental range of 2.6-3.0 eV.
3.5. Conclusion
Using first principle calculations, we investigate the structural, elastic, electronic and optical properties of the barium seleno-germanate $\text{Ba}_2\text{GeSe}_4$ compound. The calculated lattice parameters are in reasonable agreement with available experimental data. The electronic band structure calculations from MBJ which provide accurate band structure for most large band gap semiconductors shows an $2.26$ eV direct band gap at $\Gamma-\Gamma$ points other energy gap calculation from HSE and $G_0W_0$ are within the predicted value. The significant hybridization of Ba(d), Ge(s) and Se(p) was observed from the PDOS analysis of conduction band indicating covalent character in addition to ionic character. The calculated optical properties shows anisotropy. The optical gap are in energetic order of $yy<xx<zz$, the onset of $yy$ is at $2.05$ eV, $xx$ at $2.38$ eV and $zz$ at $2.58$ eV, which agreed well with predicted value of $2.6$-$3.0$ eV [8]. Our result shows that $\text{Ba}_2\text{GeSe}_4$ potential as wide band gap material [32] with potential applications in multi-junction solar cells. [33].
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Abstract. We explore the possible growth of germanene on Pt(111) with low energy electron diffraction and X-ray photoemission spectroscopy. Our results suggest that the growth structure of Ge on Pt(111) is substrate- and annealing-temperature dependent. Below one monolayer (0.42 ML) we found that Ge forms a ($\sqrt{7} \times \sqrt{7}$) structure on Pt(111) held at 400°C. Upon annealing to 750°C, Ge diffuses into Pt bulk with a change to ($\sqrt{19} \times \sqrt{19}$) structure with respect to Pt(111). From our analysis, these structures likely fit with a 2D surface alloy made of Ge$_3$Pt tetramers with a subsurface Ge atom.

1. Introduction
Recently germanene, the germanium monolayer counterpart of graphene, has attracted much attention because of its properties for technological application as well as for fundamental use [1, 2]. Germanene has a very high carrier mobility and has been predicted to be a room temperature 2D quantum Hall insulator, hence potentially usable in spintronics and topological quantum computing [3, 4]. Also, its compatibility with existent silicon-based electronics makes it a promising candidate to be easily incorporated into today’s electronics industry [5]. Unlike graphene, freestanding germanene does not exist: it must be grown on a substrate. So far, several substrates from metal to insulator have been used to synthesize germanene [6-11]. As Pt is a fairly unreactive substrate, we expect the Dirac cones in the electronic structure of germanene to be preserved. This has been predicted by a density functional theory study [12]. On Pt(111), germanene has been claimed to form a ($\sqrt{19} \times \sqrt{19}$) superstructure by Li et al. [10]. However, Švec et al. suggested that this structure is a 2D surface alloy [13]. They studied the Si/Pt system with a variety of experimental techniques complemented by theoretical calculations and claimed that their findings could be extended to Ge/Pt. In their model, Ge is embedded in the Pt surface [13]. The real structure of Ge on Pt(111) is therefore still controversial.

2. Experimental details
The Pt(111) surface was cleaned by several cycles of argon ion sputtering (E=1 keV, I=6 mA, $1.4 \times 10^{-5}$ mbar) and annealing at 750°C until a sharp surface exhibiting the hexagonal symmetry of the Pt(111) surface is seen by low energy electron diffraction (LEED). X-ray photoemission spectroscopy (XPS) showed no sign of carbon or oxygen contamination. Ge was deposited onto the clean Pt(111) surface held at 400°C by resistively heating an ingot of pure Ge contained in a boron nitride crucible within a low temperature effusion cell. We degassed properly the
evaporator, LEED and ion gun before every set of experiments. The base pressure of both the preparation and analysis chambers was less than $2 \times 10^{-10}$ mbar. The pressure in the preparation chamber was less than $3 \times 10^{-9}$ mbar during evaporation. LEED was used to characterize the symmetry of the superstructure and XPS to study the dynamics of the interaction between Ge and Pt atoms. It thus also gives information on the nature of the formed superstructure.

3. Results and discussion

3.1. LEED results and analysis

The LEED pattern of the clean Pt(111) is shown in figure 1(a). This is the well-known $(1 \times 1)$ structure of the Pt(111) surface. After Ge deposition, the LEED shows extra spots in addition to those from Pt. It is displayed in figure 1(c). We have made schematic diagrams of the patterns for better understanding. In figure 1(d) it can be seen that the pattern is composed of two symmetrically equivalent domains with the lattice vectors rotated with respect to those of Pt(111). This structure is the same as the one reported by Meng et al. for buckled silicene on Ir(111) \[14\]. Thus we identified it as a $(\sqrt{7} \times \sqrt{7})$ structure with respect to Pt(111). For brevity it will be called $\sqrt{7}$ throughout this paper.
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**Figure 1.** (a) LEED image taken at 73 eV of clean Pt(111). (b) Schematic diagram of the pattern shown in (a). The black arrows are the unit vectors of Pt. (c) LEED image taken at 65 eV of Ge/Pt(111). (d) Schematic diagram of the LEED pattern of Ge/Pt(111). The red and green arrows are the unit vectors of the two domains formed by Ge.

Upon annealing to 750°C, the structure changed to a new structure displayed in figure 2a. It was composed of two symmetrically equivalent domains with rotated lattice vectors with respect to Pt(111). This is the previously reported $(\sqrt{19} \times \sqrt{19})$ reconstruction formed by Ge on Pt(111) by Li et al., that they ascribed to germanene \[10\]. We call this structure $\sqrt{19}$ for brevity.
3.2. XPS analysis

Detailed XPS measurements were carried out before and after Ge deposition and annealing on Pt(111). Figure 3 shows the spectra of Pt 4f and Ge 3d. It can be seen from figure 3a that the positions of the Pt 4f core level peaks remained constant upon Ge deposition, even after annealing to 750°C. However, the width of the peaks decreased after Ge deposition. Generally a decrease in line-width means either a more ordered surface (less chemical environments for the Pt atoms) or an increase in the lifetime of the core-hole produced during the photoemission process. The Pt(111) surface is already very well ordered and it is unlikely that Ge deposition would somehow increase this order. This suggests an increase of the core-hole lifetime. This would most likely result from a reduction in the metallic behaviour of Pt. The absence of a core level shift means that Ge atoms do not affect the state of Pt atoms at the surface. There are two possible explanations for this. The first is that we were in the presence of a GePt surface alloy where the Ge-Pt interaction strength is the same as that of Pt-Pt. This is possible because of the relatively close electronegativity of Pt and Ge (2.28 for Pt and 2.01 for Ge) [15, 16]. Ge-Pt can therefore form a nonpolar covalent bond with electrons localized between the two atomic nuclei. The second explanation is that we had a 2D layer of Ge atoms (germanene) interacting weakly with the Pt surface. In this case, the structure is probably buckled as reported by Li et al [10].
The intensity from the Pt 4f core levels was used to evaluate the thickness of the deposited Ge using the formula $A = A_0 e^{-t/\lambda}$ where $A_0$ and $A$ are respectively the areas of the clean Pt 4f curve and after Ge deposition, $t$ the Ge thickness and $\lambda$ the inelastic mean free path of Pt 4f electrons in Ge. This resulted in 0.42 ML just after the deposition, upon annealing it reduced to 0.30 ML. Ge has therefore diffused into the Pt bulk or desorbed into the vacuum of the preparation chamber. Over several experiments we noticed that annealing Pt that has been cleaned by sputtering would result in the appearance of Ge on the surface. Hence Ge atoms diffused into the Pt bulk during the original annealing after Ge deposition. In addition, 750°C is well below the sublimation temperature of Ge in a vacuum. The conversion of the $\sqrt{7}$ structure into the $\sqrt{19}$ structure is therefore driven by a diffusion process.

To gain more insight the Ge 3d core level spectra have been fitted. For both structures, the Ge 3d spectra could be fitted with the same two components (figure 4). This indicated that Ge was in the same two different chemical environments. The two components appeared at 29.8 eV (Ge1) and 29.4 eV (Ge2). Their widths were 0.5 eV (Ge1) and 0.48 eV (Ge2). Upon annealing to 750°C, these components did not shift in energy. In contrast their widths decreased upon annealing to 0.47 eV (Ge1) and 0.40 eV (Ge2).

The ratio of the areas of the two components in the Ge 3d spectra was 1:3 for the $\sqrt{7}$ and 1:4 for the $\sqrt{19}$ structure. This rules out unbuckled germanene as in it all the Ge atoms occupy identical sites. Buckled germanene has been reported to either have a 1:1 ratio between the two sites [5], or a 1:5 ratio [10]. In order to better understand the origin of the two sites we looked at the Ge 2p$_{3/2}$ core level for the Ge deposited at 400°C, shown in figure 5. The Ge 2p core levels are at a much higher binding energy than the Ge 3d, which means that the 2p photoelectron emitted from the Ge has a much lower kinetic energy. This in turn means that it is substantially more surface sensitive than the 3d levels. Figure 5 clearly shows that the component at higher binding energy was significantly smaller in the surface sensitive regime. In other words, it originated from the bulk, and the component at lower binding energy originated from the surface. The existence of a bulk component is not surprising, given our experience of the diffusion of Ge in Pt. All our evidence pointed towards a Ge-Pt surface alloy. If we look more carefully at the model proposed by Švec et al., we see that the $\sqrt{7}$ structure has more Ge atoms per unit surface area than the $\sqrt{19}$. This agrees with the decrease in surface coverage that we saw with annealing. It suggests that diffusion into the bulk and the resultant lower surface coverage have favoured the formation of the $\sqrt{19}$ structure. The bulk component indicates the existence of a subsurface Ge atom underneath the first layer, possibly below each tetramer. We note that Švec et al. did not see a bulk component in their XPS measurements. This could well be explained by the photon energy that they used, 150 eV, which resulted in an exceptionally

![Figure 4. Fits of Ge 3d spectra (a) deposited at 400°C and (b) after annealing at 750°C. The background shown in both panel is a Shirley-type background.](image)
Figure 5. Ge 2p\textsubscript{3/2} spectrum for Ge deposited at 400°C.

4. Conclusion
We report that Ge can form a \sqrt{7} or \sqrt{19} structure on Pt(111) depending on the substrate- and annealing-temperatures. This is the first time that Ge with a \sqrt{7} structure has been found experimentally on Pt(111). In both structures the Ge atoms are found to interact weakly with the Pt atoms. From our LEED and XPS analysis, these structures match the Ge\textsubscript{3}Pt tetramer model put forth by Švec et al. In addition we found evidence for a subsurface Ge atom. Both the \sqrt{19} structure and the subsurface Ge resulted from the diffusion of Ge into the Pt crystal.
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Abstract. In this paper, a numerical investigation of initiation of thermal annealing of radiation-induced defects in a sample with finite dimensions is performed. The annealing is initiated by means of a thermal pulse that heats the sample to a specific temperature and set depth from its surface. The dependence of the annealing time on the initial defect density and on the parameters of the thermal pulse is studied.

1. Introduction

The irradiation of a material with high-energy particles causes the formation of different types of defects in its crystalline lattice. At any temperature above absolute zero, the defects anneal spontaneously and the rate of annealing increases with temperature. Therefore, in order to anneal crystal defects, the sample must be heated. Usually, the temperature is increased on the surface of the sample and is kept constant for some time [1]. For small samples, transient processes (heating) can be neglected and the temperature distribution can be assumed to be uniform over the sample. For large samples, on the contrary, transient processes cannot be neglected and achieving a homogeneous temperature distribution can require considerable time and energy. However, in order to anneal defects throughout the volume of the sample, it is not always necessary to heat the entire sample. It is known that under certain circumstances it is possible to develop a self-propagating annealing similar to an autowave [2, 3]. Its initiation requires significantly less energy, and the annealing occurs in a much shorter time. In this case, the annealing actually takes place near the wave front, in the so-called annealing zone (Fig. 1). The annealing zone separates regions of the sample with and without defects and moves into the latter at a constant velocity. In the coordinate system that moves with this velocity, the temperature and defect distributions remain constant over the sample (Fig. 2). The density of defects in the annealing zone falls from its initial value ahead of the wave front to practically zero value behind the wave front. The width of the annealing region and the speed of its propagation depend on the characteristics of the sample and on the defect density.

However, in pure form, an autowave of annealing is realized only in an infinite sample, which is at absolute zero temperature, when spontaneous thermal annealing is completely “frozen”. Besides, it is assumed that the autowave is initiated infinitely far from the place of observation.

When a sample of finite size is annealed, the autowave regime can be realized as a part of inhomogeneously developing annealing, since transient processes, related to the initiation of an
autowave, or the influence of boundaries (sample surfaces), are always present in this case. It is therefore important to compare the sizes of the sample with the characteristic sizes of the annealing regions, of the wave initiation, and of the influence of the boundary regions. This comparison is especially indispensable at sample temperatures other than absolute zero, when the annealing wave is damped as a result of spontaneous annealing, which occurs throughout the sample volume: the defect density decreases, the influence of the thermo-concentration feedback weakens (reduces), and the criterion for the development of the autowave regime ceases to be satisfied. Thus, minimizing the annealing time of defects of a finite sample with given sizes at a nonzero initial temperature becomes nontrivial and requires the use of numerical methods.

2. Formulation of the problem and basic equations
Consider a sample having the form of a slab of thickness $L$, which is located in the region $0 < x < L$ and assumed to be infinite in lateral directions (one-dimensional problem). The initial distribution of defects over the volume of the sample is homogeneous and has a density $n_0$. The initial temperature of the sample is $T_0$ everywhere except for a subsurface layer at $x = 0$ with a depth $\Delta x < L$, where the temperature is higher by an amount of $\Delta T$.

Following [4], we take into account that when annealing each defect, an energy, which is approximately equal to the energies of formation of this defect, is released. The released energy is converted into heat and causes an increase in the temperature of the sample. Due to the increase in temperature, the annealing rate also increases. This forms a nonlinear feedback between the temperature and the density of the defects. Due to this feedback and the thermal conductivity of the sample, a self-propagating self-sustaining annealing mode can develop [2].

With this connection in mind, equations for the evolution of the defect density and temperature distributions take the following form

$$\begin{align*}
\frac{\partial n}{\partial t} &= \frac{n}{\tau}, \\
\frac{\partial T}{\partial t} &= \frac{\kappa}{c} \frac{\partial^2 T}{\partial x^2} + \theta \frac{n}{\tau}.
\end{align*}$$  \hspace{1cm} (1)

Here $c$ is the volumetric heat capacity and $\kappa$ is the thermal conductivity of the material; $\theta$ is
the energy released as a result of annealing of one defect. The characteristic lifetime of defects, \( \tau \), depends, as a rule, on the temperature according to the Arrhenius law:

\[
\tau^{-1} = \tau_0^{-1} \exp \left( - \frac{E_a}{k_B T} \right),
\]

where \( E_a \) is the activation energy of annealing, \( k_B \) is the Boltzmann constant and \( \tau_0 \) is a constant depending on material properties. Equations (1) are similar to the governing equations for combustion waves in a premixed solid fuel in a one-dimensional configuration [5].

The problem (1)–(2) is solved subject to the zero-flux boundary conditions:

\[
\frac{\partial n}{\partial x} \bigg|_{x=0} = \frac{\partial n}{\partial x} \bigg|_{x=L} = 0, \quad \frac{\partial T}{\partial x} \bigg|_{x=0} = \frac{\partial T}{\partial x} \bigg|_{x=L} = 0,
\]

and initial distributions of defect density and temperature (initial conditions):

\[
n(t = 0, x) = n_0, \quad 0 < x < L; \quad T(t = 0, x) = \begin{cases} T_0 + \Delta T, & 0 < x < \Delta x; \\ T_0, & \Delta x < x < L. \end{cases}
\]

The problem (1)–(4) was solved numerically with a Python program, developed and implemented as a part of the research project. In the algorithm employed by the program, a finite difference discretization was performed in space thus yielding a system of coupled nonlinear ordinary differential equations [6], which then were numerically integrated with the odeint submodule of the Python's Scipy package [7]. The implemented solution method was verified by comparing results obtained by varying the spatial mesh size and by using different temporal integration algorithms. Additionally, for the homogeneous problem (see discussion in the next section) the results of numerical calculations were verified against analytical solutions.

For the sake of comparison with results presented in [3, 8], values of the model parameters, corresponding to aluminium, were used in our calculations, i.e. \( E_a = 0.55 \text{ eV}, \theta = 5.4 \text{ eV}, \tau_0 = 10^{-7} \text{ s}, c = 2.57 \times 10^6 \text{ J/K m}^3 \) and \( \kappa = 2.2 \times 10^2 \text{ W/m K} \).

3. Results and discussion

In this work we define the annealing time, \( t_a \), as the time at which the total number of defects in the sample becomes less than 1% of its initial value. We investigate the dependence of the annealing time for different annealing initiation temperatures (\( \Delta T \)) and at various heating depths (\( \Delta x \)), including (for comparison) case \( \Delta T = 0 \), in which annealing occurs spontaneously. In this case, due to the symmetry of the problem, the annealing occurs homogeneously and the annealing time does not depend on the sample dimensions.

In the case of homogeneous spontaneous annealing, as shown in [8], the defect density decreases and the temperature increases as:

\[
\frac{t}{\tau_0} = \text{Ei} \left( \frac{T_a}{T} \right) - \text{Ei} \left( \frac{T_a}{T_0} \right) + \exp \left( \frac{T_a}{T_{tot}} \right) \left[ \text{Ei} \left( \frac{T_a}{T_0} - \frac{T_a}{T_{tot}} \right) - \text{Ei} \left( \frac{T_a}{T} - \frac{T_a}{T_{tot}} \right) \right],
\]

where \( T_a = E_a/k_B \) is the activation energy in kelvin, \( T_{tot} = T_0 + \Theta_0 \) (here \( \Theta = \theta n/c \) is a temperature increase due to annealing of defects and \( \Theta_0 = \theta n_0/c \)) and \( \text{Ei}(\cdot) \) is the exponential integral function, definition of which can be found, e.g., in [9]. Formula (5) provides an implicit dependence of temperature on time. A similar dependence for the defect density can be obtained by taking energy conservation into account. Indeed, in the process of homogeneous annealing in a thermally isolated system the energy stored in defects is converted to heat, hence \( T = T_{tot} - \Theta \), and (5) can be rewritten as an implicit dependence of defect density on time:
\[ \frac{t}{\tau_0} = \text{Ei} \left( \frac{T_a}{T_{\text{tot}} - \Theta} \right) - \text{Ei} \left( \frac{T_a}{T_0} \right) + \exp \left( \frac{T_a}{T_{\text{tot}}} \right) \left[ \text{Ei} \left( \frac{T_a}{T_0} \right) - \frac{T_a}{T_{\text{tot}}} - \text{Ei} \left( \frac{T_a}{T_{\text{tot}} - \Theta} \right) - \frac{T_a}{T_{\text{tot}}} \right]. \] (6)

The annealing time, \( t^a \), can be determined analytically by substituting \( \Theta = \Theta_0 \times 1\% \) into formula (6). It follows from (6) that the annealing time decreases with increasing initial temperature and initial defect density. It also decreases with increasing energy released in the process of annealing of one defect, \( \Theta \). For homogeneous initial distributions of temperature and defect density \( T_0 = 300 \text{ K} \) and \( n_0 = 6.63 \times 10^{26} \text{ m}^{-3} \), respectively, and for the energy released per one annealed defect \( \Theta = 5.4 \text{ eV} \), the annealing time is \( t^a = 13.63 \text{ s} \). This value of the annealing time coincides with the value that was determined numerically in this study using the finite difference method. Since the autowave moves at a constant speed, the annealing rate of the total number of defects per unit area, defined as \( R = -dN/dt \), is a constant. This allows us to diagnose the establishment of the autowave regime and determine the propagation velocity of the annealing front using the rate of change of the fraction of the total number of defects, \( F = N/N_0 \), in time

\[ v = -\frac{d}{dt} \int_0^L \frac{n(t, x)}{n_0} \, dx \approx -L \frac{\Delta F}{\Delta t}. \] (7)

In Fig. 3 we show the evolution of the annealing front in a sample of length \( L = 13 \text{ cm} \) with the initial defect density \( n_0 = 6.63 \times 10^{26} \text{ m}^{-3} \). One may observe that, in the autowave regime, defects in the sample anneal at a constant rate. The corresponding time evolution of the fraction of defects remaining in the sample is shown in Fig. 4 for different initiating energies. By using (7) we determined that the speed the annealing front is of \( v = 3.18 \text{ cm/s} \).

The annealing front speed in the autowave regime can also be determined by observing the time required for the front to move through the sample. If we neglect the development time of the autowave regime and the influence of boundaries, then the annealing time in this regime is approximately \( t^a = (L - \Delta x)/v \), where \( v \) is the annealing propagation speed. Our calculations show that for a localized initial heat distribution at the left boundary of \( \Delta T = 280 \text{ K} \) for \( \Delta x = 4 \text{ mm} \), initial defect density \( n_0 = 6.63 \times 10^{26} \text{ m}^{-3} \) and \( L = 13 \text{ cm} \), the annealing time is \( t^a = 3.85 \text{ s} \) and the annealing propagation speed is \( v = 3.27 \text{ cm/s} \). The results of annealing time calculations for this set of parameters are presented in Figs. 5 and 6.

Alternatively, the annealing propagation speed in the autowave regime can be obtained from...
the dependence of the annealing time, \( t_a \), on the heating depth, \( \Delta x \). Thus, for two different heating depths, \( \Delta x_1 \) and \( \Delta x_2 \) and a fixed \( \Delta T \), the propagation speed can be estimated from two corresponding annealing times with the formula, 
\[
    v = \frac{-(\Delta x_2 - \Delta x_1)}{(t_a_2 - t_a_1)}
\]
where \( t_a_1 \) and \( t_a_2 \) are annealing times corresponding to \( \Delta x_2 \) and \( \Delta x_1 \), respectively. For \( \Delta x_1 = 4 \) mm and \( \Delta x_2 = 14 \) mm the annealing times are \( t_a_1 = 3.85 \) s and \( t_a_2 = 3.28 \) s, respectively, for an initiation temperature of \( \Delta T = 280 \) K. For this configuration, we calculated \( v = 3.12 \) cm/s.

Therefore, by taking all three estimated values of the annealing propagation speed (\( v \)) into account, we find an average value of \( 3.19 \pm 0.08 \) cm/s (i.e. the spread of speed values in terms of relative standard deviation is within 2.4%).

When annealing is initiated by heating the left boundary of the sample, the annealing occurs in-homogeneously: heat flows from the left boundary to the right and the annealing follows the heat flow. At higher initiation temperatures the defects are annealed faster and for some combinations of parameters the self-propagating annealing wave develops (Figs. 5 and 6).

With the increase in the initiation energy (defined, per unit of surface, as \( Q = c\Delta x\Delta T \)), the duration and length of the transition regime decreases and tends to zero, an autowave regime appears and displaces the transient mode (Fig. 5). The autowave regime is realized at an earlier time and covers a larger and larger part of the sample. As the autowave regime develops, the annealing time decreases (first quickly and then slowly) and tends to its limit, which corresponds to the time which the autowave initiated at infinity passes the interval \( L - \Delta x \) (Figs. 5 and 6).

Furthermore, according to Fig. 5, the influence of the increase in the initiation temperature \( \Delta T \) is more prominent than the increase in the heating depth \( \Delta x \). Indeed, at constant initiation energy \( Q_0 \), it is the rise in the initiation temperature and the reduction in the heating depth (rather than the converse) that leads to a decrease in the annealing time. This is due to the fact that the rate of annealing and the accompanying heat release are functions (exponential) of the temperature.

The initiation temperature affects the most strongly the modes in which the autowave formation occurs at the length of the sample. When annealing is realized in a mode close to a hybrid of homogeneous and autowave modes, the autowave regime does not have time to develop or it develops very rapidly. So an increase of \( \Delta t \) at constant energy of initiation does not lead to a decrease in neither the annealing time nor its speed. Conversely, in the autowave regime, there is a slight increase in the annealing time with growth of \( \Delta T \).

An increase in the initial defect density leads to a decrease in the annealing time (Fig. 7). This dependence arises from a nonlinear feedback between the temperature and the annealing rate.
of the defects: one can demonstrate that for uniform isothermal annealing, this time does not depend on the initial density of the defects. With the dominance of self-propagating annealing, an increase in the initial defect density leads to an increase of the speed of its propagation, as is clearly seen in Fig. 7, as well as to a change in the annealing time. When the initial defect density was increased by one percent, we observed an increase in the annealing speed to $v = 19.08$ cm/s. Initiation by a stronger heating pulse intensifies the annealing process and reduces the annealing time even further (Fig. 8).

4. Conclusion
Our calculations have shown that for a sample of a given size (13 cm) and for the parameters used, the annealing time decreases both with an increase in the initiation energy and with an increase in the initial defect density. We have found out that the speed of annealing propagation in the autowave regime is constant, and the time of homogeneous annealing does not depend on the size of the sample. Estimations of the speed of the autowave, performed in three different ways, show a good agreement (the relative standard deviation is within 2.4%).
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Abstract. Mechano-chemical technique was utilised to synthesise the undoped ZnO, 5% cobalt and indium single doped and Co-In double doped ZnO nanoparticles. The kenositec station equipment was employed to probe the prepared samples for gas sensing application. Methane (CH4) gas is being investigated in the present work. Current versus time curves show good response and recovery at 200 °C. Sensitivity against concentration curves reflect good sensitivity of (Co-In)-ZnO nanoparticles at 200 °C and good sensitivity of Co-ZnO nanoparticles at 350 °C. The Co-ZnO nanoparticles show great sensitivity to methane gas at the concentration of 40 ppm. In-ZnO nanoparticles have the fastest response and recovery times for the methane gas.

1. Introduction
Methane (CH4) gas is a naturally occurring hydrocarbon, which forms whenever plant and animal matter decays. It is extremely flammable and dangerous because it is lighter than air, odorless, colorless, and tasteless, which makes it difficult to sense [1]. This gas has been reported to have a significantly higher global warming potentials than carbon dioxide [2, 3]. In so speaking, there is a great need for monitoring concentrations of CH4 gas in the atmosphere. Hence, some techniques such as the infrared absorptions spectroscopy, optical interferometry, catalytic combustion, and semiconductor based modus are used to detect methane (CH4) gas in the atmosphere [4, 5]. In this article semiconductor metal oxide based gas sensor applications are being discussed. This is because such gas sensors have been found to be cost effective and easy to develop as compared to the other form of sensors. CH4 is also a useful gas for domestic purposes; it is used for cooking and heating. In industry, methane is used to refine petrochemicals and in power stations to drive turbines for generating electricity. Food processors and other companies that work with clay, stone and glass, make use of the energy released during extraction of CH4 gas [6, 7]. This helps in maintaining healthy working and living environment, to avoid risk of accidental explosion and public safety in general [4]. It is in this regard that the development of pocket size, portable CH4 and related gases detector is of crucial importance for human and environmental safety.

Various literature studies confirm that metal oxides have been identified as good candidates for gas sensors due to their ability to react with various elements [8]. To be precise, the development of these oxides at nanoscale level seem to be the ideal breaker for the optimum performance of gas sensors. Further on, one and two dimensional nanostructures pave the way in the design and development of high performing gas sensors [9]. In this article, ZnO doped nanoparticles are being discussed. Specifically, single against dual doped ZnO nanoparticles are being explored for the detection of CH4 gas. ZnO
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nanoparticles are n-type semiconducting, non-toxic, physically and chemically stable with rich defect chemistry [10 -12]. Schmidt-Mende et. al [10] further reported that the ZnO nanostructures have high surface area and their electronic processes are strongly influenced by surface morphology. The crystal defects of ZnO nanostructure surface such as oxygen vacancies [13], or shallow donors [14] play a major role as absorption sites for gas molecules. This feature assist in determining the gas sensing property of the nanostructures. Thus, ZnO nanostructures have a high sensitivity to a variety of chemical environments. To enhance their sensitivity and selectivity more, introduction of transition metal dopants into the ZnO matrix has been considered [15]. The In-doped ZnO nanofibers show high sensitivity to acetone than ethanol at 275 °C with minimum concentraton of 37.5 ppm [16]. Moosavi et al. [17] further reported good performance of Co-doped ZnO thin films to volatile organic compounds despite a notable increase in the crystallite size. In order to overcome the increasing crystallite size with some dopants but not compromising the sensitivity and selectivity of the system, a dual doping with indium (In) and cobalt (Co) is proposed. Studies by Shah et al. [18] suggested that double doping ZnO nanostructures by Al and Cr enhance its properties. Even Wang et al. [12] in 2010 illustrated that the gas sensing performance significantly increases with the decreasing crystallite size. In this approach, synthesis of nanoparticles by varying their morphology as well as reducing their crystallite sizes anticipates improving sensing towards CH₄ and other gases.

In this paper, the undoped ZnO, (Co or In) single and (Co, In) dual doped ZnO nanoparticles are subjected to CH₄ gas to check their sensitivity and selectivity. The gas sensing ability of the nanostructures to CH₄ gas is analysed with reference to their response to ammonia (NH₃) gas [19]. The operating temperature has an effect on how the nanostructure react with the CH₄ gas molecules for an appropriate selectivity and response. The results obtained suggest that the undoped and dual doped ZnO nanoparticles exhibits good sensitivity and response at a temperatue of 200 °C.

2. Procedure

The mechano-chemical technique was utilised to prepare the undoped ZnO nanoparticles, 5wt. % Co-ZnO, In-ZnO and (Co-In)-ZnO nanoparticles samples. The KENOSISTEC station equipment was used to characterise the prepared samples for CH₄ gas sensing at various temperatures (200-350°C) and concentrations (5-100 ppm). In the process, all the samples which were in powder form were sonicated in ethanol for 5 minutes before being coated on the surface of the aluminium substrate. The latter was placed between two Pt electrodes and a heater. The substrates, coated with undoped ZnO, Co, In and Co-In double doped ZnO nanoparticles, were inserted in a chamber within the KENOSISTEC station machine. All the samples were subjected to concentrations of 5, 10, 20, 40, 60, 100 ppm of CH₄ gas. The station was maintained at constant voltage of 5 V. The gas flow in and out of the station was maintained at 5 minutes intervals.

3. Results and discussion

3.1 Gas sensing applications

The undoped, Co and In single doped and (Co-In) double doped ZnO nanoparticles samples were all examined in the CH₄ gas environment for gas sensing application. In resemblance to the earlier ammonia (NH₃) gas testing [19], four distinct temperatures: 200, 250, 300 and 350 °C, were adopted for CH₄ gas testing. The response curves in CH₄ gas environment are plotted for the said temperatures as shown in Figure 1. All in all, it can be observed that a good response occurs at 200 °C. When the temperature is elevated to 250 °C and above, a poor response even with low CH₄ gas concentrations is observed. The indication is that the various ZnO nanoparticles samples operate very well at lower temperatures for CH₄ gas. Stolper et al. [20] reported that the thermogenic gases get produced in the temperature range of 157°C to 221 °C. This further suggest that the nanoparticles reported in this paper could only sense methane gas at 200 °C.

In Figure 2, the undoped ZnO nanoparticles shows poor sensitivity to CH₄ gas throughout all the tested temperatures. The double doped ZnO nanoparticles also reflect an ascending order in sensitivity as the concentration is increasing in the operating temperature of 200 °C. At 350 °C, all the single doped
samples reflect enhanced sensitivity in all the concentrations. On the other hand, Co doped ZnO nanoparticles sensitivity to CH₄ gas reflects an ascending order with increasing concentration in the 250 and 300 °C operating temperatures. In the same manner, the opposite is observed for the sensitivity of Co doped ZnO nanoparticles to NH₃ gas between 200 – 300 °C [19]. The In doped ZnO nanoparticles sensitivity is typically low at 250 and 300 °C operating temperatures with a maximum sensitivity of 5 at 350 °C in all the gas concentrations except 5 ppm. An overall observation is that Co-ZnO nanoparticles is the most sensitive to CH₄ gas at concentrations greater than 40 ppm and high temperatures [21]. Motaung et al. [21] also observed similar results for ZnO nanostructures which were exposed to CH₄ gas of different concentrations at 300 °C for 24 hours. In Table 1, the double doped ZnO nanoparticles show constant response and recovery time to methane gas, while In-ZnO nanoparticles have the fastest response time. The undoped ZnO nanoparticles demonstrate the fastest recovery time.

![Graphs](a) (b) (c) (d)

**Figure 1:** The graphs of current against time for the doped and undoped ZnO nanoparticles at various temperatures for concentrations range 5-100 ppm.
Figure 2: The sensitivity versus CH$_4$ gas concentration plot for the doped and undoped ZnO nanoparticles at various temperatures.

Table 1: The CH$_4$ gas response and recovery for the doped and undoped ZnO nanoparticles at 10 ppm.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Response time (s)</th>
<th>Recovery time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Undoped ZnO</td>
<td>300</td>
<td>289</td>
</tr>
<tr>
<td>Co-ZnO</td>
<td>299</td>
<td>300</td>
</tr>
<tr>
<td>In-ZnO</td>
<td>298</td>
<td>297</td>
</tr>
<tr>
<td>(Co-In)-ZnO</td>
<td>299</td>
<td>299</td>
</tr>
</tbody>
</table>
4. Summary
The doped and undoped ZnO nanoparticles were successfully synthesised mechano-chemically. The current versus time curves show good response and recovery for undoped and double doped samples at 200 °C. The undoped and (Co-In) doped ZnO nanoparticles are more favoured compared to the Co and In single doped ZnO nanoparticles samples. The sensitivity of the Co doped ZnO nanoparticles is more dominant at 350 °C. On the contrary, the (Co-In) doped ZnO nanoparticles is only sensitive at 200 °C. The Co-ZnO nanoparticles reflect an ascending response magnitude with increasing concentration of CH₄ gas at all temperatures. The undoped ZnO nanoparticles reflect poor sensitivity in all operating temperatures. The In doped ZnO nanoparticles possess the shortest response time.
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Abstract. Palladium-based catalysts are being developed as an alternative to the commonly used high cost platinum catalyst due to similar electronic configurations and lattice constants. Pd catalysts are cheaper than platinum with a high methanol-tolerance. In this study, first principle density functional theory was used to study the catalytic properties of Pd/TiO$_2$, the interaction and the electronic behavior of palladium nano-clusters on a stable titanium dioxide surface using the plane-wave pseudo-potential method. Titanium dioxide is used as a metal support to develop the palladium catalyst and is the most important transition metal oxide since its photo-catalytic activity was discovered. This transition metal oxide is used in many catalytic processes in the industries such as metal catalysts, which include the platinum group metals such as Pd, Pt, and Rh. These metals are involved in processes such as fuel cells, methane oxidation, catalysis, and in emission control technology. Firstly, the stability of titanium dioxide polymorphs was deduced from elastic properties and are in good agreement with the experimental values to within 3%. The observation made was based on the shear modulus of rutile being higher and positive compared to that of the other polymorphs suggesting that rutile is more stable. The order of surface stabilities is given as (110) > (100) > (101) > (001) > (111), and in good agreement with previous work. Adsorption of water on the stable (110) surface showed that the (110) surface was more exothermic. Secondly, the interaction of palladium clusters with titanium dioxide surface showed that Pd$_{13}$ prefers the top adsorption site due to the least negative adsorption energy. The findings of this work suggest that palladium-based catalysts may play a significant role in future developments and applications in emission control technologies.

1. Introduction
Palladium is found as a free metal that forms part of the platinum group metals (PGMs) but it is more reactive than the heavier platinum [1]. Pd nanoparticles are ideal for use in catalytic reactions because of their increased surface area compared to that of the bulk material and as such are an important material component in hydrogen storage and gas sensing applications [1]. The most important attribute of Pd is its high hydrogen adsorption capacity which is greater than for any other metal.

Titanium dioxide (TiO$_2$) is a semiconducting transition metal oxide that is alternatively used as a support material in catalysis because of its useful physical properties and applications in various technologies [1]. Metal nanoparticles supported on metal oxides are used in various industrial catalytic processes [2]. The most used catalysts are Pt and Pt-based catalysts. Recently, Pd-based catalysts are being developed since they have similar electronic configurations and lattice constants as Pt but cheaper [3]. Pd is used as an electrode material in fuel cell applications where a highly pure hydrogen production
is important and gaseous hydrogen is the only gas that can pass this metal. Car exhaust fumes might be made less toxic by using Pd as a catalyst in the catalytic converters of cars [3, 4].

The oxide supported metal catalysts are necessary to enhance catalytic activity and durability of catalysts during methane oxidation, photocatalysis and CO oxidation [5]. There has been a variety of experimental studies on supported palladium catalysts that raised an interest to this field of research [6,7]. However, the challenge is understanding the interaction between catalytic metals and the support materials. In recent studies, density functional theory (DFT) has been used to investigate surface properties and interactions of many systems including oxide supported metals [8,9].

In this paper, we use density functional theory to investigate the TiO$_2$ surface interaction with water and Pd nanoclusters on (110) TiO$_2$ surface and to study the catalytic properties of Pd/TiO$_2$. The Pd-based catalyst play a significant role in emission control technology, particularly as an automotive exhaust catalyst. The surface energies and effect on hydrated surfaces is important to establish the dominant surface of titanium. Firstly, TiO$_2$ surface and adsorption energies of H$_2$O/TiO$_2$ and Pd$_{15}$/TiO$_2$ were calculated. Secondly, a systematic investigation on the stability of Pd$_n$ clusters (n=3-19) will be drawn from the binding energy and second order difference energy (D$_2$E). It will be established that the Pd$_{15}$ nanocluster is more stable and may have a great potential for enhancing catalytic properties. Finally, the rest of the paper is arranged in the following manner: section 2 provides computational details; section 3 is the results and discussions on the two interacting Pd clusters and Pd/TiO$_2$ systems; and, lastly the conclusion.

2. Computational details

First principle density functional theory (DFT) calculations were performed using the generalized gradient approximation (GGA) refined by Perdew, Burke and Ernzerhof (PBE) [10] as implemented in the CASTEP [11] and VASP codes [12]. The plane wave cut-off energy of 500 eV was used for all structures and the Brillouin zone sampling scheme of Monkhorst-Pack [13] with 6x6x1 k-point mesh for all TiO$_2$ surfaces and 3x3x1 for the palladium nanoclusters. All surface calculations were performed within a (2x2) supercell, using a 12-layer slab with the vacuum slab of 15 Å to avoid an interaction of the adsorbate with the repeating upper slab. The palladium nanoclusters (n=3-19) were constructed using KLMC and optimized using CASTEP. Convergence was achieved when the maximum component of the residual forces was less than 0.01 eV/Å. After adsorption, the 6 bottom layers were frozen while the top layers could interact with the palladium cluster. Density functional tight binding theory (DFTB’) was used to parametrize TiO$_2$ at different radii and to derive the potentials for Ti-O, O-O, O-Ti, Ti-Ti interactions. The surface stabilities for different terminations are determined by their surface energy, calculated as:

$$E_{\text{surface}} = \frac{1}{2A} [E_{\text{slab}} - (n_{\text{slab}})(E_{\text{bulk}})]$$  \hspace{1cm} (1)

where $E_{\text{slab}}$ is the total energy of the cell containing the surface slab, $n_{\text{slab}}$ is the number of atoms in the slab, $E_{\text{bulk}}$ is the total energy per atom of the bulk and $A$ is the surface area. A low positive value of $E_{\text{surface}}$ indicates stability of the surface termination. The strength of the interaction of the surface with the adsorbate is shown by the adsorption energy, as:

$$E_{\text{adsorption}} = [E_{\text{system}} - (E_{\text{slab}} + E_{\text{palladium}})]$$  \hspace{1cm} (2)

where $E_{\text{system}}$ is the energy of the surface slab with collector, $E_{\text{slab}}$ is the energy of the surface slab (Equation 1), n is the number of adsorbates adsorbed on the surface and $E_{\text{palladium}}$ is the energy of the isolated palladium clusters. A negative value reveals a strong interaction between the adsorbate and the surface, whereas a positive value reveals the opposite.

3. Results and discussion

3.1. Structural properties of TiO$_2$

It was observed from the parameterization of TiO$_2$, that the lattice parameters and bond lengths obtained are in good agreement with that of the standard DFT and experimental data. In Table 1, the calculated
lattice parameters and bond lengths for TiO$_2$ are presented. The Slater-Koster files for TiO$_2$ were refined by varying the radius and the best fit was obtained with lattice parameters ($a=4.566$, $c=3.168$) which compare very well with experimental values ($a=4.567$, $c=2.932$).

### Table 1. Lattice parameters and bond lengths for TiO$_2$.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Atom</th>
<th>Lattice parameters ($\text{Å}$)</th>
<th>Bond length ($\text{Å}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calc.</td>
<td>4.566$\pm$0.12</td>
<td>4.566$\pm$0.12</td>
</tr>
</tbody>
</table>

#### 3.1.1. Mechanical properties of the TiO$_2$ polymorphs.

The elastic properties provide an estimate of the mechanical stability, strength and indirectly the melting temperature. We observe that all three TiO$_2$ polymorphs (rutile, anatase and brookite) are mechanically stable since they display positive shear modulus ($C' > 0$). The shear modulus is higher for rutile compared to the other polymorphs which implies that rutile is the most stable. The calculated (Calc.) values accord well with experimental (Exp.) data. Furthermore, the ratio of brittleness/ductility ($B/G$) as proposed by Pugh [15], reveal that the polymorphs are ductile (since $B/G > 1.75$).

### Table 2. Elastic constants $C_{ij}$, bulk B (GPa), shear G (GPa), Young moduli E (GPa) and ratio of brittleness/ductility ($B/G$) of TiO$_2$.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Rutile</th>
<th>Anatase</th>
<th>Brookite</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>260.237</td>
<td>268</td>
<td>354.339</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>160.323</td>
<td>175</td>
<td>116.550</td>
</tr>
<tr>
<td>$C_{13}$</td>
<td>150.253</td>
<td>147</td>
<td>136.398</td>
</tr>
<tr>
<td>$C_{21}$</td>
<td>160.323</td>
<td>-</td>
<td>116.550</td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>260.237</td>
<td>-</td>
<td>354.339</td>
</tr>
<tr>
<td>$C_{23}$</td>
<td>150.253</td>
<td>-</td>
<td>136.398</td>
</tr>
<tr>
<td>$C_{31}$</td>
<td>150.253</td>
<td>-</td>
<td>136.398</td>
</tr>
<tr>
<td>$C_{32}$</td>
<td>150.253</td>
<td>-</td>
<td>136.398</td>
</tr>
<tr>
<td>$C_{33}$</td>
<td>467.803</td>
<td>484</td>
<td>207.011</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>120.806</td>
<td>124</td>
<td>81.435</td>
</tr>
<tr>
<td>$C_{55}$</td>
<td>120.806</td>
<td>-</td>
<td>81.435</td>
</tr>
<tr>
<td>$C_{66}$</td>
<td>211.497</td>
<td>190</td>
<td>60.354</td>
</tr>
<tr>
<td>$C'$</td>
<td>49.957</td>
<td>-</td>
<td>118.895</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Structure</th>
<th>Rutile</th>
<th>Anatase</th>
<th>Brookite</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calc.</td>
<td>Exp. [16]</td>
<td>Calc.</td>
</tr>
<tr>
<td>Bulk modulus</td>
<td>206.476</td>
<td>212</td>
<td>182.943</td>
</tr>
<tr>
<td>Shear modulus</td>
<td>113.194</td>
<td>113</td>
<td>76.805</td>
</tr>
<tr>
<td>Young modulus</td>
<td>287.114</td>
<td>201.379</td>
<td>-</td>
</tr>
<tr>
<td>B/G</td>
<td>1.82</td>
<td>2.4</td>
<td>-</td>
</tr>
</tbody>
</table>

#### 3.1.2. Surface energies of rutile.

The TiO$_2$ surfaces and energies of the rutile surfaces are shown in Figure 1. The surfaces were cleaved from the optimized bulk rutile with spacegroup P4$_4$2/mmm. The surface with the smallest surface energy is considered stable [17]. The slab models in Figure 1 show the order of stability of the surfaces taken before relaxation. We note that the most stable surface is the (110) surface with a surface energy of 0.083 eV/Å$^2$, 12 layers and 24 atoms.
3.1.3. Adsorption of water onto rutile surfaces.

Table 3 lists the adsorption energies of the five surfaces and their adsorption sites ((b)-top and (in)-in plane as indicated on the right of Table 3). We found that the (110) TiO\(_2\) surface is stable as shown by a more negative \(E_{\text{ads}}\) value. This suggest that the surface is more exothermic, and the reaction is spontaneous. These results accord well with the surface energies (Figure 1). We also found that the more negative value is on the oxygen adsorption site which is in the plane.

**Table 3.** The calculated adsorption energies of H\(_2\)O molecule adsorbed on different adsorption sites on the five stable TiO\(_2\) surfaces. The adsorption sites are indicated on the right.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Adsorption site</th>
<th>(E_{\text{ads}}) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>H(_2)O on O site</td>
<td>-1.765</td>
</tr>
<tr>
<td>100</td>
<td>H(_2)O on Ti site</td>
<td>-1.934</td>
</tr>
<tr>
<td>101</td>
<td>H(_2)O on O(in) site</td>
<td>-4.309</td>
</tr>
<tr>
<td>101</td>
<td>H(_2)O on O(b) site</td>
<td>-4.242</td>
</tr>
<tr>
<td>101</td>
<td>H(_2)O on Ti site</td>
<td>-5.028</td>
</tr>
<tr>
<td>110</td>
<td>H(_2)O on O(b) site</td>
<td>-9.592</td>
</tr>
<tr>
<td>110</td>
<td>H(_2)O on O(in) site</td>
<td>-10.562</td>
</tr>
<tr>
<td>110</td>
<td>H(_2)O on Ti site</td>
<td>-10.426</td>
</tr>
<tr>
<td>001</td>
<td>H(_2)O on O site</td>
<td>-3.748</td>
</tr>
<tr>
<td>001</td>
<td>H(_2)O on Ti site</td>
<td>-4.904</td>
</tr>
<tr>
<td>111</td>
<td>H(_2)O on O(b) site</td>
<td>6.282</td>
</tr>
<tr>
<td>111</td>
<td>H(_2)O on Ti(in) site</td>
<td>6.073</td>
</tr>
<tr>
<td>111</td>
<td>H(_2)O on O(in) site</td>
<td>-3.212</td>
</tr>
<tr>
<td>111</td>
<td>H(_2)O on Ti(b) site</td>
<td>6.930</td>
</tr>
</tbody>
</table>
3.2. Palladium nanoparticles

The second order difference energy $D^2E$ is a stability function and stable structures can be identified from the lowest peaks as shown in Figure 2a. We note from Figure 2a that $n=4, 6, 8, 10, 13$ and $17$ are in local minima. These structures are referred to as the stable clusters or magic clusters. The predicted magic number clusters assigned $n=4, 6$ and $13$ are most preferred and agrees with previous theoretical studies [18], while cluster 10 was only found in the current work. The magic clusters behavior was also investigated using the binding energies and are plotted in Figure 2b.

We obtained that the binding energies and the $D^2E$ energy agree well with experimental and theoretical data. It was observed from the binding energy results that the clusters are far from converging, which can only be achieved when clusters are increased to larger sizes. Furthermore, the Pd$_{13}$ cluster is used for further adsorption calculations since it has an enhanced stability for large clusters under consideration. It was observed from Figure 2c that the bond lengths of the palladium nanoclusters used are in good agreement with the experimental values to within 3%. It was noted that the cluster size increases as the binding energy per atom decreases and this is a common behavior for all metal clusters in this paper.

3.3. Pd adsorption on (110) TiO$_2$

The effect of Pd/TiO$_2$ is determined by examining the adsorption energies and bond lengths of Pd on (110) TiO$_2$. In this work Pd$_{13}$ was adsorbed on various sites of (110) TiO$_2$ surface and optimized (relaxing top layers and fixed 6 bottom layers) as shown in Figure 3. The preferred adsorption sites, adsorption energies and bond lengths are listed in Table 4. The Pd$_{13}$ is adsorbed at a distance of 2.053 from the (110) surface as shown in Figure 3(a) and we note that Pd$_{13}$ is likely to adsorb on the top oxygen as shown on Figure 3(b).

![Figure 3. The geometries of Pd$_{13}$ adsorption on a (110) TiO$_2$ surface: (a) Pd$_{13}$/TiO$_2$ and (b) Pd$_{13}$-O/TiO$_2$.](image)
We observe from Table 4 that in terms of relaxed bond lengths, the preferred adsorption site is the one with the lowest Pd-O bond length which is where Pd$_{13}$ is bonded to three top oxygen (3b) atoms, with a Pd-O bond length of 2.054 Å. The adsorption strength of the interaction of Pd$_{13}$ with (110) TiO$_2$ was calculated using Equation 2.

Table 4. The calculated Pd-O bond length and adsorption energies of the Pd$_{13}$/TiO$_2$ (110) system.

<table>
<thead>
<tr>
<th>Adsorption site</th>
<th>Pd-O bond length (Å)</th>
<th>$E_{\text{ads}}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(b)</td>
<td>2.063</td>
<td>-1.746</td>
</tr>
<tr>
<td>Ti(in)</td>
<td>2.278</td>
<td>-1.438</td>
</tr>
<tr>
<td>O(in)</td>
<td>2.109</td>
<td>-2.259</td>
</tr>
<tr>
<td>O(2b)</td>
<td>2.083</td>
<td>-2.842</td>
</tr>
<tr>
<td>O(3b)</td>
<td>2.054</td>
<td>-1.815</td>
</tr>
</tbody>
</table>

Interestingly, compared to the bond lengths, the adsorption energies show that the preferred adsorption site is the Pd bonded to two top oxygen (2b) with an adsorption energy of -2.842 eV. This suggests that the reaction is spontaneous and exothermic.

4. Conclusion

Calculations on the lattice parameters of TiO$_2$ polymorphs were performed using first principles method and the results were found to be in good agreement with the available experimental data. The mechanical properties suggested that rutile is the most stable polymorph. The surface energies for the five crystallographic planes showed the (110) surface as the most stable surface with the smallest surface energy of 0.083 eV/Å$^2$. The interaction between water and the surfaces of rutile (TiO$_2$) was investigated, it was found that the (110) surface with water adsorbed on the oxygen site because of the most negative adsorption energy. Furthermore, the order of stability accords well with previous surface work done [17]. We have also calculated the binding energies and second difference energy of the palladium clusters and found good agreement with the experimental data [18].

The Pd$_{13}$/TiO$_2$ (110) interactions were determined by adsorbing palladium (Pd$_{13}$) at different adsorption sites and we observed the effect on the bond lengths and adsorption energies of the system. The adsorption energy for the Pd$_{13}$/TiO$_2$(110) suggested that the reaction is spontaneous (negative, $E_{\text{ads}}$<0). Furthermore, the Pd-Ti bond distances are comparable before and after adsorption with a slight increase from 2.057 Å to 2.278 Å. This may suggest a good catalytic reactivity of the Pd$_{13}$/TiO$_2$(110). The findings of this research may suggest that the interactions of Pd$_{13}$/TiO$_2$(110) are favorable and may be used in catalytic convertors.
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Effect of temperature on the structure and dynamic properties of metal sulphide nanostructures via molecular dynamics simulation
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Abstract. Metal sulphide nanostructures via molecular dynamics (MD) simulations at different temperatures are presented and discussed in order to understand their structure and dynamic properties. Nanostructured metal sulphides have attracted the attention of researchers in the fields of materials science, physics and chemistry. They have enhanced structure and dynamic properties due to their large surface-to-volume ratio; hence making them desirable to a wide range of industries. They are promising materials for catalysis, batteries and photovoltaic, however the understanding on the structure and dynamic conditions of large-scale nanostructures are still to be explored more. Computational modelling technique, MD was performed to provide atomic or molecular level insights of the structure and dynamic properties of nanostructured metal sulphides. The effect of temperature on different sizes of nanostructures are analysed in a form of structure and dynamic properties; namely radial distribution functions, potential energy and diffusion coefficient. The results showed that temperature associated with the melting transition and stability increased with an increase in the nanostructure size.

1. Introduction
Nanoscience and nanotechnology collectively represent one of the fastest growing interdisciplinary scientific areas, spanning interests from physics, through chemistry and geoscience, to biology [1]. Nanostructures have been identified worldwide as the key to unlocking a new generation of devices with revolutionary properties and functionalities [2]. Nanostructures have many interesting properties (for example structural and dynamic properties), as they bridge the gap between bulk materials and atomic or molecular structures [3]. Nanostructures offer the advantages of high surface-to-volume ratios, favourable transport properties [4]. Herein, we report the effect of temperature on the structure and dynamic properties of metal sulphide, FeS$_2$ pyrite nanostructures. Pyrite, also known as Fool’s Gold, is a very attractive next-generation photovoltaic (PV) material that is abundant in nature and nontoxic [5]. Various FeS$_2$ pyrite nanostructures such as nanostructures [6], nanocrystals [7], nanotubes [8] and nanowires [9] to name but a few, have been studied experimentally. However, experimental difficulties in studying nanostructures arise from their small size, which limits the use of traditional techniques for measuring other properties and conditions (such as physical, structural and dynamic properties, pressure and temperature) [10]. Hence, computational simulation is used to access those conditions that are sometimes difficult to obtain experimentally and simulation is also useful for planning experiments that require complicated setups [11]. Computational simulation technique, molecular dynamics (MD) is used to investigate the effect of temperature on the structure and dynamic properties of FeS$_2$ nanostructures.
1.1. Pyrite, FeS$_2$ structure

Cubic pyrite, FeS$_2$ belongs to the space group Pa3 [12]. FeS$_2$ has a NaCl-type cubic structure with the (S$_2$)$^2$ groups situated at the cube centre and midpoints of the cube edges, and the low-spin Fe$^{2+}$ atoms located at the corners and face centres [13]. Cubic FeS$_2$ structure together with the nanostructure are shown in Figure 1.

![Figure 1: Snapshots of a) cubic bulk structure of pyrite, FeS$_2$, and b) Initial FeS$_2$ nanostructure, where purple atoms represent iron (Fe) and yellow atoms represent sulphur (S).](image)

2. Computational Details

2.1. Creation of nanostructures and methodology

Initial configuration of FeS$_2$ nanostructures was constructed using METADISE code [14], which uses Wulff constructions [15] to predict the morphology. This approach follows the theory of Gibbs to generate the lowest total surface energy morphology from facets that may each have different surface energies. The stable {100} surface [16] was used to create its cubic nanostructures. MD simulations of nanostructures were performed with DLPOLY_2.20 code [17]. The MD simulation of the nanostructures were carried out in an ensemble approximating the canonical with constant number of atoms $N$ and volume $V$. Temperature is controlled by a Nose-Hoover thermostat [18], in order to avoid steady energy drifts caused by the accumulation of numerical errors during MD simulations [19]. The equations of motion were integrated using the Verlet Leapfrog algorithm [20] with a time step of 1 fs. The constant temperature and volume simulations were performed over the temperature range of 300 K to 2000 K with 100 K increments at zero pressure for the nanostructures of between 1 nm and 4.5 nm in diameter. The sizes of the nanostructures of FeS$_2$ used in this study, and the corresponding number of FeS$_2$ units are given in Table 1. MD simulations were performed under non-periodic boundary conditions to make sure that the results are not affected by boundary conditions.

<table>
<thead>
<tr>
<th>Particle Dimension (nm)</th>
<th>Number of Atoms</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>96</td>
</tr>
<tr>
<td>1.5</td>
<td>324</td>
</tr>
<tr>
<td>2.9</td>
<td>1997</td>
</tr>
<tr>
<td>3.4</td>
<td>3295</td>
</tr>
<tr>
<td>4.5</td>
<td>7369</td>
</tr>
</tbody>
</table>

2.2. Representation of interatomic potentials

The Born ionic model [21] was used and parameters were derived for short range interactions represented by the Buckingham potential, harmonic function and three body terms:
2.2.1. Buckingham Potential

In the Buckingham potential, the repulsive term is replaced by an exponential term and potential takes the form

$$U(r_{ij}) = A_{ij} \ast \exp^{-\frac{r_{ij}}{\rho_{ij}}} - \frac{C_{ij}}{r_{ij}}$$  \hspace{1cm} (1)

where $A_{ij}$ and $\rho_{ij}$ are parameters that represent the ion size and hardness, respectively, while $C_{ij}$ describe the attractive interaction and $r_{ij}$ is the distance between ion $i$ and ion $j$. The first term is known as the Born-Mayer potential and the attraction term (second term) was later added to form the Buckingham potential. Very often, for the cation-anion interactions, the attractive term is ignored due to the very small contribution of this term to the short-range potential, or, alternatively, the interaction is subsumed into the $A$ and $\rho$ parameters.

2.2.2. Harmonic Potential

The interaction between the sulphur atoms of the S-S pair were described by a simple bond harmonic function:

$$U(r_{ij}) = \frac{1}{2} k_{ij} (r_{ij} - r_0)^2$$  \hspace{1cm} (2)

where $k_{ij}$ is the bond force constant, $r_{ij}$ the interionic separation and $r_0$ the separation at equilibrium.

2.2.3. Three-Body Potential

A further component of the interactions of covalent species is the bond-bending term, which is added to take into account the energy penalty for deviations from the equilibrium value. Hence, this potential describes the directionality of the bonds and has a simple harmonic form:

$$U(\theta_{ijk}) = \frac{1}{2} k_{ijk} (\theta_{ijk} - \theta_0)^2$$  \hspace{1cm} (3)

where $k_{ijk}$ is the three-body force constant, $\theta_0$ is equilibrium angle and $\theta_{ijk}$ is the angle between two interatomic vectors $i \cdot j$ and $i \cdot k$. The potential parameters for the nanostructures of FeS$_2$ was previously successfully used for the investigation of bulk and surfaces of FeS$_2$ [16, 22].

3. Results and Discussions

3.1. Dynamic properties

Thermodynamically, the melting of bulk crystalline solids is characterized by a sudden increase in the free energy [23]. The curves of potential energy versus temperature for FeS$_2$ nanostructures were obtained. Figure 2 shows the potential energy variation with temperature for nanostructures with different number of atoms, i.e., 96, 324, 1997, 3295 and 7369 atoms, which corresponds to 1 nm, 1.5 nm, 2.9 nm, 3.4 nm and 4.5 nm in diameter, respectively. The phase transition from solid to liquid phase can be identified by a jump in the energy curve. The melting point of the FeS$_2$ nanostructures can be estimated from the change in slope of the temperature dependence of the energy. The variation of potential energy per atom of the system, with temperature for different nanostructure sizes is shown in Figure 2. The observation is that there is an increase in potential energy with temperature for all sizes. However the sudden steep increase in the rate of change of potential energy at a particular temperature, which is associated with the melting transition, is more apparent in the case of a nanostructure of 4.5 nm. This implies that as the size of the nanostructure increase, the temperature associated with melting transition is more apparent.
3.2. Structural properties
Radial distribution functions (RDFs) for FeS$_2$ nanostructures of 324 and 7369 atoms are shown in Figure 3 for Fe–Fe, Fe–S and S–S pairs at temperatures between 300 and 1500 K. RDFs describe the local coordination around a specific atom and represent the internal structure of a material [24]. The RDFs change from well-ordered to molten configuration for increasing temperature. The well-ordered configuration is characterised by a profile which manifests a greater number of narrower peaks with increasing radius. The molten configuration is characterised by a profile with both fewer and broader peaks. It can be observed that the RDFs show structural changes at different temperatures for different sizes of nanostructures. The nanostructure with 324 atoms, in Figure 3(a), has a crystalline and well-ordered structure, as observed by many peaks of the RDFs, from 300 to 500 K. The height of the peaks is also reduced as the temperature increases. The significant peak height reduction for the Fe–Fe, Fe–S and S–S pairs is observed at 1000 K; whereby the peaks become smoother, indicative of a liquid phase of the nanostructure with 324 atoms. The nanostructures with 7369 atoms at the temperatures leading to the melting are shown in Figure 3(b). It can be deduced from the many peaks of the RDFs that from 300 to 1000 K, the nanostructures has a crystalline and well-ordered structure. At 1000 K the peaks start to broaden and the height has decreased substantially as compared to those at lower temperatures; however at 1500 K the peaks are broadened and smoother, indicative of the liquid phase of the nanostructure with 7369 atoms.
Figure 4: Structural changes of FeS$_2$ nanostructures with a) 324 atoms and b) 7369 atoms before and after MD simulation at different temperatures.

Figure 4 show the initial configuration structures and the structural changes of FeS$_2$ nanostructures (with 324 and 7369 atoms) at elevated temperatures. It can be seen that the nanostructures retain their cubic shapes more below the transition temperature as the particle size increases. For a nanostructure with 324 atoms the cubic structure is maintained at the temperature of 300 K, however at the elevated temperatures (from 500 K), the atomic arrangement disappear. In the case of a nanostructure with 7369 atoms the cubic shape is maintained up to the temperature of 1000 K, and disordering is observed at a higher temperature of 1500 K. This implies that the structural stability of the nanostructure is retain at higher temperature as the particle size increases.

4. Conclusion
Molecular dynamics simulations were performed with the aim of investigating the dynamic and structural properties of pyrite FeS$_2$ nanostructures. It was observed that the temperature of melting transition increased with an increase in particle size. The melting of nanostructures was observed through the variation of energy as a function of temperature, whereby there is a sudden change of slope at a certain temperature, indicative of phase transition. At low temperatures the RDFs have many and sharp peaks, however, at higher temperatures the RDFs curve are relatively smooth and does not exhibit any defined peaks, indicative of structural change from solid to liquid phase. The height of the peaks are also reduced as the temperature increases. The structural snapshots suggest that the nanostructure with less number of atoms maintain their cubic shape up to 500 K and for the nanostructures with large number of atoms maintain their cubic form up to 1000 K. This implies that the stability of the nanostructure increase as the particle size increases. We further observed that the change in energy gradient associated with the melting transition occurred at almost similar temperatures associated with the stretching and broadening of the RDFs. Molecular dynamic simulations of FeS$_2$ nanostructures provided in this study will give more understanding in the prediction of their structural and dynamic properties for developing new applications, especially in the next-generation of photovoltaic. Furthermore, the properties presented in this study could form as a basis for future studies.
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Abstract. Thermoelectric devices can play a role in efficiently using available energy by converting heat produced by a wide range of devices into electricity. Low lattice thermal conductivity is a requirement for efficient thermoelectric devices and layered materials offer potential in reducing the lattice thermal conductivity perpendicular to the layers. We present density functional theory calculations of the structural and lattice thermal properties of layered platinum dichalcogenides PtTe$_2$ and PtSe$_2$ compounds in the CdI$_2$ structure, space group $P\bar{3}m1$. Phonon and elastic constants calculations confirm that the compounds are dynamically and mechanically stable. Lattice thermal conductivities were calculated within the single-mode relaxation-time approximation of the linearized phonon Boltzmann equation. We found that at the room temperature, the in-plane lattice thermal conductivities for PtTe$_2$ and PtSe$_2$ are 6.54 and 9.33 Wm$^{-1}$K$^{-1}$, while perpendicular to the plane they are 1.8 and 2.06 Wm$^{-1}$K$^{-1}$, respectively. The out-of-plane thermal conductivities confirm that further investigation of PtTe$_2$ and PtSe$_2$ as thermoelectric materials is necessary.

1. Introduction

Thermoelectricity is the simplest technology applicable for direct thermal-electrical energy conversion. Thermoelectric (TE) devices can directly convert heat to clean electricity or work in "reverse" as a heat pump, without any noise, hazardous liquids, or greenhouse-gas emissions [1]. To evaluate thermoelectric performance, the dimensionless figure of merit $ZT = \frac{S^2\sigma}{\kappa} T$ is often used. Here $S$ is the Seebeck coefficient, $\sigma$ is the electrical conductivity, $\kappa$ is the total thermal conductivity which is a sum of lattice contribution ($\kappa_L$) and electronic contribution ($\kappa_e$), and $T$ is the temperature. It is rare to have a large Seebeck coefficient and metallic conductivity simultaneously. The discovery of NaCo$_2$O$_4$, which is a metallic transition-metal oxide, had a great impact on the search for thermoelectric materials since it has both a relatively high conductivity and a large Seebeck coefficient [3]. Transition-metal dichalcogenides (MX$_2$, M = transition metal, X = chalcogen) with CdI$_2$ trigonal structure and space group $P\bar{3}m1$ (No. 164) have layers that are weakly bound by long range van der Waals forces. Intercalation of many molecular and atomic species has been achieved in these materials, and the impact on their structural, magnetic, and electronic properties have been characterized [4] and a few MX$_2$ compounds have been the focus of thermoelectric studies [5]. Transition metal dichalcogenides (TMDs) have attracted a lot of attention in recent years due to their various applications,
including electrocatalysis, optoelectronics, supercapacitors and batteries [6]. Recently, PtTe$_2$ was reported to be a Lorentz violating type-II Dirac semimetal [7]. Its sister compound PtSe$_2$ has also been predicted to be a type-II Dirac semimetal. So far experimental research in bulk PtSe$_2$ crystals has been limited due to the lack of high quality single crystals [8]. In this work we investigated the lattice thermal conductivity of PtTe$_2$ and PtSe$_2$ and found that they have promising thermoelectric properties because of their relatively small lattice thermal conductivity.

2. Computational details

All calculations in this work were performed using Density Functional Theory (DFT) with the projector-augmented wave (PAW) pseudopotential [9] approach as implemented in the VASP package [10]. The generalized gradient approximation (GGA) of Perdew, Burke and Ernzerhof (PBE) [11] and its modified form for solid materials, PBEsol [12], were used as exchange correlation approximations. We performed calculations using an energy cut-off of 520 eV which leads to a total energy tolerance of about 0.1 meV. For the integration over the BZ, a Γ-centered Monkhorst-pack grid [13] of 8×8×6 was found to be sufficient. Long range interactions important in TMD compounds are not accounted for in the PBE and PBEsol approximations. Since they are often approximated by van der Waals corrections, we examined the effects of vdW-D2 [14], vdW-D3 [15] and vdW-TS [16] van der Waals corrections in conjunction with a PBE exchange-correlation approximation in this study. A 3×3×3 supercell was used for displacive phonon calculations [17] and for solving the linearized lattice Boltzmann transport equation in the single mode relaxation time approximation [19] using the phonopy [18] and phono3py [19] packages, respectively. In the thermal conductivity calculation 1057 unique triplet displacements were included in the calculation of the scattering terms [19].

3. Results and discussion

3.1. Structural parameters

We first present the calculated total binding energy against the cell volume for the studied PtTe$_2$ and PtSe$_2$ under the PBEsol, vdW-D3, vdW-D2 and vdW-TS approximations in Figure 1 and Figure 2 respectively. The solid line shows a third order Murnaghan equation of state [20] fit to the calculated data. The fully optimized equilibrium lattice constants of PtTe$_2$ and PtSe$_2$ for different approximations compared with experimental data are listed in Table 2. We observe that the formation and cohesive energies are negative, indicating that the reaction leading to the formation of the PtTe$_2$ and PtSe$_2$ structures is exothermic, suggesting that structures can be formed from their constituent atoms [21]. The $a$ and $b$ lattice parameters, the in-layer structural parameters, show the least variation across the different approximations. The interlayer spacing, defined by the $c$ lattice parameter, show the most variation. We note that PBEsol gives the best equilibrium structural parameters for the PtTe$_2$ and PtSe$_2$, when compared to experiment. This is surprising, since for other layered transition metal dichalcogenides, for example MoX$_2$ compounds [22], van der Waals corrections are important in the simulated search for reasonable interlayer spacings.

3.2. Elastic stability

Elastic constants of PtTe$_2$ and PtSe$_2$ were calculated in order to check the mechanical stability. PtTe$_2$ and PtSe$_2$ in the trigonal $P3m1$ symmetry has eight independent elastic constants, shown in Table 2. The elastic constants in Table 2, satisfy all the Born stability criteria [25], which indicate that PtTe$_2$ and PtSe$_2$ compounds are mechanically stable. Voigt (V) and Reuss (R) approximations [26] tend to give upper and lower limits of the mechanical and thermodynamic properties of a material, respectively. It was shown by Hill that the Reuss moduli are always less than the Voigt moduli, and the true values are expected to lie between the two approximations.
Table 1. Calculated equilibrium lattice parameters, cohesive energy ($E_{coh}$) per atom and formation energy ($E_{form}$) per atom, bulk modulus $B_0$ (GPa), together with the experimental structural values of PtTe$_2$ and PtSe$_2$.

<table>
<thead>
<tr>
<th></th>
<th>$a$ ($\text{Å}$)</th>
<th>$c$ ($\text{Å}$)</th>
<th>$V_o$ ($\text{Å}^3$)</th>
<th>$E_{coh}$ (eV)</th>
<th>$E_{form}$ (eV)</th>
<th>$B_0$ (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PtTe$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBEsol</td>
<td>4.049</td>
<td>5.114</td>
<td>72.04</td>
<td>-4.43</td>
<td>-0.40</td>
<td>60</td>
</tr>
<tr>
<td>vdW-D2</td>
<td>4.012</td>
<td>5.019</td>
<td>70.01</td>
<td>-4.48</td>
<td>-0.19</td>
<td>74</td>
</tr>
<tr>
<td>vdW-D3</td>
<td>4.072</td>
<td>5.042</td>
<td>72.44</td>
<td>-4.23</td>
<td>-0.36</td>
<td>65</td>
</tr>
<tr>
<td>vdW-TS</td>
<td>4.095</td>
<td>5.087</td>
<td>73.89</td>
<td>-4.13</td>
<td>-0.37</td>
<td>64</td>
</tr>
<tr>
<td>Exp.[24]</td>
<td>4.010</td>
<td>5.201</td>
<td>72.43</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>PtSe$_2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBEsol</td>
<td>3.765</td>
<td>4.976</td>
<td>61.11</td>
<td>-4.55</td>
<td>-0.43</td>
<td>50</td>
</tr>
<tr>
<td>vdW-D2</td>
<td>3.771</td>
<td>4.622</td>
<td>56.94</td>
<td>-4.55</td>
<td>-0.23</td>
<td>84</td>
</tr>
<tr>
<td>vdW-D3</td>
<td>3.794</td>
<td>4.743</td>
<td>59.14</td>
<td>-4.33</td>
<td>-0.40</td>
<td>64</td>
</tr>
<tr>
<td>vdW-TS</td>
<td>3.809</td>
<td>4.871</td>
<td>61.24</td>
<td>-4.20</td>
<td>-0.38</td>
<td>57</td>
</tr>
<tr>
<td>Exp.[23]</td>
<td>3.727</td>
<td>5.081</td>
<td>61.15</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Therefore, in this work, we consider the Hill method to derive the bulk modulus, elastic modulus and crystal elastic constant, as an average of the Voigt and Reuss values. Young’s modulus (E) is the tendency of an object to deform along an axis when opposing forces are applied along that axis. Bulk moduli (B), describe the volumetric elastic tendency of an object to deform in all directions when uniformly loaded. We can loosely express it as an extension of Young’s modulus in 3D. Shear moduli (G), describes the tendency of an object to shear (the deformation of shape at a constant volume) when acted upon by opposing forces. Poisson’s ratio ($\nu$), is associated with the nature of the atomic bonding. The values of bulk moduli obtained by the Birch equation of state shown in Table 2, is lower than that which are obtained by Hill approach shown in Table 2. The Young’s moduli are higher than the bulk moduli and are similar to the Young’s moduli of Silicon (Si) which is in range 133 - 188 GPa [28]. As stated before, Poisson’s ratio ($\nu$) provides information on bonding nature. Poisson’s ratio for ionic bonding is
equal to or greater than $\nu = 0.25$ [29]. The calculated results of $\nu = 0.25 \sim 0.24$ for PtTe$_2$ and PtSe$_2$ suggest marginal ionic bonding.

Table 2. Elastic constants $C_{ij}$ (GPa), elastic bulk moduli $B_V$ (GPa), shear moduli $G$ (GPa), Young’s moduli $E$ (GPa), Poisson’s ratio and for of PtTe$_2$ and PtSe$_2$.

<table>
<thead>
<tr>
<th></th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{22}$</th>
<th>$C_{33}$</th>
<th>$C_{44}$</th>
<th>$C_{55}$</th>
<th>$C_{66}$</th>
<th>$B_V$</th>
<th>$E$</th>
<th>$G$</th>
<th>$\nu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PtTe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBEsol</td>
<td>170</td>
<td>53</td>
<td>42</td>
<td>170</td>
<td>67</td>
<td>45</td>
<td>45</td>
<td>58</td>
<td>68</td>
<td>105</td>
<td>42</td>
<td>0.24</td>
</tr>
<tr>
<td>vDW-D2</td>
<td>200</td>
<td>62</td>
<td>55</td>
<td>200</td>
<td>83</td>
<td>65</td>
<td>65</td>
<td>68</td>
<td>84</td>
<td>129</td>
<td>52</td>
<td>0.24</td>
</tr>
<tr>
<td>vDW-D3</td>
<td>175</td>
<td>52</td>
<td>48</td>
<td>175</td>
<td>77</td>
<td>49</td>
<td>49</td>
<td>61</td>
<td>74</td>
<td>111</td>
<td>44</td>
<td>0.25</td>
</tr>
<tr>
<td>vDW-TS</td>
<td>169</td>
<td>52</td>
<td>42</td>
<td>169</td>
<td>69</td>
<td>42</td>
<td>42</td>
<td>58</td>
<td>68</td>
<td>103</td>
<td>41</td>
<td>0.24</td>
</tr>
<tr>
<td>PtSe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBEsol</td>
<td>197</td>
<td>67</td>
<td>41</td>
<td>197</td>
<td>51</td>
<td>40</td>
<td>40</td>
<td>64</td>
<td>66</td>
<td>102</td>
<td>41</td>
<td>0.24</td>
</tr>
<tr>
<td>vDW-D2</td>
<td>262</td>
<td>83</td>
<td>62</td>
<td>262</td>
<td>94</td>
<td>69</td>
<td>69</td>
<td>89</td>
<td>101</td>
<td>157</td>
<td>63</td>
<td>0.24</td>
</tr>
<tr>
<td>vDW-D3</td>
<td>202</td>
<td>63</td>
<td>41</td>
<td>202</td>
<td>61</td>
<td>43</td>
<td>43</td>
<td>69</td>
<td>71</td>
<td>111</td>
<td>45</td>
<td>0.24</td>
</tr>
<tr>
<td>vDW-TS</td>
<td>183</td>
<td>59</td>
<td>41</td>
<td>183</td>
<td>62</td>
<td>38</td>
<td>38</td>
<td>61</td>
<td>68</td>
<td>102</td>
<td>40</td>
<td>0.25</td>
</tr>
</tbody>
</table>

3.3. Dynamical stability
In order to test the dynamic stability of the PtTe$_2$ and PtSe$_2$, their underlying phonon dispersion relations were calculated. Since PBEsol gave the best lattice parameters, it was used in the computations of the phonon structure. The phonon band structure and density of states for PtTe$_2$ and PtSe$_2$ are presented in Figure 3 and Figure 4 respectively. The phonon frequencies are in the range of $0 \sim 6$ THz for PtTe$_2$ and $0 \sim 7$ THz for PtSe$_2$. The reduction in the range can be attributed to the relative atomic weights of Te and Se. All the phonon frequencies are positive, which indicates that the structure of PtTe$_2$ and PtSe$_2$ are dynamically stable, thereby satisfying one of the necessary conditions for crystal stability.

The primitive cell of PtTe$_2$ and PtSe$_2$ contains three atoms and therefore there are nine phonon modes for each wave vector, three acoustic modes and six optical modes. The highest frequencies of the acoustic modes, defined here as the acoustic cutoff, are approximately 3.44 THz and 4.58 THz for PtTe$_2$ and PtSe$_2$, respectively.

![Figure 3](image1.png)  
**Figure 3.** Phonon dispersion and DOS for PtTe$_2$.

![Figure 4](image2.png)  
**Figure 4.** Phonon dispersion and DOS for PtSe$_2$. 
3.4. Lattice thermal conductivity

The lattice thermal conductivity of PtTe$_2$ and PtSe$_2$ was calculated using the single-mode relaxation-time approximation to the linearized phonon Boltzmann equation [19]. The calculated lattice thermal conductivities of PtTe$_2$ and PtSe$_2$ in the range 0 to 1000 K are shown in Figure 5 and Figure 6 respectively, while the average of the cumulative thermal conductivities, as function of frequency at 300 K, are shown in Figure 7 and Figure 8 respectively. We note that the lattice thermal conductivity is highly anisotropic, with the thermal conductivity in the plane of the layers much higher than in the cross-plane direction.

Using Mattheissens rule [30] the average lattice thermal conductivity of PtTe$_2$ and PtSe$_2$ is 3.49, and 4.28 Wm$^{-1}$K$^{-1}$ respectively. The lattice thermal conductivities of these compounds is therefore small, which makes these compounds potential good thermoelectric materials.

We also estimated the contribution to the thermal conductivity from the acoustic modes at 300 K. We found that the in-plane acoustic mode contribution is 88.36% and 87.63% and cross-plane 71.34% and 68.00% for PtTe$_2$ and PtSe$_2$ respectively. This is in clear contrast to the conventional understanding, especially in the cross-plane direction, that the acoustic modes dominate thermal conductivity [30].

![Figure 5](image1.png)

**Figure 5.** Lattice thermal conductivity Wm$^{-1}$ K$^{-1}$ $\kappa_L(T)$ for PtTe$_2$.

![Figure 6](image2.png)

**Figure 6.** Lattice thermal conductivity Wm$^{-1}$ K$^{-1}$ $\kappa_L(T)$ for PtSe$_2$.

![Figure 7](image3.png)

**Figure 7.** Average cumulative lattice thermal conductivity and derivative density $\kappa_L(\omega)$ for PtTe$_2$.

![Figure 8](image4.png)

**Figure 8.** Average cumulative lattice thermal conductivity and derivative density $\kappa_L(\omega)$ for PtSe$_2$. 
4. Conclusion
We have investigated the structural, mechanical and dynamical properties as well as the lattice thermal conductivity of bulk PtTe$_2$ and PtSe$_2$ from a first principles Density Functional Theory approach. Furthermore, we showed that the thermal conductivity of bulk PtTe$_2$ and PtSe$_2$ is highly anisotropic with the in-plane thermal conductivity much higher than the cross-plane thermal conductivity. The low value of the lattice thermal conductivity in the out-of-plane direction for both structures suggests that these materials are good candidates for thermoelectric applications.
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Abstract. We have synthesized PrPt$_4$Ag and PrPt$_4$Au compounds for the first time and report their crystal structure, as well as magnetic and physical properties in the temperature range of 1.9 K to 300 K. Both compounds are derived from the substitution of Pt with Ag and Au, respectively in the parent compound PrPt$_5$ which crystallizes in the hexagonal CaCu$_5$-type structure. Here we observed the preservation of the hexagonal CaCu$_5$-type structure under such substitutions, which is in contrast to the observations in PrCu$_4$Ag and PrCu$_4$Au adopting the cubic MgCu$_4$Sn-type structure upon substitution on parent hexagonal PrCu$_5$. The temperature dependences of specific heat $C_p(T)$, and electrical resistivity $\rho(T)$ of PrPt$_4$Ag show an anomaly at 7.6 K. This is absent in the magnetic susceptibility $\chi(T)$, thus suggesting a possible multipolar ordering of the Pr$^{3+}$ moment. PrPt$_4$Au on the other hand does not show any anomaly but an upturn in $C_p(T)/T$ below about 10 K and attains 1.23 J/(mol K$^2$) at 1.9 K. In addition, $\rho(T) \sim T$ for nearly a decade in temperature. These observations for PrPt$_4$Au are the hallmark of a non-Fermi liquid (nFL) behavior and is characteristic of a system near a quantum critical point. The analyses of the low-temperature $C_p(T)$ for PrPt$_4$Ag and PrPt$_4$Au give values of the Sommerfeld coefficient, $\gamma = 728.5 \text{ mJ/(mol K}^2$) and 509.1 mJ/(mol K$^2$), respectively, indicating a significant enhancement of the quasiparticle mass in the two compounds.

1. Introduction
PrPt$_5$ is a Van-Vleck paramagnet that has been studied mostly for nuclear cooling by adiabatic demagnetization [1]. This technique profits from the high nuclear spin ($I = 5/2$) of the only known stable $^{141}$Pr isotope. It crystallizes in the hexagonal CaCu$_5$-type structure with space group $P6/mmm$ (No. 191) [2]. It has been observed that the lack of magnetic ordering in PrPt$_5$ is associated with its weak exchange interaction [3]. In addition, magnetization studies have revealed a nuclear spontaneous ferromagnetic Weiss temperature, $\theta_p = 2$ mK, which is attributed to nuclear hyperfine enhancement in the system [4]. In a substitution study by Malik et al. [5], the RPt$_4$In ($R = \text{La-Tm}$) compounds, which represent a doping of 20% on the Pt site, were reported to adopt the cubic MgCu$_4$Sn-type structure with the exception of TmPt$_4$In which forms in the Cu$_3$Au-type structure. Also, ErPt$_4$In and HoPt$_4$In were observed to possess a mixture of MgCu$_4$Sn and Cu$_3$Au phases as evidenced from the X-ray diffraction patterns. PrPt$_4$In was reported to remain paramagnetic down to 4.2 K [5]. Here we report the synthesis, as well as the magnetic and physical properties of the new compounds PrPt$_4$Ag and PrPt$_4$Au. Interestingly, it was found that both compounds crystallize in the same hexagonal CaCu$_5$ parent structure. This is in contrast with the observations in PrCu$_4$Ag and PrCu$_4$Au [6, 7] which adopt
Figure 1. Powder X-ray diffraction patterns of PrPt$_4$Ag and PrPt$_4$Au shown in (a) and (b) with Rietveld refinements (black lines) based on the $P6/mmm$ space group. The vertical bars are the Bragg peak positions, while the difference between the experimental and calculated intensities are shown as pink and gray lines, respectively. The peak in the PrPt$_4$Au spectrum marked with an asterisk does not belong to the major phase as discussed in the text.

the cubic MgCu$_4$Sn-type structure similar to those of $R$Pt$_4$In compounds reported by Malik et al. [5].

2. Experimental methods
Polycrystalline samples of PrPt$_4$Ag and PrPt$_4$Au were prepared by arc melting stoichiometric amounts of high-purity elements (wt.% ≥ 99.9) on a water-cooled Cu plate under a purified static argon atmosphere in an Edmund Buehler arc furnace. The weight losses for both compounds were ∼ 0.09%. The arc-melted pellets were then wrapped in Ta foil, placed in an evacuated quartz tube and annealed at 800°C for 14 days so as to improve the quality of the samples. Room temperature powder X-ray diffraction (XRD) patterns were recorded on pulverized samples using a Rigaku diffractometer employing Cu-K$_\alpha$ radiation. The XRD patterns with the Rietveld refinements [8] employing the FullProf suite of programs [9] are shown in Fig. 1. The lattice parameters obtained from the Rietveld refinements are presented in Table 1. For both compounds, the XRD results confirm phase formation of the desired compounds. For the case of PrPt$_4$Au, a spurious peak, barely resolved above the background noise was detected at 2$\Theta$ = 48°. It was verified that this peak does not have its origin in any of the elements Pr, Pt or Au thus the origin of this peak remains unknown.

Magnetic properties were measured using the Magnetic Property Measurement System (Quantum Design Inc., San Diego) between 1.8 K and 300 K with an external magnetic field up to 7 T. The four-probe DC electrical resistivity, specific heat and thermal transport between 1.9 K and 300 K were measured using the Physical Property Measurement System also from Quantum Design.

3. Magnetic properties
The temperature dependences of magnetic susceptibility $\chi(T)$ of both compounds in an external field of 0.1 T are shown in Fig. 2 (a) and (b). From the plots, $\chi(T)$ of both compounds are
Table 1. Lattice parameters of PrPt₄Ag and PrPt₄Au obtained from the Rietveld refinements of their XRD patterns.

<table>
<thead>
<tr>
<th>Compound</th>
<th>a (Å)</th>
<th>c (Å)</th>
<th>V (Å³)</th>
<th>Rp (%)</th>
<th>Rw (%)</th>
<th>χ²</th>
</tr>
</thead>
<tbody>
<tr>
<td>PrPt₄Ag</td>
<td>5.344(2)</td>
<td>4.399(2)</td>
<td>108.8(9)</td>
<td>9.597</td>
<td>12.25</td>
<td>4.596</td>
</tr>
<tr>
<td>PrPt₄Au</td>
<td>5.343(3)</td>
<td>4.378(5)</td>
<td>108.3(8)</td>
<td>8.957</td>
<td>11.89</td>
<td>4.875</td>
</tr>
</tbody>
</table>

Figure 2. (a) Temperature dependence of magnetic susceptibility $\chi(T)$ of PrPt₄Ag in an external field of 0.1 T with a Curie-Weiss fit shown as a white line. Inset: Isothermal magnetization of PrPt₄Ag at 1.8 K and 10 K. (b) Plot of $\chi$ against $T$ for PrPt₄Au with a Curie-Weiss fit represented by the white line. Inset: Isothermal magnetization of PrPt₄Au at 1.8 K and 10 K.

Qualitatively similar and show no visible anomaly down to 1.9 K. For temperatures above 100 K, $\chi(T)$ for both compounds follow a Curie-Weiss behavior based on the expression: $\chi(T) = N_A \mu_{eff}^2/(3k_B(T - \theta_p))$, where $\mu_{eff}$ is the effective magnetic moment, $\theta_p$ is the Weiss temperature, $N_A$ is the Avogadro number and $k_B$ is the Boltzmann constant. From the least-square fits shown as white lines in Fig. 2 (a) and (b), values of $\mu_{eff} = 3.30 \mu_B/Pr$, $\theta_p = 95.10$ K and $\mu_{eff} = 3.15 \mu_B/Pr$, $\theta_P = 99.16$ K for PrPt₄Ag and PrPt₄Au, respectively are obtained. These values of $\mu_{eff}$ are slightly reduced in comparison to the value of 3.58 $\mu_B/Pr$ calculated for a free Pr³⁺ ion. Such reduction in $\mu_{eff}$ can be attributed to the crystalline electric field (CEF) effect on the Pr³⁺ moment. The isothermal magnetization for both compounds measured at temperatures of 1.8 K and 10 K are shown in the insets to Fig. 2 (a) and (b). The magnetization trend shows a little curvature at 10 K which becomes more pronounced at 1.8 K for both compounds. PrPt₄Ag and PrPt₄Au attain magnetization of $\approx 1.8 \mu_B/Pr$ at 7 T, which is about 50% reduced compared to the value of 3.2 $\mu_B/Pr$ expected for a free Pr³⁺ ion. Assuming that at a temperature of 1.8 K no higher-lying levels of the $J = 4$ multiplet of Pr are occupied, we attribute this deficiency in the extracted magnetization to the effects of magneto-crystalline anisotropy in both compounds.

4. Specific heat

The temperature dependence of the specific heat $C_p(T)$ between 1.9 K and 300 K for PrPt₄Ag and PrPt₄Au are shown in Fig. 3 (a) and (b). Values of $\approx 150$ J/(mol K) are observed at room temperature for both compounds, which correspond to the Dulong-Petit value. In inset (i) of Fig. 3 (a), the low-$T$ plot of $C_p/T$ against $T$ for PrPt₄Ag is shown. At 7.6 K an anomaly with a broad feature is observed. The electrical resistivity results to be presented in Section 5 also
Figure 3. (a) Temperature dependence of specific heat $C_p(T)$ of PrPt$_4$Ag. Inset (i): Low-$T$ plot of $C_p/T$ against $T$ with the arrow indicating the phase transition at $T_Q$. Also shown is the calculated entropy (blue line) with axis on the right. Inset (ii): Plot of $C_p/T$ against $T^2$ for PrPt$_4$Ag together with a linear fit (red line) to extract the Sommerfeld coefficient. (b) Plot of $C_p$ against $T$ for PrPt$_4$Au. Inset (i): Plot of $C_p/T$ against $T$ on a semi-log axis. The red line is a guide to the eye indicating a logarithmic divergence of $C_p(T)/T$. The calculated entropy (green line) is also shown with axis on the right. Inset (ii): Plot of $C_p/T$ against $T^2$ for PrPt$_4$Au together with a linear fit (red line) to extract the Sommerfeld coefficient.

reveal an anomaly around the same temperature. No such an anomaly is however observed in $\chi(T)$ presented in the previous section, thus suggesting a possible multipolar ordering of the Pr$^{3+}$ moment in PrPt$_4$Ag. This is supported by the Van-Vleck paramagnetism observed in $\chi(T)$ indicating that spins or dipolar order do not play a detectable role in the anomaly. In the absence of a long-range magnetic order in Pr systems, the 4$f$-electrons orbitals are the only effective degrees of freedom and multipolar ordering of the Pr$^{3+}$ moment can be realized [10, 11].

Also shown is the plot of the calculated entropy. At $T_Q$ only an amount of 0.3Rln(6) is released which is only about one third of the total entropy expected. The plot of $C_p/T$ against $T$ on a semi-log scale for PrPt$_4$Au shown in inset (i) of Fig. 3 (b) shows an upturn below 10 K reaching a value of 1.23 J/(mol K$^2$) at 1.9 K. We have also observed a linear-in-$T$ behavior of $\rho(T)$ which is discussed in Section 5. These observations in PrPt$_4$Au are the hallmark of a non-Fermi liquid (nFL) behavior. Among many other reasons, proximity to a quantum critical point or possible spin/elemental disorder such as in doped systems could be responsible for such behavior [12]. The calculated entropy is also presented in the same plot. At 8 K, the recovered entropy is about 0.9Rln(6) which is close to the full entropy expected.

We further analyzed the low-$T$ behavior by plotting of $C_p/T$ against $T^2$ for both compounds as shown in inset (ii) of Fig. 3 (a) and inset (ii) of Fig. 3 (b). Least-square fits to both sets of data (represented as red lines) based on the expressions: $C_p/T = \gamma + \beta T^2$ and $\beta = 12\pi^4 nR/(5\theta_D^3)$, where $n$ and $R$ are the number of atoms per formula unit and universal gas constant, respectively, $\gamma$ is the Sommerfeld coefficient and $\theta_D$ is the Debye temperature are shown. From the fits, $\gamma = 728.50$ J/(mol K$^2$) and 509.10 J/(mol K$^2$) are obtained for PrPt$_4$Ag and PrPt$_4$Au, respectively. The observed $\gamma$ values for these two compounds are more than two orders of magnitude greater than what is expected for an ordinary metal and qualitatively similar to those of the heavy fermion (HF) systems, where significant enhancement of the quasiparticles mass have been observed [13].
The temperature dependence of the electrical resistivity $\rho(T)$ for PrPt$_4$Ag and PrPt$_4$Au investigated between 1.9 K and 300 K are presented in Fig. 4 (a) and (b), respectively. The observed values of residual resistivity are $\approx 6$ and $\approx 3$ for PrPt$_4$Ag and PrPt$_4$Au, respectively. Both compounds show typical metallic behavior down to low temperatures. A broad curvature is observed at intermediate temperatures in PrPt$_4$Ag, which is common to rare-earth intermetallic systems; possibly associated to thermal de-population of the crystal field levels as temperature is lowered. A plot of $\rho(T)$ against $T^2$ presented in the inset of Fig. 4 (a) indicates a power law behavior based on the expression: $\rho(T) = \rho_0 + AT^2$. A fit of the expression to the data is shown as the red line. The residual resistivity, $\rho_0 = 10.46 \mu\Omega cm$ and the coefficient of the quadratic term, $A = 0.010 \mu\Omega cm/K^2$ are obtained. The Kadowaki-Woods ratio (KWR) [14], $A/\gamma^2 = 1.88 \times 10^{-8} \mu\Omega cm/(mol K/mJ)^2$ is obtained by using $\gamma = 728.5 mJ/(mol K^2)$ obtained from $C_p(T)$ analysis. The relationship between $\chi(T)$ and $\gamma$ is also evaluated using the Wilson ratio [15] given as: $R_w = \pi^2 k_b^2 \chi(T \to 0)/(\mu_B^2 \gamma)$. Using the observed low-$T$ values of $\chi(T \to 0) = 0.5025$ emu/mol, $\gamma = 728.5 mJ/(mol K^2)$ and $\mu_{eff} = 3.30 \mu_B/Pr$ yields $R_w = 1.38$ which is comparable to a value of unity expected for HF systems. Also, a little anomaly is noticeable in the low-$T$ plot at $\sim 7.6$ K which coincides with the anomaly observed in $C_p(T)$ around the same temperature.

PrPt$_4$Au on the other hand is quasi-linear in nature down to low temperatures. In the inset of Fig. 4 (b), the low-$T$ behavior of PrPt$_4$Ag is shown together with a fit (shown as red line) using the expression: $\rho(T) = \rho_0 + AT^n$. From the fit, the residual resistivity, $\rho_0 = 14.58 \mu\Omega cm$, $n = 1$ and $A = 0.117 \mu\Omega cm/K$ are obtained. Such a temperature dependence of $\rho(T)$ deviates from the Fermi-liquid behavior expected at low temperatures for normal metals. Results from $C_p(T)$ of PrPt$_4$Au discussed in Section 4 have also shown a temperature dependence that deviates from those of ordinary metals. Using the values of $A = 0.117 \mu\Omega cm/K^2$ and 509.10 $mJ/(mol K^2)$, yields KWR = $4.49 \times 10^{-7} \mu\Omega cm/(mol K/mJ)^2$. Also, using the values of $\chi(T \to 0) = 0.3743$ emu/mol, $\gamma = 509.10 mJ/(mol K^2)$ and $\mu_{eff} = 3.15 \mu_B/Pr$ yields $R_w = 1.62$. The parameters observed in PrPt$_4$Ag and PrPt$_4$Au reveal both compounds as new HF systems.

### Table 2. A collection of estimated characteristic HF parameters of PrPt$_4$Ag and PrPt$_4$Au.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$\gamma$ (mJ/(mol, K$^2$))</th>
<th>$A$ (µΩ cm/K$^2$)</th>
<th>$A/\gamma^2$ ($\times 10^{-7}$ µΩ cm/(mol K/mJ)$^2$)</th>
<th>$R_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PrPt$_4$Ag</td>
<td>728.50</td>
<td>0.010</td>
<td>0.00188</td>
<td>1.38</td>
</tr>
<tr>
<td>PrPt$_4$Au</td>
<td>509.10</td>
<td>0.117</td>
<td>0.0449</td>
<td>1.62</td>
</tr>
</tbody>
</table>

5. Electrical transport

The existence of the hexagonal PrPt$_4$Ag and PrPt$_4$Au compounds are reported together with their physical and magnetic properties. PrPt$_4$Ag shows a putative multipolar ordering at $T_Q = 7.6$ K. From the crystal field levels permitted for the $J = 4$ multiplet in a $D_{6h}$ local symmetry, one would expect to have 3 $\Gamma_3$ non-Kramers doublets and another 3 $\Gamma_1$ singlets. However, the observation of such an anomaly at $T_Q$ makes $\Gamma_3$ the likely ground state in PrPt$_4$Ag. In contrast, the low-$T$ region of PrPt$_4$Au shows a logarithmic divergence of $C_p(T)/T$, and a linear-in-$T$ behavior of $\rho(T)$ below 10 K which is typical of a non-Fermi liquid behavior. These behaviors are likely associated with spin scatterings observed for a system in the proximity of a quantum critical point. Further analyses of $C_p(T)$ of both compounds reveal $\gamma = 728.50 J/(mol K^2)$ and 509.10 $J/(mol K^2)$ for PrPt$_4$Ag and PrPt$_4$Au, respectively. In Table 2, a collection of characteristic HF parameters are presented for easy comparison with the observations in this work. The observation of enhanced $\gamma$ value in systems with a $\Gamma_3$ non-Kramers ground state are often associated to the quadrupolar Kondo effect [10, 11]. Future studies will focus on...
Figure 4. (a) Temperature dependence of electrical resistivity, $\rho(T)$, of PrPt$_4$Ag. Inset: Low-$T$ plot of $\rho$ against $T^2$ together with a fit (red line) described in the text. (b) Plot of $\rho(T)$ against $T$ of PrPt$_4$Au. Inset: Low-$T$ plot of $\rho$ and the red line is a fit described in the text.

experiments below 2 K in order to further unravel the physics involved in the ground state of these two non-Kramers-ion systems.
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Abstract. PrRu$_4$Sn$_6$ is a tetragonal, non-centrosymmetric structure compound. It is isostructural to the extensively studied Kondo insulator CeRu$_4$Sn$_6$ which crystallizes in the YRu$_4$Sn$_6$-type structure with space group $I\overline{4}2m$. In this structure, the Pr atom fills the void formed by the octahedral Ru$_4$Sn$_6$ units which results in a tetragonal body-centred arrangement. Here we present reports on the physical and magnetic properties of PrRu$_4$Sn$_6$. The temperature dependences of specific heat, $C_p(T)$, electrical resistivity, $\rho(T)$, and magnetic susceptibility, $\chi(T)$, reveal the absence of a long-range magnetic ordering down to 2 K. $\chi(T)$ follows a Curie-Weiss behaviour above 100 K with an effective magnetic moment, $\mu_{\text{eff}} = 3.34 \mu_B$/Pr and paramagnetic Weiss temperature, $\theta_p = -19.47$ K indicating a dominant antiferromagnetic interaction. The magnetization at 2 K is quasi-linear in nature and attains a value of 0.86 $\mu_B$/Pr at 7 T which is well reduced compared to the calculated value of 3.32 $\mu_B$/Pr expected for a free Pr$^{3+}$ ion. This is attributed to possible magneto-crystalline anisotropy in the system. $C_p(T)$ indicates the presence of a optical-phonon mode which is supported by a glass-like thermal conductivity above $\sim$45 K. This observation is associated with caged structured compounds where the low-frequency optical-phonon mode of the guest atom interacts with the host lattice, resulting in the scattering of heat-carrying quasiparticles.

1. Introduction
The $R$Ru$_4$Sn$_6$ ($R = \text{Y, La-Nd, Sm, Gd-Ho}$) series are intermetallic compounds which crystallize in the tetragonal YRu$_4$Sn$_6$-type structure with a non-centrosymmetric space group $I\overline{4}2m$ (No. 121) [1]. The structure was first reported by Venturini $et$ $al$ [2]. The crystal structure is made up of an octahedral Ru$_4$Sn$_6$ unit enclosing the guest $R$ atom. Crystal structures of this nature have generated much interest lately especially in the search for new superconductors [3, 4]. Also, the non-centrosymmetric nature of the space group is characteristic of certain superconductors where the mixing of the spin-singlet and spin-triplet Cooper pairing channels have been found to give rise to a two-component order parameter [5–7]. CeRu$_4$Sn$_6$ is a Kondo insulator, and it is the most extensively studied member of the series [8–11]. Other studies by Koch and Strydom reveal a magnetic ordering for the isostructural compounds of $R$Ru$_4$Sn$_6$, with $R = \text{Sm, Gd}$ and Dy compounds at low temperatures while those of Nd, Tb and Ho compounds are paramagnetic down to 2 K [12].

As part of our search for Pr-based systems exhibiting novel ground states, we have synthesized a polycrystalline sample of PrRu$_4$Sn$_6$ and investigated its physical and magnetic properties. It is noted that the existence of PrRu$_4$Sn$_6$ was first reported by Zumdick and Pöttgen [1] but no
physical or magnetic properties have been reported thereafter. The Pr atom in this structure has a tetragonal site symmetry of $D_{2d}$ similar to those of the Pr$_3T_4X_{13}$ compounds, resulting in the crystal electric field splitting of the $J = 4$ multiplet into seven levels consisting of five singlets and two non-Kramers doublets.

2. Experimental methods
A polycrystalline sample of PrRu$_4$Sn$_6$ was prepared by arc melting stoichiometric amounts of high-purity elements (wt.% $\geq$ 99.9) on a water-cooled Cu plate under a purified static argon atmosphere in an Edmund Buehler arc furnace. The weight loss after melting was $\sim$ 0.05%. The arc-melted pellet was wrapped in Ta foil, placed in an evacuated quartz tube and annealed at 900°C for 21 days. A powder X-ray diffraction (XRD) pattern was recorded on a pulverized sample using a Rigaku diffractometer employing Cu-K$_\alpha$ radiation. The obtained powder XRD pattern was refined using the Rietveld method [13] employing the FullProf suite of programs [14]. We found that the compound was phase-pure within the limits of the resolution of the instrument. In Table 1, the atomic positions and lattice parameters obtained from the refinement are presented and are comparable with a previous report [1]. The refined XRD pattern and the crystal structure are shown in Fig. 1.

Magnetic properties were measured using the Magnetic Property Measurement System (Quantum Design Inc., San Diego) between 2 K and 300 K with an external magnetic field up to 7 T. The four-probe DC electrical resistivity, specific heat and thermal transport measurements between 2 K and 300 K were measured using the Physical Property Measurement System also from Quantum Design.

### Table 1. The atomic positions and lattice parameters of PrRu$_4$Sn$_6$ obtained from a Rietveld refinement of the XRD pattern.

<table>
<thead>
<tr>
<th>Site notation</th>
<th>Atom</th>
<th>Wyckoff site</th>
<th>Point symmetry</th>
<th>$x$</th>
<th>$y$</th>
<th>$z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn(1)</td>
<td>Sn</td>
<td>8i</td>
<td>$m$</td>
<td>0.17635</td>
<td>0.17635</td>
<td>0.28771</td>
</tr>
<tr>
<td>Ru</td>
<td>Ru</td>
<td>8i</td>
<td>$m$</td>
<td>0.32788</td>
<td>0.32788</td>
<td>0.08126</td>
</tr>
<tr>
<td>Sn(2)</td>
<td>Sn</td>
<td>4c</td>
<td>222</td>
<td>0</td>
<td>1/2</td>
<td>0</td>
</tr>
<tr>
<td>Pr</td>
<td>Pr</td>
<td>2a</td>
<td>$-42m$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$a$ (Å)</td>
<td>$c$ (Å)</td>
<td>$V$ (Å$^3$)</td>
<td>formula units ($Z$)</td>
<td>$R_{wp}$ (%)</td>
<td>$R_p$ (%)</td>
<td>$\chi^2$</td>
</tr>
<tr>
<td>6.870(3)</td>
<td>9.761(2)</td>
<td>461.5(9)</td>
<td>2</td>
<td>8.588</td>
<td>7.295</td>
<td>5.210</td>
</tr>
</tbody>
</table>

3. Magnetic properties
The temperature dependence of magnetic susceptibility, $\chi(T)$, of PrRu$_4$Sn$_6$ in an external field of 0.1 T and in the temperature range of 2 K to 300 K is presented in Fig. 2. $\chi(T)$ shows a paramagnetic behaviour down to low temperatures with no indication of a long-range magnetic ordering observed. The white-solid line is a Curie-Weiss fit based on the expression: $\chi(T) = N_A\mu^2_{\text{eff}}/(3k_B(T - \theta_p))$ for data above 100 K with values of effective magnetic moment, $\mu_{\text{eff}} = 3.34 \mu_B$/Pr and Weiss temperature, $\theta_p = -19.47$ K. The observed $\mu_{\text{eff}}$ is close to the calculated value of 3.58 $\mu_B$/Pr expected for a free Pr$^{3+}$ ion. At low temperatures, a Van-Vleck paramagnetic behaviour in $\chi(T)$ suggests a nonmagnetic ground state in PrRu$_4$Sn$_6$. The isothermal magnetization at 2 K is presented in the inset (b) of Fig. 2. The magnetization follows a quasi-linear behaviour up to 7 T and attains a value of 0.86 $\mu_B$/Pr at 7 T which is well reduced compared to the saturation moment of 3.32 $\mu_B$/Pr expected for a free Pr$^{3+}$ ion implying a possible magneto-crystalline anisotropy in the compound.
Figure 1. (a): Powder X-ray diffraction pattern of PrRu$_4$Sn$_6$ (red circles) with a Rietveld refinement (black line) based on the $I4_2m$ space group (No. 121). The vertical bars are the Bragg peak positions while the grey line represents the difference between the experimental and calculated intensities. (b): Crystal structure of PrRu$_4$Sn$_6$ showing Pr atom being enclosed by the Ru$_4$Sn$_6$ octahedral unit.

Figure 2. Temperature dependence of magnetic susceptibility, $\chi(T)$, of PrRu$_4$Sn$_6$ measured in a field of 0.1 T. The white-solid line is a Curie-Weiss fit described in the text. Inset (b): Isothermal magnetization of PrRu$_4$Sn$_6$ at 2 K.

4. Specific heat
The temperature dependence of specific heat, $C_p(T)$, of PrRu$_4$Sn$_6$ studied between 2 K and 300 K is presented in Fig. 3. Inset (a) of Fig. 3 shows a plot of $C_p/T^3$ against $T$. Such a plot is important in determining the possible presence of low-frequency Einstein modes in $C_p(T)$ through the occurrence of a local maximum in $C_p/T^3$. A local minimum is observed in the plot as indicated by the arrow at $T_{\text{max}} = 6$ K which confirms the presence of low-frequency Einstein modes in PrRu$_4$Sn$_6$. $T_{\text{max}}$ is the temperature below which the Einstein modes are frozen out. By using a model incorporating both the Debye and Einstein terms, the experimental specific heat is fitted as shown by the red line in Fig. 3. The Debye-Einstein model is given by:

$$C_p(T) = mD \left( \frac{\theta_D}{T} \right) + nE \left( \frac{\theta_E}{T} \right),$$

(1)
Figure 3. Temperature dependence of specific heat, $C_p(T)$, of PrRu$_4$Sn$_6$. Inset (a): Low-temperature plot of $C_p/T^2$ against $T$. Inset (b): Plot of $C_p/T$ against $T^2$ along with a linear fit indicated by the red-solid line to extract the Sommerfeld coefficient.

\[ D \left( \frac{\theta_D}{T} \right) = 9R \left( \frac{T}{\theta_D} \right)^3 \int_0^{\theta_D/T} \frac{x^4 \exp(x)}{(\exp(x) - 1)^2} dx, \quad (2) \]

\[ E \left( \frac{\theta_E}{T} \right) = 3R \left( \frac{\theta_E}{T} \right)^2 \frac{\exp(\theta_E/T)}{(\exp(\theta_E/T) - 1)^2}, \quad (3) \]

where $\theta_D$ and $\theta_E$ are the Debye and Einstein temperatures with values of 241.73(9) K and 32.431(3) K, respectively. It is observed that $T_{\text{max}} \approx 0.2 \theta_E$ which is in agreement with the observation in Ce$_3$Rh$_4$Sn$_{13}$ [15]. In Inset (b), a plot of $C_p/T$ against $T^2$ is shown together with a least-square fit (red line) based on the expression: $C_p/T = \gamma + \beta T^2$ and $\beta = 12\pi^4 n R/(5\theta_D^3)$, where $n$ and $R$ are the number of atoms per formula unit and universal gas constant, respectively, $\gamma$ is the Sommerfeld coefficient and $\theta_D$ is the Debye temperature. Values obtained from the fit are: $\gamma = 38.60 \text{ mJ/(K}^2 \text{ mol)}$ and $\theta_D = 154.50$ K. The $\gamma$ observed for PrRu$_4$Sn$_6$ is about 10 times the values found in ordinary metals.

5. Transport properties

To further understand the physical properties of PrRu$_4$Sn$_6$, a thermal transport measurement was carried out between 2 K and 300 K. The temperature dependences of thermoelectric power, $S(T)$, and thermal conductivity, $\kappa(T)$, were measured simultaneously on a bar-shaped sample. As shown in Fig. 4 (a), $S(T)$ is positive throughout the temperature range investigated and attains a value of 18.81 $\mu$V/K at room temperature. The red and black-dashed lines suggest two areas of linear-in-$T$ behaviour on either side of $\sim 135$ K. At 2 K, $S(T)$ has a value of $\sim 1$ $\mu$V/K indicating a significant drop in the carrier concentration between room temperature and 2 K. The change in slope of $S(T)$ at about 145 K is consistent with the anomaly observed in $C_p(T)$ around the same temperature. The origin of such an observation is not immediately clear and further measurements are needed to resolve the physics at play. A plot of $S(T)/T$ is shown in the inset of Fig. 4 (a). For $T \leq 100$ K the slope of $S(T)/T$ is $\sim 0.7$ $\mu$ V/K$^2$ which is slightly above those of ordinary metals. The general feature of $S(T)$ suggests a hole-type charge carriers near the Fermi level.

The total thermal conductivity, $\kappa_T(T)$, of PrRu$_4$Sn$_6$ is presented in Fig. 4 (b) on a log-log
Figure 4. (a) Temperature dependence of thermoelectric power, $S(T)$, of PrRu$_4$Sn$_6$. The red and black-dashed lines are guides to the eye, indicating a change in slope of $S(T)$ at $\sim$145 K. Inset: Plot of $S/T$ against $T$ on a semi-log axis. (b) Temperature dependences of total thermal conductivity, $\kappa_T(T)$, phonon thermal conductivity, $\kappa_{ph}(T)$ and electronic thermal conductivity, $\kappa_E(T)$. The green, brown and blue dashed-lines represent the power-law behaviours of $\kappa_T(T)$, $\kappa_{ph}(T)$ and $\kappa_E(T)$, respectively while the black-dashed line is a guide to the eye described in the text. Inset: Temperature dependence of electrical resistivity with a BG fit (red line) described in the text.

The temperature dependence of electrical resistivity, $\rho(T)$, of PrRu$_4$Sn$_6$ is presented in the inset of Fig. 4 (b) between 2 K and 300 K. $\rho(T)$ follows a typical metallic behaviour down to low temperature with residual resistivity ratio $\approx$ 5 which indicates a good crystalline quality. No signature of long-range magnetic or any type of ordering is observed in the temperature range studied in support of the observations in $\chi(T)$ and $C_p(T)$. To further understand the electrical transport properties of PrRu$_4$Sn$_6$, the Bloch-Grüneisen (BG) expression [17] was fitted to the data in the whole temperature range (shown as a red line). The BG expression is given as:

$$
\rho(T) = \rho_0 + \frac{4K}{\Theta_R} \left( \frac{T}{\Theta_R} \right) \frac{5}{\Theta_R/T} \int_0^{\Theta_R/T} \frac{x^5dx}{(e^x-1)(1-e^{-x})},
$$

where $\rho_0$ is the residual resistivity due to defect scattering in the crystal lattice, $K$ is the electron-phonon coupling constant and $\Theta_R$ is the resistivity Debye temperature. Values of $\rho_0 = \ldots$

axes. $\kappa_T(T)$ is nearly temperature independent from room temperature down to about 45 K (as shown by the black-dashed line) which is characteristic of a glassy behaviour in thermal conductivity. The observation of a glass-like thermal conductivity in a crystalline compound is often associated with caged systems. The low-frequency optical-phonon mode of the guest atom scatters heat-carrying quasiparticles thus leading to a reduction in lattice thermal conductivity. Using the Wiedemann-Franz relation [16] given as: $\kappa = L_0T/\rho(T)$, where $L_0$ is the Lorentz number given by: $L_0 = \pi^2k_B^2/3e^2 = 2.45 \times 10^{-8}$ WΩ/K$^2$, the electronic contribution to the thermal conductivity, $\kappa_E(T)$ is extracted and it is also presented in Fig. 4 (b). Also shown in the plot is $\kappa_{ph}(T)$ obtained by subtracting $\kappa_E(T)$ from $\kappa_T(T)$. Below about 10 K, $\kappa_T(T)$ and $\kappa_{ph}(T)$ show power-law behaviour of $T^{1.5}$ while $\kappa_E(T)$ is linear-in-$T$ as indicated by the green, brown and blue-dashed lines. This indicates a good metallic behaviour. $\kappa_{ph}(T) > \kappa_E(T)$ in the whole temperature range studied revealed that the heat transport is not charge-carrier dominated.

The temperature dependence of electrical resistivity, $\rho(T)$, of PrRu$_4$Sn$_6$ is presented in the inset of Fig. 4 (b) between 2 K and 300 K. $\rho(T)$ follows a typical metallic behaviour down to low temperature with residual resistivity ratio $\approx$ 5 which indicates a good crystalline quality. No signature of long-range magnetic or any type of ordering is observed in the temperature range studied in support of the observations in $\chi(T)$ and $C_p(T)$. To further understand the electrical transport properties of PrRu$_4$Sn$_6$, the Bloch-Grüneisen (BG) expression [17] was fitted to the data in the whole temperature range (shown as a red line). The BG expression is given as:

$$
\rho(T) = \rho_0 + \frac{4K}{\Theta_R} \left( \frac{T}{\Theta_R} \right) \frac{5}{\Theta_R/T} \int_0^{\Theta_R/T} \frac{x^5dx}{(e^x-1)(1-e^{-x})},
$$

where $\rho_0$ is the residual resistivity due to defect scattering in the crystal lattice, $K$ is the electron-phonon coupling constant and $\Theta_R$ is the resistivity Debye temperature. Values of $\rho_0 =$
102.8(2) $\mu$Ω cm, $K = 90.19(1)$ $\mu$Ω cm K, and $\Theta_R = 39.20(1)$ K are obtained from the least-square fit. This observation here further supports a metallic behaviour of PrRu$_4$Sn$_6$.

6. Conclusion
We have studied the physical and magnetic properties of the non-centrosymmetric PrRu$_4$Sn$_6$ compound. A paramagnetic ground state is inferred from the magnetic susceptibility results down to 2 K. The presence of low-frequency Einstein modes are observed in $C_p(T)$. This observation is further supported by the glass-like thermal conductivity for temperatures above 45 K. $S(T)$ undergoes a change in slope at $\sim 145$ K, which is around the same temperature an anomaly in $C_p(T)$ is observed. Further measurements are expected to help clarify the origin of the observations in $C_p(T)$ and $S(T)$.
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Abstract. Thermoelectric materials can convert heat into electricity and thermoelectric devices can play an important role in the efficient use of energy. In this study, we investigate the thermoelectric properties of the hard glassy spinel mineral CdGa$_2$O$_4$. The potential of a material to be a candidate as the active component of a thermoelectric device is given by the figure of merit (denoted by ZT), which includes information on the lattice and electronic transport properties. Given the difficulties of directly measuring ZT experimentally, we computed its value within density functional theory using linearised Boltzmann transport equations in a relaxation time approximation. From the determined ZT values, we find that CdGa$_2$O$_4$ is promising as a high temperature thermoelectric material.

1. Introduction

The world continues face a grand challenge in discovering sustainable and alternative energy sources. To help meet this challenge a significant scientific effort is needed in basic science related to clean energy generation, conservation and utilization. To this end we present results from ab-initio calculations on thermoelectric materials that show promise for application in this technological and societally valuable field. Thermoelectric materials can generate electricity from waste heat or be used as solid state Peltier coolers which in turn play a crucial role in finding a global sustainable energy solution. Although a number of materials have been studied as well as applied in thermoelectric applications such as Bi$_2$Te$_3$ [1], PbTe [2] and MgIn$_2$X$_4$ (X=S, Se) [3] just to mention a few; the attainable efficiency at the moment is very low for practical large scale energy production. In this study, we explore CdGa$_2$O$_4$ as a candidate for thermoelectric applications based on first principles study. CdGa$_2$O$_4$ belongs to a group of compounds called spinels. Generally, a spinel is a hard glassy mineral that occur either as octahedral or tetrahedral crystals of variable colour consisting mainly of magnesium and aluminium oxides having a general formula AB$_2$O$_4$ [4]. CdGa$_2$O$_4$ belong to space group Fd3m consisting of 8 formula units having a closed packed face-centered-cubic structure hence highly symmetric. To review what has been done on this compound, first principle studies on structural, electronic, optical and mechanical properties of CdGa$_2$O$_4$ has been reported by Bouhemadou et al. [5]. As per Nguyen and Koffyberg [6], this compound has a wide indirect experimental band gap of 3.07 eV. In addition, it has been explored as a sensor [7] as well as a phosphor when combined with ZnGa$_2$O$_4$ [8]. To the best of author’s knowledge, lattice thermal conductivity, transport and thermoelectric
properties of CdGa$_2$O$_4$ spinel has never been reported before, which forms the basis of the present study.

2. Methodology
We report a computational study on the structural, vibrational, energetic, mechanical, electronic, thermal, transport and thermoelectric properties of CdGa$_2$O$_4$ done using density functional theory as implemented in Vienna ab initio simulation package (VASP) [9]. In order to test the reliability of our results, structural, energetic and mechanical studies were carried out using three functionals namely: local density approximation (LDA), generalized gradient approximation (GGA-PBE) as well as PBEsol (a functional intended for solid state and surface systems). The energy cut-off for the plane wave expansion was fixed at 520 eV. The atomic forces and energies were converged within $10^{-4}$ eV/Å and $10^{-8}$ eV respectively for structural calculations. For elastic constant calculations, stress-strain technique proposed by Shang et al. was applied [10]. Vibrational studies were carried out following the finite displacement approach as implemented in Phonopy [11] with a $2 \times 2 \times 2$ supercell of the primitive unit cell consisting of 112 atoms with a Monkhorst-Pack grid of size $3 \times 3 \times 3$ used to sample the Brillouin zone in order to obtain the second and third order force constants from Phonopy and Phono3py [12] respectively. We computed the intrinsic lattice thermal conductivity of CdGa$_2$O$_4$ by solving Boltzmann transport equations based on first principle studies under the mode dependent relaxation time approximation. A mesh size of $20 \times 20 \times 20$ was found sufficient for computing lattice thermal conductivity. All triplet displacements in the supercell were included.

3. Results and discussion
3.1. Structural and energetic properties
From Table 1, LDA functional is capable of reproducing the structural properties of CdGa$_2$O$_4$ better than PBE and PBEsol in comparison with the existing experimental information. Hence further in-depth study on phonon, electronic, thermal and transport properties of CdGa$_2$O$_4$ was conducted using LDA functional. Moreover, negative values of formation and cohesive energies obtained indicates that this material is energetically stable [13].

<table>
<thead>
<tr>
<th></th>
<th>$a$ (Å)</th>
<th>$V_0$ (Å$^3$)</th>
<th>$E_{coh}$ (eV/atom)</th>
<th>$E_{form}$ (eV/atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>8.783</td>
<td>677.52</td>
<td>-4.078</td>
<td>-1.630</td>
</tr>
<tr>
<td>PBEsol</td>
<td>8.666</td>
<td>650.80</td>
<td>-4.535</td>
<td>-1.683</td>
</tr>
<tr>
<td>LDA</td>
<td>8.583</td>
<td>632.29</td>
<td>-4.974</td>
<td>-1.796</td>
</tr>
<tr>
<td>Expt.[14]</td>
<td>8.590</td>
<td>633.84</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.2. Mechanical properties
Table 2 gives a summary of the bulk (B), shear (G) and Young’s modulus (E) as well as the independent elastic coefficients of cubic CdGa$_2$O$_4$. Its Zener anisotropy factor (A) and Fratserich’s ratio (G/B) computed using three functionals in comparison with existing theoretical values. From the elastic coefficient values obtained, $C_{44} > 0$; $C_{11} > |C_{12}|$ and $(C_{11}+2C_{12})C_{33} > 2C_{13}^2$, fulfilling the requirement of mechanical stability in cubic crystals [15]. Computed values of Zener anisotropy factor is non-unity for all functionals, suggesting that CdGa$_2$O$_4$ possess mechanical anisotropy. Fratserich’s ratio (G/B) [16] is less than 0.571 for all the three functionals used, indicating that CdGa$_2$O$_4$ is ductile in nature.
Table 2. Mechanical properties of CdGa$_2$O$_4$ spinel oxide.

<table>
<thead>
<tr>
<th></th>
<th>B (GPa)</th>
<th>G (GPa)</th>
<th>E (GPa)</th>
<th>C$_{11}$ (GPa)</th>
<th>C$_{12}$ (GPa)</th>
<th>C$_{44}$ (GPa)</th>
<th>A</th>
<th>G/B</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>182.21</td>
<td>61.45</td>
<td>165.71</td>
<td>229.38</td>
<td>158.63</td>
<td>88.92</td>
<td>2.51</td>
<td>0.34</td>
</tr>
<tr>
<td>PBEsol</td>
<td>166.49</td>
<td>56.85</td>
<td>153.13</td>
<td>208.45</td>
<td>145.51</td>
<td>84.42</td>
<td>2.68</td>
<td>0.34</td>
</tr>
<tr>
<td>PBE</td>
<td>149.08</td>
<td>56.05</td>
<td>149.43</td>
<td>190.00</td>
<td>128.62</td>
<td>83.83</td>
<td>2.73</td>
<td>0.38</td>
</tr>
<tr>
<td>Theory [17]</td>
<td>154.00</td>
<td>-</td>
<td>102.00</td>
<td>203.00</td>
<td>130.00</td>
<td>91.00</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.3. Dynamical and electronic properties
Phonon dispersion curves had no soft phonon modes as provided in Figure 1 which indicates dynamical stability in CdGa$_2$O$_4$. The acoustic cut-off frequency which marks the maxima of acoustic phonon modes was determined to be 3.9 THz. From the partial phonon density of states, the primary element contributing to the acoustic phonon modes is Cadmium. To overcome the shortcoming of band gap underestimation at DFT level, we applied the scissor correction technique [18] to open the indirect band gap of CdGa$_2$O$_4$ from its 1.805 eV DFT value to its reported experimental gap of 3.07 eV [6] as shown in Figure 2. This was attained by upshifting the conduction band energies. The resultant energies were then used as input for BoltzTrap code [19] in order to explore transport properties of CdGa$_2$O$_4$. In addition, our computed DFT value of the indirect band gap (1.805 eV) is comparable to that reported by Bouhemadou et al. [5] (1.899 eV) along the K-Γ point in the Brillouin zone.

![Figure 1. Phonon dispersion.](image1)

![Figure 2. Electronic bands with (cyan) and without (black) scissor correction at DFT level.](image2)

3.4. Thermal properties
Atoms constituting a crystal vibrate about their mean positions generating thermal energy arising from the vibrational motion. This thermal energy increases with an increase in temperature and dictates the thermal properties of a given material. For CdGa$_2$O$_4$, specific heat capacity at a constant volume (C$_v$), approaches constant value of about 340 J(mol K)$^{-1}$ at high temperature. This value is known as Dulong-Petit limit [20]. From Figure 3, we predict that at 300 K, entropy, Helmholtz free energy and specific heat capacity of CdGa$_2$O$_4$ are 50.3 kJmol$^{-1}$, 274.4 J(mol K)$^{-1}$ and 271.7 J(mol K)$^{-1}$ respectively. It is evident that the degree of
disorderliness (entropy), increases with an increase in temperature whereas the reverse is true for free energy. CdGa$_2$O$_4$ shows isotropic thermal properties in that its lattice thermal conductivity is similar in all the directions. This could be attributed to the fact that this compound is highly symmetric having a cubic structure. At 300 K, the predicted $K_l$ value is 9.38 W/mK as indicated in the inset plot of Figure 4. In addition, the cumulative lattice thermal conductivity (Cum $K_l$) and its derivative ($dK_l$) attest that the dominant contributor to $K_l$ is acoustic phonon modes. This is reinforced by the fact that below 3.9 THz which is the acoustic cut-off limit (dotted), there is a sizable increase in Cum $K_l$ and $dK_l$ with an increase in frequency.

Figure 3. Calculated temperature dependence of free energy, entropy and $C_v$.

3.5. Transport properties

Figure 5. Seebeck coefficient vs chemical potential ($\mu$).

From Figure 5, it is visible that when $\mu = 0$ eV the value of Seebeck coefficient ($S$) is positive which indicates prior doping, CdGa$_2$O$_4$ is an intrinsic p-type semiconductor with a value of about 1700 $\mu$V/K at 300 K. Moreover, the magnitude of $S$ increases with an increase in temperature at a constant $\mu$ value whereas the inverse is true for $K_e/\tau$ as substantiated by Figure 5 and 6.

Figure 6. Electronic contribution to total thermal conductivity.
Within the rigid band-shift model, the chemical potential determines the carrier concentration of a compound. For p-type (n-type) doping, the Fermi-level shifts down (up) corresponding to a negative (positive) chemical potential [21]. The intensity of the peaks for $\sigma/\tau$, $K_e/\tau$ and power factor are higher for p-type than n-type indicating that CdGa$_2$O$_4$ is more efficient when majority charge carriers are holes than electrons as backed by Figure 7 and 8. This is further verified by the magnitudes of ZT with respect to temperature at various doping levels as presented in Figure 9.

3.6. Thermoelectric properties

All the above transport and thermoelectric analysis was done at the constant relaxation time ($\tau$) value of 10 fs as implemented in Boltztrap code. To further check the behaviour of ZT upon varying $\tau$ during data analysis, we performed ZT convergence with respect to $\tau$ as exhibited in Figure 10. Above 45 fs, the value of ZT becomes less dependent on $\tau$. When $\tau$ is 45 fs, the optimum value of ZT attained at high temp of 900 K with hole concentration of $10^{21}$ cm$^{-3}$ is 0.82 which is slightly higher than 0.66 attained when relaxation time is kept at its default value of 10 fs.
4. Summary and conclusion
We have computed structural, vibrational, energetic, mechanical, electronic, thermal, transport and thermoelectric properties of CdGa$_2$O$_4$ based on density functional theory. Besides being stable, CdGa$_2$O$_4$ is a promising high temperature thermoelectric material. The highest ZT value is attained when majority charge carriers are holes with a concentration of $10^{21}$ cm$^{-3}$ at 900 K having an estimated ZT value of 0.66 and 0.82 when the constant relaxation time is 10 fs and 45 fs respectively.
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**Abstract.**

Organic-inorganic halide perovskites are promising candidates for low cost, high-efficiency solar cells. We examined the structural, electronic, and optical properties of the low temperature tetragonal phase of the halide perovskites CH$_3$NH$_3$PbI$_3$ using Density Functional Theory (DFT). Our numerically predicted structure is in agreement with existing experimental data. DFT electronic structure calculations show that relativistic effects are important for the heavy lead atom and spin-orbit coupling has to be included for accurate results. The experimental band gap of 1.63 to 1.66 eV is similar in magnitude to the DFT direct gap of 1.72 eV, which suggests that many-body and relativistic effects cancel in this compound. Our calculated fundamental gap, at the G$_0$W$_0$ level of approximation, is 2.48 eV. Optical anisotropy of tetragonal CH$_3$NH$_3$PbI$_3$ was investigated by including many-body effects at the time dependent Hartree Fock and the Bethe-Salpeter equation level of approximation, with input data from a range separated Heyd-Scuseria-Ernzerhof DFT functional calculation. The optical edge for radiation polarized parallel to the $a$- and $b$-axes differ by about 0.15 eV and for polarization parallel to the $b$- and $c$-axes the difference is about 0.05 eV.

**1. Introduction**

Since the high power conversion efficiency of 16% to 21% [1, 2, 3, 4] was reported for mixed perovskites based solar cell (PSCs) from 2012 to 2015, metal halide perovskites have attracted the interest of researchers in the materials science community due to their excellent photovoltaic properties [5]. A prototypical example is CH$_3$NH$_3$PbI$_3$, which is readily available and inexpensive, easy to manufacture, has a very high diffusion length and high absorption coefficient, making it a promising material for commercialization. At low temperatures CH$_3$NH$_3$PbI$_3$ crystallises in an orthorhombic structure [6]. It undergoes a phase transition at 330.4 K to the room temperature tetragonal phase and above 330.4 K it has a cubic structure [7]. The objective of this work was to investigate the structural, electronic and optical properties of the room temperature tetragonal phase of CH$_3$NH$_3$PbI$_3$ using density functional theory (DFT) and post-DFT many-body perturbation theory.
2. Computational details

All simulations were performed with the Vienna *Ab-initio* simulation package (VASP) [8]. Structural properties were investigated using the Generalized Gradient Approximation (GGA) for the exchange-correlation energy as parametrized by Perdew-Burke-Ernzerhof (PBE) [9]. Atoms were relaxed till all forces were less than $10^{-3}$ eV/atom. These parameters were sufficient to produce converged results. The electronic structure was investigated at the DFT level using PBE and the Heyd-Scuseria-Ernzerhof (HSE) functional [10, 11] to describe electron exchange and correlation effects. In order to obtain the optical spectra of CH$_3$NH$_3$PbI$_3$, we used two different approaches. First, we solved the Bethe-Salpeter-equation (BSE) for electron-hole excitations [12, 13, 14, 15], using the PBE-GW results as input [16, 17]. Second, we used time-dependent hybrid functional calculations (TD-HSE) to include exciton effects, which depend on the exchange-tuned hybrid HSE functional. In this approach the exciton effects are approximately described by replacing the electron-hole ladder diagrams with the screened exchange [18].

3. Results and discussion

3.1. Structural parameters

The lattice parameters of the CH$_3$NH$_3$PbI$_3$ tetragonal phase, space group $P\overline{1}$, were fully optimized using the PBE exchange-correlation approximation. The calculated structural parameters are listed in Table 1, together with the results from representative previous calculations [19] and experimental values [20, 21, 22, 23]. From the results shown in Table 1, we can see that our PBE calculation gives a volume within 0.1% of the experimental volume. This is better than the volume reported in similar previous calculations [19, 24]. We do not have an explanation for the difference, apart from possible different convergence criteria used.

<table>
<thead>
<tr>
<th></th>
<th>$a$ (Å)</th>
<th>$c$ (Å)</th>
<th>$V$ (Å$^3$)</th>
<th>$E_{coh}$ (eV/atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work (PBE)</td>
<td>8.800</td>
<td>12.685</td>
<td>982.33</td>
<td>-3.06</td>
</tr>
<tr>
<td>Previous [24]</td>
<td>8.940</td>
<td>12.980</td>
<td>1037.40</td>
<td>–</td>
</tr>
<tr>
<td>Exp. [20, 21]</td>
<td>8.855</td>
<td>12.659</td>
<td>992.60</td>
<td>–</td>
</tr>
<tr>
<td>Exp. [22, 23]</td>
<td>8.80</td>
<td>12.685</td>
<td>982.33</td>
<td>–</td>
</tr>
</tbody>
</table>

3.2. Electronic properties

We investigated the electronic structure of CH$_3$NH$_3$PbI$_3$ at the DFT level using PBE with spin-orbit coupling (PBE-SOC) and without spin-orbit coupling (PBE). The presence of the heavy Pb element introduces significant relativistic effects as can be seen in Figure 1. Our calculations confirm that tetragonal CH$_3$NH$_3$PbI$_3$ has a direct band gap at the $\Gamma$ point. The PBE and PBE-SOC bands have similar structures, but the dispersion of the low lying PBE-SOC conduction bands show larger dispersion. Band gaps calculated using different approaches are shown in Table 2. Non-relativistic local and semi-local exchange-correlation Kohn-Sham (KS) approximations tend to underestimate band gaps while hybrid- and meta-GGA approximations in generalized Kohn-Sham calculations tend to improve band gap approximations [9]. Contrary to the general trend, both the KS PBE and generalized KS HSE gaps are larger than the experimental gap. Inclusion of spin-orbit coupling (SOC) reduces the KS-PBE gap from 1.72 eV.
Figure 1. Band structure, total density of states, and partial density of states for CH$_3$NH$_3$PbI$_3$ using PBE (a) without SOC (b) with SOC.

to 0.71 eV, a change of 1.01 eV, which is of the same order of magnitude as the experimental gap. The generalized KS HSE gap is reduce by 1.34 eV when SOC is included and the resulting gap under estimates the experimental value. This clearly shows that relativistic effect are important for calculating electronic properties of CH$_3$NH$_3$PbI$_3$.

Table 2. Calculated band gap of CH$_3$NH$_3$PbI$_3$, together with the previously calculated and experimental values.

<table>
<thead>
<tr>
<th>Method</th>
<th>Band gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>1.72</td>
</tr>
<tr>
<td>PBE-SOC</td>
<td>0.71</td>
</tr>
<tr>
<td>HSE</td>
<td>2.39</td>
</tr>
<tr>
<td>HSE-SOC</td>
<td>1.05</td>
</tr>
<tr>
<td>GW</td>
<td>2.48</td>
</tr>
<tr>
<td>Theory [19]</td>
<td>1.89</td>
</tr>
<tr>
<td>Theory [25]</td>
<td>1.33</td>
</tr>
<tr>
<td>Theory (PBE+Soc) [25]</td>
<td>0.09</td>
</tr>
<tr>
<td>Exp.[20, 21]</td>
<td>1.63</td>
</tr>
<tr>
<td>Exp.[22, 23].</td>
<td>1.66</td>
</tr>
</tbody>
</table>

3.3. Optical properties
We investigated optical properties for the room temperature tetragonal phase of CH$_3$NH$_3$PbI$_3$ in the TD-HSE and HSE-GW-BSE approximations without spin-orbit coupling by calculating the real part $\varepsilon_{re}(\omega)$ and imaginary part $\varepsilon_{im}(\omega)$ of the dielectric tensor, the absorption coefficient $\alpha(\omega)$ and the refractive index $n(\omega)$. In Table 3 we list the real part of the static dielectric constant $\varepsilon(0)$ and static limit of the refractive indices. It is clear from the table that tetragonal
CH$_3$NH$_3$PbI$_3$ is optically anisotropic. Reflection for radiation polarized in the $x$– or ($y$–) plane differs from the reflection of radiation polarized in the $z$–plane where the $x,y$ and $z$ directions coincide with the $a,b$ and $c$ axes of the tetragonal system. Unfortunately the HSE-GW-BSE and TD-HSE approximations do not agree on the polarization for maximum static reflection. The energy dependent refractive index $n(\omega)$ is shown in Figure 2. The highest refractive index was found for polarization in the $z$-plane around 3.7 eV and 3.22 eV by using BSE and TD-HSE respectively, which is located in the ultraviolet range. The sharp peaks in the refractive index spectrum result from exciton transitions.

![Figure 2](image1.png)

**Figure 2.** (a) The refractive indices obtained by (a) HSE-GW-BSE and (b) hybrid TD-HSE for CH$_3$NH$_3$PbI$_3$.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>$\varepsilon_1(0)$</th>
<th>$\varepsilon_{1xx}(0)$</th>
<th>$\varepsilon_{1yy}(0)$</th>
<th>$\varepsilon_{1zz}(0)$</th>
<th>$n(0)$</th>
<th>$n_{xx}(0)$</th>
<th>$n_{yy}(0)$</th>
<th>$n_{zz}(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GW(BSE)</td>
<td>3.75</td>
<td>3.91</td>
<td>3.91</td>
<td>3.60</td>
<td>1.95</td>
<td>1.99</td>
<td>1.99</td>
<td>1.91</td>
</tr>
<tr>
<td>TD-HSE</td>
<td>2.91</td>
<td>2.97</td>
<td>2.97</td>
<td>2.85</td>
<td>1.70</td>
<td>1.69</td>
<td>1.69</td>
<td>1.71</td>
</tr>
</tbody>
</table>

In Table 3 we also see from the different energy dependence of the absorption coefficient components that the optical absorption is anisotropic. The optical band gap ($E_g$) was estimated using the Tauc approach [26] by plotting $(\alpha E)=A(E-E_g)^{1/2}$ as a function of energy. The gap is estimated by extrapolating the best linear fit to the $x$–axis ($\alpha E = 0$) as shown in Figure 3.

The absorption coefficient is an important optical constant $\alpha(\omega)$, and is a measure of the amount of light absorbed by given medium. In Figure 4 the main peaks in $\alpha_{xx}$ is higher than those for $\alpha_{xx}$ and $\alpha_{yy}$ which means that absorption polarization in the $z$–plane is greater than for polarization in $x$– or $y$–planes. The exciton binding energy $E_b$, defined as the difference between the GW band gap and the optical absorption edge at the BSE level of approximation. The lowest exciton binding energy for our calculations is $E_b = 0.38$ eV.
Figure 3. Optical band gaps obtained by Tauc plots for (a) HSE-GW-BSE and (b) hybrid TD-HSE calculations for CH$_3$NH$_3$PbI$_3$.

Figure 4. (a) The absorption coefficient obtained by HSE-GW-BSE and (b) hybrid TD-HSE.

3.4. Conclusion
In summary, structural, electronic and optical properties of the organic-inorganic halide perovskites were investigated using Density Functional Theory. The PBE predicted structural lattice parameters and volume are in good agreement with experimental values. Electronic properties were studied by calculating the band structure, with and without SOC. The results show that tetragonal CH$_3$NH$_3$PbI$_3$ is a direct band gap semiconductor with a gap at Γ. Relativistic effects are important due to the presence of heavy Pb atoms. Optical properties
show anisotropy with peak absorption strength for polarization parallel to the c-axis.

References
Structural and optical properties of spin coated graphene oxide films

B C Tladi, R E Kroon and H C Swart
Department of Physics, University of the Free State, Bloemfontein, South Africa
Email: Tladibe@ufs.ac.za, KroonRE@ufs.ac.za, SwartHC@ufs.ac.za

Abstract. Graphene oxide (GO) is a derivative of graphene, consisting of an atomic layer of carbon bonded to oxygen functional groups such as hydroxyl and epoxide, which make it insulating and hydrophilic. This novel material has attracted much research recently, although there is varying information in the literature, because the properties may depend on the synthesis technique and form (powder, film, solution). An investigation of the structural and optical properties of spin coated GO films was made. GO powder was purchased from Sigma Aldrich (15-20 sheets, 4-10% edge-oxidized) and used to prepare a GO suspension in distilled water (1 mg/ml), which was ultrasonicated and centrifuged. The supernatant black solution was spin coated on silicon substrates to produce films. The solution was characterized using photoluminescence (PL) and UV -vis absorption measurements, while the GO powder and films were assessed using X -ray diffraction (XRD). A broad absorption band was observed at 273 nm, although subsequent PL measurements showed that this was not an efficient excitation wavelength. Instead, the weak blue luminescence observed at 444 nm could be excited at 325 nm. Blue luminescence has been attributed to thoroughly exfoliated GO suspensions, while red emission (not observed here) to poorly dispersed suspensions. The supernatant black solution was spin coated on silicon substrates to produce films. The solution was characterized using photoluminescence (PL) and UV -vis absorption measurements, while the GO powder and films were assessed using X -ray diffraction (XRD). A broad absorption band was observed at 273 nm, although subsequent PL measurements showed that this was not an efficient excitation wavelength. Instead, the weak blue luminescence observed at 444 nm could be excited at 325 nm. Blue luminescence has been attributed to thoroughly exfoliated GO suspensions, while red emission (not observed here) to poorly dispersed suspensions. The Raman peak of water was observed on the short wavelength side of this emission. The XRD pattern for the commercial GO powder had a peak near 2θ = 13.3°. This low angle, compared to the corresponding peak of graphite (26°), indicated much wider spaced interplanar layers as a result of oxidation, but showed that the GO was stacked in multiple layers. A weak band near 30° suggested that the powder probably also contained a small amount of graphite. This was absent for the film since it was likely removed by centrifuging. The XRD peak of the film was shifted to 2θ = 13.8°, indicating a small reduction in the interplanar spacing. Although the XRD data corresponded to stacked GO, the optical properties suggest that significant reduction was present in the commercial powder.

1. Introduction
Nanoscience and technology are at the forefront of modern research which deals with the exploration and exploitation of nanomaterials. Since its discovery in 2004, graphene – one of the most promising nanomaterials, has increased research interest in graphene-based nanomaterials [1-2]. Graphene oxide (GO) is of great interest due to its low cost, easily scalable and widespread ability to convert to graphene i.e. chemically modified graphene. GO is a derivative of graphene which consists of an atomic layer of carbon bonded to oxygen functional groups such as hydroxyls and epoxides on the top and bottom surfaces and edges of each sheet. GO is produced from the oxidation of graphite using principle methods developed by Hummers [2]. GO has unique properties which
depend on the method of synthesis, the material form as well as the level of oxidization in the compound [3]. GO can be reduced using chemical and physical treatments. The reduction of GO partly restores the structure and properties of pristine graphene. Different reduction processes result in different properties of reduced GO (rGO). These properties of GO and rGO make them potential candidates for the coatings as transparent electrodes for light-emitting diodes (LEDs) [4] and solar cell devices [5]. For this work we investigated the structural and optical properties of spin coated GO films. These GO films will be used to form coatings over phosphors thin films i.e. ZnO:Zn and La2O2S:Eu3+, which can provide protection from environmental degradation and its effect on the optical properties.

2. Experimental
GO powder (15-20 sheets, 4-10% edge oxidized) was purchased from Sigma Aldrich and used as received. 100 mg of GO powder was suspended in 100 ml of de-ionized water under ultrasonication for 30 min. Then the black solution was centrifuged at 4000 rpm for 30 min to separate large particles from the exfoliated GO sheets. 40 μL of the supernatant solution was dropped onto a cleaned silicon (100) wafer and spin coated at 3000, 4000, 6000, or 8000 rpm for 30 s. The coated samples were dried on a hot-plate at 100 °C in air for 10 min to evaporate the solvent. The coating process was repeated 5 times Structural and optical properties of the films were then assessed. X-ray diffraction (XRD) using a Bruker D8 Advance instrument was used to analyze the crystal structure of the powder and films. The scans were measured in the conventional theta-2theta configurations in the range 5-80° in a step of 0.01° while the X-ray generator was set at 40 kV and 40 mA. Scanning electron microscopy (SEM) performed with a JEOL JSM-7800F instrument was used to assess the surface morphology and uniformity of the films. Atomic force microscopy (AFM) was performed using a Shimadzu SPM-9600 system to analyze the surface topography. The optical properties were analyzed using UV-vis spectroscopy (PerkinElmer Lambda 950) to measure the absorbance of the solution, while photoluminescence (PL) of the solution was recorded using an Edinburgh Instruments FLS980 system with xenon lamp (325 nm excitation wavelength) and PL of the film was excited using a Kimmon IK series He-Cd 325 nm laser and recorded with a Hamamatsu R942 photomultiplier tube attached to an Horiba iHR320 spectrometer.

![Figure 1. SEM images of GO films spun at (a) 3000, (b) 4000, (c) 6000 and (d) 8000](image-url)
3. Results and discussion

3.1. Surface morphology
The morphology and uniformity of all films were observed using SEM images recorded at an accelerating voltage of 10 kV and higher magnification and are shown in Figure 1. The GO films are not uniform all over the substrate. Instead, the GO sheets look clustered, heavily wrinkled and scattered on the surface of the wafer, which results in less coverage of the silicon surface. This could have resulted due to minimum adhesion of the solution onto the surface of the wafer during spin coating and the Van der Waals attraction between the sheets. The film spun at 4000 rpm has greater coverage of the GO sheets on the substrate surface compared to others and therefore was used for further evaluation. The surface topography of this film was examined using AFM as shown in Figure 2, where the height of GO clusters was estimated to be about 100 nm.

3.2 X-ray diffraction analysis
XRD patterns of the GO powder and film are presented in Figure 2. The (001) XRD peak of the GO commercial powder was found at 2θ = 13.3°, corresponding to an interplanar spacing of 0.665 nm (i.e. significantly expanded compared to 0.335 nm between the sheets of graphite). Diffraction corresponding to the c-axis interplanar spacing is only possible for multiple layers, which indicated that the GO was not thoroughly exfoliated into single sheets and may thus be visualized as multilayered graphite oxide. A weak peak near 2θ = 30° corresponding to the (002) plane is due to incomplete oxidation as the commercial powder is only 4-10% edge oxidized. The XRD pattern of the film only shows the characteristic peak at 2θ = 13.8° with interplanar spacing of 0.641 nm. Peaks from the silicon substrate were avoided by not rotating the sample, which was placed at a slight mis-orientation perpendicular to the diffractometer rotation axis. Most of the unoxidized graphite layers were probably removed during centrifugation. Based on literature, the XRD peak of graphite occurs near 2θ = 26° and when it has been oxidized the intensity of this peak sharply decreases and forms a new peak at around 2θ = 15° [6]. When graphite oxide is thoroughly exfoliated to form single or few layers of GO, the XRD peak shifts to lower angles at 20~10° due to further expansion of the interlayer distance [7]. The XRD results of the GO samples are therefore in good agreement with published reports available in the literature.
3.3 Optical and photoluminescence studies

The absorption spectrum of the GO suspension in the range 200-800 nm is shown in Figure 4. The maximum absorbance of the commercial powder was found at 273 nm. The same peak was observed by Uran et al. [8] for different graphite materials (powder and rod) and assigned to graphene. In support that it could be the graphene peak, Thema et al. [9] and Eda et al. [10] have reported a red shift from 230 nm to ~270 nm for rGO which is most likely due to a decrease in the concentration of the carbonyl groups because GO sheets with less oxygen functional groups bonded to the carbon atoms have more sp2 hybridized C-C bond similar to pristine graphene which its referred to as rGO. The optical absorbance of GO is reported to have two characteristics peaks i.e. the main peak at 230 nm due to $\pi-\pi^*$ transitions of the C=C bonds and a shoulder peak at ~320 nm is attributed to the n-$\pi^*$ transitions of the C=O bonds, which were not observed.
The PL spectra of the GO suspension and film are shown in Figure 5. Since the commercial powder is partially oxidized, a weak luminescence in the blue region at 444 nm was observed when excited at 325 nm for the suspensions and at 420 nm for the film. Due to the non-uniformity of the film, the luminescence of the film was very weak compared to the suspension. In agreement with the present results, Du et al. [11] reported a blue PL band of GO when excited at 320 nm and Eda et al. [10] reported similar results for highly exfoliated GO suspensions when excited at 320 nm. In contrast to our results, Chien et al. [12] reported a long wavelength (red) band when excited at 325 nm which Eda et al. [10] identified as emission from poorly exfoliated suspensions. Based on literature, GO is reported to have two main PL bands i.e. one in the blue band and another in the long wavelength band due to the opening of the band gaps caused by oxygen functionalities from oxidation. Only the blue emission was observed from our samples.

Figure 4. The absorbance spectrum of the GO suspension.

Figure 5. PL spectra of GO suspension and film. The peak labelled * is the Raman peak of water.
4. Conclusion
The commercial GO powder was partially oxidized (4-10%) and thus behaved as reduced, which was observed by the black colour compared to a yellow brown colour reported for well oxidized GO. The GO films were deposited on silicon substrates using spin coating technique. The SEM images revealed that the film spun at 4000 rpm had better surface coverage of the GO sheets. The XRD and UV-vis revealed that the powder still contained unoxidized graphite layers at $2\theta = 26^\circ$ which was supported by the shift in UV absorbance from 230 nm to 273 nm assigned to reduced GO. XRD of the film showed that the deposited GO was better exfoliated than in the original commercial powder, which is attributed to removal of the larger particles by centrifuging. PL measurements of the suspension and film showed a blue luminescence, which has been reported for highly exfoliated GO. Due to the poor uniformity of the GO films spin-coated over the substrate, alternate ways of producing such films will also be investigated in future work.
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Abstract. The Ukrainian Polystyrene-based Scintillator (UPS-923A) doped with PTP and POPOP has been irradiated with a beam of neutrons. The neutron beams were provided by the IBR-2 pulsed reactor at the Frank Laboratory of Neutron Physics at the Joint Institute for Nuclear Research in Dubna, Russia. The neutron fluence ranged approximately between $10^{13} - 10^{16}$ neutrons/cm$^2$. A yellowish to brownish coloration in the plastic scintillator samples was observed after irradiation. The radiation effects on the mechanical and scintillation properties were investigated by conducting Raman spectroscopy and fluorescence yield measurements. The results obtained show a substantial drop in scintillation intensity, of 65% loss after neutron bombardment. This effect is attributed to radiation-induced absorption of the fluorescence light by the damaged polystyrene base. A slight change in the Raman intensity of aromatic structures was also observed.

1. Introduction

Plastic scintillators are organic hydrocarbon compounds that are capable of emitting light when they interact with ionizing radiation \cite{1}. They have many advantages such as fast rise and decay time, high optical transmission for enabling efficient data acquisition, as well as the fact that the manufacturing process is straightforward. On the other hand, inorganic crystals are more difficult to fabricate. Plastic scintillators are more cost effective when covering the typically large detector areas. For these reasons, plastic scintillators are widely used around the world for radiation detection in the scientific and industrial fields. The calibre of radiation detector depends primarily on the quality of the plastic scintillator employed.

The radiation detector systems used in high energy physics experiments such as the ATLAS detector of the Large Hadron Collider at CERN drives the need for use of plastic scintillators that can withstand the harsh radiation environment. This dire need directs attention to study radiation hardness of currently
available plastic scintillators, to aid with the selection criteria of suitable fluorescence materials and ultimately develop radiation-hard scintillators for the future.

The plastic scintillator under investigation consists primarily of polystyrene base doped with 2% p-terphenyl (PTP) and 0.03% diphenyloxazolyl-benzene (POPOP) organic fluors [2]. The polystyrene base is a synthetic of aromatic benzene-ring structures that influence the scintillation properties of plastics. The chemical bonds present in a benzene ring are made up of $\sigma$-bonds which are in-plane and $\pi$-bonds which are out-of-plane of the benzene ring and overlap, as illustrated in Fig. 1. The $\pi$-bonds give rise to a delocalized electron clouds above and below the molecular plane as shown.

![Figure 1: Representation of chemical bonding in a benzene molecule.](image)

The $\pi$-electron structure plays a key role in the scintillation mechanism of plastic scintillators during interaction with energetic particles. Incident radiation causes electronic excitations within the benzene molecule. The de-excitation of $\pi$-electrons to the ground state through fluorescence results in the emission of photons within the visible light spectrum [1]. The neutron radiation damage of plastic scintillators has been studied and reported in Refs. [3, 4, 5]. This study forms a comparative investigation effort in understanding radiation hardness of plastic scintillators at high neutron fluences.

2. Experimental details

The structural properties of radiation damaged polystyrene-based scintillator UPS-923A were investigated. The samples were cut and polished to dimensions of 14.4 x 7.2 cm with 6 mm thickness at the Institute for Scintillation Materials (ISMA, Kharkov, Ukraine). The irradiation of samples was performed at the Frank Laboratory of Neutron Physics (FLNP) at the Joint Institute for Nuclear Physics (JINR) in Dubna, Russia using the IBR-2 pulsed reactor [6, 7].

The samples were bombarded with a beam of neutrons provided by the IBR-2 reactor operated at an average power of 1875 kW. In order to achieve varying target neutron fluences, the samples were placed at different positions away from the reactor core and water moderator. In addition, during the irradiation only neutrons with energy $E > 1$ MeV were monitored since they are the ones which provided high neutron fluences. The neutron fluence ranged approximately between $10^{13} - 10^{16}$ neutrons/cm$^2$. After irradiation, coloration of the samples was observed as neutron fluence increased. Figure 2 shows a photograph of the samples after irradiation.
The assessment of structural disorder in samples after irradiation was performed by conducting Raman spectroscopy measurements. Raman spectroscopy is perhaps the most valuable method because it provides readily distinguishable structural signatures of carbon species present in the material. It is based on the Raman effect which is the result of inelastic scattering of light. The incident laser light interacts with lattice phonons leading to virtual excitations which then de-excite by releasing a photon of wavelength corresponding to a specific virtual mode. These Raman active modes are characteristic of certain bonding structures in the material. Raman spectra for the non-irradiated control samples as well as the irradiated samples were obtained using Horiba LabRAM HR Raman spectrometer. A 785 nm diode laser was used to excite the Raman modes and the spectrograph was calibrated via the zeroth order reflection of a white light source from the grating.

The scintillation efficiencies of irradiated samples were measured using the Horiba LabRAM HR Raman spectrometer. A laser excitation wavelength ($\lambda_{ex}$) of 244 nm, with a power of $\sim$20 mW at the source spot size of 0.7 $\mu$m was used to excite light emission through luminescence, and a laser spot size of 0.7 $\mu$m provided energy that allowed molecular excitations to occur. A grid of 11 x 11 points (121 acquisition spots) was mapped across a surface area of 200 x 200 $\mu$m using a motorised X-Y stage. This allowed for an average representative spectrum to be determined largely free from local variations introduced by surface features such as scratches.

3. Raman Spectroscopy Results and Analysis
Raman spectroscopy measurements were performed for non-irradiated control samples and irradiated samples. Figure 3 shows selected regions of Raman spectra containing aromatic structures. These structures are labeled as peak number 1 to 4 as shown in the figure. The peaks were assigned to their characteristic vibrational groups [8, 9].

Figure 2: Neutron irradiated UPS-923A scintillators. From the left to right: non-irradiated, $10^{13}$, $10^{14}$, $10^{15}$ and $10^{16}$ neutrons/cm$^2$. 
The aromatic structures were assessed for radiation damage. The intensities of peaks were plotted relative to peak 2 (non-irradiated) in order to gauge change in the concentrations. Peak 2 corresponds to the breathing mode of the benzene ring. This is the most intense peak that largely influences the scintillation properties of plastics. With reference to Fig. 3(d), it can be observed that the intensities of peaks 1, 3 and 4 remain almost the same after irradiation. However, peak 2 becomes less intense as the neutron fluence increases. Torris, 2002 [10] ascribes this effect to a strong dehydrogenation due to the weak C–H bond breakage in the benzene ring and an emission of different C\textsubscript{X}H\textsubscript{Y} groups with the absorbed neutron fluence. This reduces the concentration of species present in the material.

4. Fluorescence Spectroscopy Results and Analysis

Figure 4(a) shows the fluorescence spectra of non-irradiated and irradiated UPS-923A samples over a wavelength region of 300–505 nm. Several peaks are observed in the emission spectra. The wavelength regions at 300–375 nm and 375–505 nm correlate with fluorescence of the polystyrene base and organic fluor dopants, respectively. After irradiation of samples, a significant intensity drop is observed over the base region in comparison with fluor dopants region. There is competition for light absorption between the radiation-induced free radicals and fluor dopants [11].
Figure 4(b) shows relative intensity losses as a function of neutron fluence. This was measured at a wavelength of 430 nm since it correlates with the peak absorption wavelength of the wavelength shifting optical (WLS) fibers. An intensity loss of 65% is observed at higher neutron fluence of $10^{16}$ neutrons/cm$^2$, compared with much lesser percentage losses at lower fluences.

5. Conclusion
The structural and scintillation properties of Ukrainian polystyrene-based UPS-923A scintillator irradiated with a beam of neutrons were investigated. All the irradiated scintillator samples reveal evidence of radiation damage. A yellowish to brownish coloration in the plastic scintillator samples was observed after irradiation with higher neutron fluence. When a plastic scintillator is bombarded with high energy particles, weak C–H chemical bonds within the material are broken and form free radicals. The free radicals initiate chemical reactions and form absorption color centers which could account for the observed coloration [10].

The aromatic benzene structures present in the scintillator material were identified and assessed through Raman spectroscopy. These species play a very important role in the scintillation mechanism since they give rise to delocalized electron clouds responsible for fluorescing upon excitation by incident ionising radiation. Amongst the four aromatic structures identified (peak 1 to 4), a noticeable slight intensity decrease was only observed in peak 2. This peak largely contributes to the scintillation yield of plastics, it typically represents C–C ring breathing mode. The decrease in the intensity is ascribed to breakage of chemical bonds after irradiation.

From the fluorescence results obtained, it is evident that neutron bombardment affects the luminescence properties of plastic scintillators. A significant drop in the fluorescence yield is observed. At higher neutron fluences, radiation induced free radicals absorb the fluorescence light that could have been detected. The damage to the $\pi$-electron structure within the polymer matrix also accounts for the fluorescence yield losses.
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Abstract. We use two AdS/CFT based energy loss models to compute the suppression, flow, and azimuthal correlations of heavy quarks in heavy ion collisions at RHIC and LHC. The model with a velocity independent diffusion coefficient is in good agreement with B and D meson suppression data up to high transverse momentum. The partonic azimuthal correlations are compared with those from perturbative QCD based simulations, Ref. [1]. When restricted to leading order production processes, we find that the strongly coupled correlations of high transverse momentum pairs (> 4 GeV) are broadened less efficiently than the corresponding weak coupling based correlations, while low transverse momentum pairs (1 – 4 GeV) are broaded with similar efficiency, but with an order of magnitude more particles ending up in this momentum class. We thus propose heavy flavour momentum correlations as a distinguishing observable of weakly- and strongly-coupled energy loss mechanisms.

1. Introduction

The quark gluon plasma is of great interest since it represents our first case study of the emergent physics of the non-abelian gauge theory QCD. A key step in understanding this state of matter is identifying its relevant coupling strength. The perturbative techniques of QCD are only adequate in a weakly coupled plasma, with calculations for strongly coupled plasmas constrained to methods like AdS/CFT-based approaches or Resonance Scattering [2]. Both weak and strong coupling based approaches have had their respective successes in the past. For instance, measurements of the nuclear modification factor of pions, \(R_{\pi AA}\), show surprisingly consistent agreement with predicitions from pQCD based models [3], while AdS/CFT based calculations have fared strongly by predicting a global lower bound on the shear-viscosity-to-entropy ratio of QGP-like systems of, in natural units, \(\frac{\eta}{s} \sim 0.1\) [4], which is in line with hydrodynamic inferences from collider data from LHC and RHIC [5].

Both frameworks show qualitative agreement with measurements of the nuclear modification factor of D-mesons, \(R_{D AA}^0\) [3], suggesting they have attained sufficient maturity to investigate more differential observables.

In [1], the azimuthal correlations of heavy \(q\bar{q}\) pairs in a weakly coupled plasma in Pb+Pb collisions (center-of-mass energy \(\sqrt{s} = 2.76\)TeV) were studied, both for a model using purely collisional energy loss and one additionally incorporating radiative corrections. These weak coupling based azimuthal correlations provide a secondary indicator for the momentum correlations of heavy quarks. We will compare these correlations with two different AdS/CFT based energy loss models, one having a velocity-dependent diffusion coefficient [6], and the other
having a diffusion coefficient that is independent of the heavy quark’s velocity [7]. Furthermore, we will probe the spectrum of their possible predictions (translated back to QCD) with two plausible [8] ’t Hooft coupling constants ($\lambda_1 = 5.5$ and $\lambda_2 = 12\pi\alpha_s \approx 11.3$ with strong coupling $\alpha_s = 0.3$) where for $\lambda_1$, we also equate the QCD and $\mathcal{N} = 4$ super Yang-Mills (which is dual to the AdS$_5$ setting our calculations are performed in) temperatures, while $\lambda_2$ has the QCD temperature equated with the $\mathcal{N} = 4$ super Yang-Mills energy density instead.

The calculations will be performed at leading order for the same transverse momentum classes as in [1]. Additionally, we will consider momentum correlations that take initial momentum correlations into account. These correlations provide evidence that heavy quarks traversing a strongly coupled plasma are more likely to stay correlated in momentum than they would if inside a weakly coupled plasma, and we thus argue that heavy flavour momentum correlations constitute a promising differentiator between weakly and strongly coupled plasmas.

Finally, we will compare our results with heavy flavour measurements from LHC and provide predictions for RHIC.

2. Energy Loss Model

2.1. Overview

The following will outline our computational procedure and its background. Subsequent to initializing the momenta of heavy quark pairs either to leading order with FONLL [9] or to next-to-leading order with aMC@NLO [10] using Herwig++ [11] for the showering, the production points of the heavy quarks are weighted by the Glauber binary distribution [6]. The particles are propagated through the plasma via the energy loss mechanism described in 2.2, either until the temperature in their local fluid cell drops below a critical threshold where hadronization is presumed to occur, or until the maximum time the VISHNU background [5] is calculated for has passed. If next-to-leading order initialization has been used, the heavy quarks are now hadronized. Finally, the heavy quarks are binned pairwise according to their relative azimuthal angle and each particle’s final three-momentum.

2.2. Langevin Energy Loss

The stochastic equation of motion for a heavy quark in the fluid’s rest frame is [12]

$$\frac{dp_i}{dt} = -\mu p_i + F^L_i + F^T_i$$ (1)

where $F^L_i$ and $F^T_i$ are longitudinal and transverse momentum kicks with respect to the quark’s direction of propagation and $\mu$ is the drag loss coefficient, given by $\mu = \pi\sqrt{\lambda T^2} / 2M_Q$ [13] where $M_Q$ is the mass of a heavy quark in a plasma of temperature $T$ with ’t Hooft coupling constant $\lambda$. The correlations of momentum kicks at time $t_1$ and $t_2$ are given by

$$\langle F^T_i(t_1)F^T_j(t_2) \rangle = \kappa_T (\delta_{ij} - \frac{p_i p_j}{|p|^2}) g(t_2 - t_1)$$ (2)

$$\langle F^L_i(t_1)F^L_j(t_2) \rangle = \kappa_L \frac{p_i p_j}{|p|^2} g(t_2 - t_1)$$ (3)

where the function $g$ is only known numerically [6] and with

$$\kappa_T = \pi\sqrt{\lambda T^3} \gamma^{1/2}$$ (4)

$$\kappa_L = \gamma^2 \kappa_T = \pi\sqrt{\lambda T^3} \gamma^{5/2}$$ (5)

$$\hat{q} = \langle p_\perp(t)^2 \rangle \lambda \approx \kappa_T t / \lambda = \gamma (2\pi T^3 \sqrt{\lambda}) / v$$ (6)

where $\gamma$ is the speed of the quark. It should be noted that this construction does not obey the fluctuation-dissipation theorem [6]. The computations based on this model will be labeled $D(p)$.

2.3. Development on energy loss model

The problem with the energy loss mechanism described in 2.2 is that, since the longitudinal momentum fluctuations grow as $\gamma^2$ [7], our setup breaks down for high momenta, where in a
perturbative QCD setting, Brehmstrahlung would restrict the momentum growth of the quark. Via a novel calculation presented in [7, 14, 15], we instead consider a stationary string in \(AdS_5\) hanging into a black hole horizon and calculate \(s^2(t, a, d)\), the average transverse distance squared travelled by the string’s free endpoint, where \(t\) is the time, \(d\) the dimension of the setup, and \(a\) parametrizes between a heavy quark for \(a = 0\) and a light quark for \(a = 1\). Crucially, \(s^2(t, a, d = 3)\) can be determined analytically for small string lengths, which is identical to the asymptotically late time behavior of a string with arbitrary initial length. We thus find the asymptotically late time behavior of a string in \(d\) dimensions by

\[ s^2(t \gg \beta, a, d) = \left( \frac{d}{2} - 1 \right)^2 s_{\text{small}}^2(t \gg \beta, a, d = 3) = \frac{(d-1)^2}{8\pi \sqrt{\lambda}} \beta (1 - \frac{a}{2}) \]  

(7)

where \(\beta = T^{-1}\). At late times, the motion is diffusive, thus we can extract the diffusion coefficient

\[ D(a, d) \sim \frac{1}{2} s^2(t \gg \beta, a, d) \]  

(8)

which in \(AdS_5\) for a heavy quark reads \(2\beta/\pi \sqrt{\lambda}\). From this, we obtain

\[ \kappa_T = 2T^2/D = \pi \sqrt{\lambda} T^2 / \beta = \pi \sqrt{\lambda} T^3 \]  

(9)

\[ \hat{q} = \langle p_\perp(t)^2 \rangle \lambda \approx \kappa_T t / \lambda = (2\pi T^3 \sqrt{\lambda}) / v \]  

(10)

Requiring these fluctuations to obey the fluctuation-dissipation theorem (which the construction in 2.2 could not), we attain \(\mu = \pi \sqrt{\lambda} T^2 / 2E\). The computations based on this model will be labeled \(D=\text{const}\).

3. Leading Order Correlations

3.1. 2D correlations

In Fig. 1 and Fig. 2, the \(dN/dp_T^2\) correlations in Pb+Pb collisions \(\sqrt{s_{NN}} = 2.76\) TeV at 40 – 50% centrality\(^1\), are depicted for representative sections of the respective transverse momentum \(p_T\). We observe that, for low \(p_T\), we attain very efficient broadening of the angular correlations. For mid \(p_T\), the angular correlations are much tighter, however with greater broadening of the momentum correlations, at least in absolute terms. For \(\lambda_2 = 11.3\), both angular and momentum correlations are much weaker than for \(\lambda_1 = 5.5\), given the larger consequent drag coefficient of the former.

3.2. Azimuthal correlations

In [1], at leading order, the weak coupling based computations exhibited very efficient broadening of initial azimuthal correlations for low \(p_T\) \(b\bar{b}\) pairs ([4 – 10] GeV), which were washed out once NLO production processes were taken into consideration. Both for mid- and high-\(p_T\) ([4–10] GeV and [10–20] GeV respectively), the initial correlations survive to a large degree, both at leading order and at next-to-leading order, suggesting that they may still be observable in an experimental context.

We compare our strong coupling azimuthal correlations to the weak coupling ones in Fig. 3. For [10 – 20] GeV, our correlations are significantly more peaked at their initial back-to-back correspondence. At [4 – 10] GeV, this observation still holds for the upper bound of our

\(^1\) In Monte Carlo simulations of heavy ion collisions, the centrality quantifies the percentage of collisions that have a smaller impact parameter than the considered collision. In experimental heavy ion collisions, an estimator of the impact parameter has to be used, such as the charged particle multiplicity or the transverse energy of the collision (both inversely correlated with the impact parameter). For a detailed discussion, see [16].
\[ \lambda_1 = 5.5 \]

Figure 1: $\frac{d^2N}{d\phi dp_T}$ of $b\bar{b}$ pairs for $p_A = \{2.5, 6.5\}$ GeV in the $D(p)$ model

\[ \lambda_2 = 11.3 \]

Figure 2: $\frac{d^2N}{d\phi dp_T}$ correlations of $b\bar{b}$ pairs for $p_A = \{2.5, 6.5\}$ GeV in the $D(p)$ model

parameters with $\lambda_1 = 5.5$, while the $\lambda_2 = 11.3$ bounded result is of similar magnitude, but with looser angular correlation than either the collisional or the collisional + Bremsstrahlung based results. In the $[1 - 4]$ GeV range, the azimuthal correlations are almost entirely washed out for $\lambda_2 = 11.3$, while for $\lambda_1 = 5.5$, they are broadened with similar efficiency to the weak coupling results.

Of particular interest is the difference in momentum correlations the $[1 - 4]$ GeV range exhibits. At about an order of magnitude, this difference promises a distinguishing observable of weak- and strong-coupling energy loss in the medium, and should be investigated experimentally.

4. $R_{AA}$ and $v_2$

We compare bottom and charm suppression predictions with data from CMS and ALICE (Fig. 4). While the agreement with CMS data for $B$ meson suppression is comparable between the $D(p)$ and $D=const$ models, the comparison with ALICE data for $D$ mesons shows the limited validity range of the $D(p)$ model, whereas the $D=const$ model remains consistent with data even for high-$p_T$. More fundamentally, for the $D(p)$ model, the AdS/CFT picture naturally breaks down at $p_T \sim 100$ GeV [6]. For the $D=const$ model, there is no such natural breakdown. Only
\[ \lambda = \alpha \langle \sigma \rangle \]

\[ \alpha = \alpha \langle \sigma \rangle \]

for asymptotically large \( p_T \) and \( T \) is one guaranteed that the physics is perturbative.

In Fig. 5, we show our predictions for suppression and flow of \( B \) mesons at RHIC. \( B \) mesons are noticeably less suppressed than at the LHC, due to the substantially cooler medium in heavy collisions at RHIC.

The bands of our predictions range from \( \lambda = 5.5 \) to \( \lambda = 11.3 \) and account for statistical uncertainties. We note that, in particular for the high-\( p_T \) range of the \( B \) meson predictions in
Fig. 4 (left), our results’ uncertainty is significant for high-$p_T$. This is due to the production spectrum of heavy quarks dropping as $\sim p_T^{-4}$. The aMC@NLO framework, at the time of writing, does not allow event generation weighted by $p_T$. In future work, we will use POWHEG’s weighted event generation [19] to explore high-$p_T$ phase space of our observables.

5. Conclusion & Outlook
We have compared the azimuthal correlations predicted by pQCD and AdS/CFT based computations and found that, while the azimuthal correlations are qualitatively similar, the momentum correlations tell a different tale. In particular, the surprise of our findings is the large dissimilarity in low momentum correlations of the pQCD and AdS/CFT based simulations; see Fig. 3 (left). Thus, bottom quark momentum correlations present an opportunity to distinguish between the energy loss mechanisms of the two frameworks.

Whether this order of magnitude difference in predictions for low $p_T$ correlations of heavy quarks exposes weaknesses in either or both of the frameworks cannot be declared until experimental data of bottom quark momentum correlations emerge. Strong coupling based approaches have fared better in the low momentum domain, where pQCD is restrained by uncertainties in the running coupling.

While the agreement with CMS data for B meson suppression is comparable between the $D(p)$ and $D=\text{const}$ models, the comparison with ALICE data for D mesons shows the limited validity range of the $D(p)$ model. In contradistinction, the $D=\text{const}$ model remains consistent with data even for high-$p_T$. The RHIC data exhibits decreased suppression compared with the LHC data, which can be understood from the lower temperatures of the medium at RHIC.

The high-$p_T$ reach of recent results from the LHC Fig. 4, particularly CMS Fig. 4 (left), exposes the limited statistics of our simulations for high-$p_T$. In future calculations, we will migrate from aMC@NLO to POWHEG [19] to facilitate weighted event generation, which mitigate the issue of limited statistics at high-$p_T$.
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Abstract. A good measurement of missing transverse energy is pre-eminent for many searches for new physics carried out by the ATLAS experiment at the LHC. The measurement of missing transverse energy in the ATLAS detector makes use of the full event reconstruction and a calibration based on reconstructed physics objects. The performance of MET reconstruction is evaluated using data collected in proton-proton collisions at a centre-of-mass energy of 13 TeV in Run 2 of data taking in the diphoton channel. Regrettably, these high luminosities achieved lead to undesirable backgrounds due to additional proton-proton collisions occurring at the same bunch crossing as the collision of interest (pile-up). As a result of this downside, several methods have been implemented in an effort to alleviate the effects of pile-up on the reconstruction and performance of MET. Some of these methods and the consequent performance of MET reconstruction at ATLAS in events with two photons are deliberated.

1. Introduction
A particle consistent with the Standard Model (SM) Higgs boson (h) was observed by the ATLAS [1] and CMS [2] collaborations back in 2012. Since then, more efforts have been directed towards performing Higgs boson measurements in order to better understand its properties. At the Large Hadron Collider (LHC), missing transverse energy (MET) plays an important role in Higgs boson measurements and various Beyond the Standard Model (BSM) physics searches. In proton-proton collisions most of the SM particles leave tracks or deposit energy inside the detector compartments as they traverse it, however, this is not the case for undetectable particles such as neutrinos and other possible BSM particles. The initial momentum of the colliding particles is almost zero in the transverse plane such that the presence of these undetectable particles can be inferred by the resultant momentum imbalance in this plane. This momentum imbalance is referred to as MET and is essentially enforced by energy-momentum conservation.

The high luminosity in Run 2 of data taking results in an increase in the additional proton-proton collisions which are superimposed on the hard physics processes. These additional interactions are referred to as pile-up interactions. MET measurement is significantly affected by these pile-up interactions and various techniques have been developed by ATLAS to suppress such effects. A high pile-up environment enhances the number of fake tracks thus increasing...
the probability of misreconstruction. The performance of the reconstruction of this MET is therefore essential in evaluating these fake MET suppression efforts.

The diphoton channel \((h \rightarrow \gamma\gamma)\) is important for searches for BSM physics, since new high-mass states decaying to two photons are predicted in many classes of extensions of the SM. The \(h \rightarrow \gamma\gamma\) decay channel provides a very clean final-state topology with an invariant mass peak that is reconstructed with great precision. Final states in proton-proton collisions containing photons and significant MET emerge from a variety of new physics scenarios such as the search for dark matter (DM) in association with MET [3]. A hypothesized heavy scalar \(H\) is considered whereby \(H \rightarrow h\chi\chi\), a search driven largely by MET such that \(h(\rightarrow \gamma\gamma)\) + MET. MET performance studies are essential for the search as well as other analyses in progress containing photons and MET signatures. This paper discusses MET performance studies in accordance with diphoton searches with MET signatures based on data recorded in 2015, 2016 and 2017 at a center-of-mass energy of 13 TeV. Altogether the data corresponds to 43.8 fb\(^{-1}\) of integrated luminosity.

2. The ATLAS detector

ATLAS is a multi-purpose particle detector with a forward-backward symmetric cylindrical geometry and a near 4\(\pi\) coverage in solid angle. It uses a right-handed coordinate system with the origin at the interaction point (IP) in the centre of the detector. The z-axis is along the beam pipe, the x-axis points from the IP to the centre of the LHC ring and the y-axis points upwards towards the earth’s surface. In the transverse plane, cylindrical \((r, \phi)\) coordinates are used, where \(r\) is a radial dimension measuring the distance from the beam line and \(\phi\) is the azimuthal angle around the beam pipe. The polar angle \(\theta\) is the angle measured from the beam axis and the pseudorapidity is defined in terms of this angle as \(\eta = -\ln[\tan(\theta/2)]\). The pseudorapidity is used as an angular coordinate in place of \(\theta\) and the angular separation between objects is defined as \(\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}\). The transverse momentum, transverse energy and missing transverse momentum are all defined in the x-y plane.

ATLAS is made up of the following sub-systems: the inner detector (ID), the magnetic system, calorimeters and the Muon spectrometer (MS). The ID is surrounded by a 2 T superconducting solenoid which bends charged particles to enable particle momentum measurements. The ID tracks charged particles allowing particle identification and vertex measurements. This sub-system covers a pseudorapidity range of \(|\eta| < 2.5\) [4]. The electromagnetic calorimeter (EMCAL) surrounds the ID and absorbs energy from particles which interact electromagnetically as they move through the detector. The EMCAL covers \(|\eta| < 3.2\). The Hadronic calorimeter (HCAL) surrounds the EM calorimeter and is made up of steel plates and plastic scintillator plates which absorb energy from hadrons. These HCAL constituents provide a hadronic coverage of \(|\eta| < 1.7\) and LAr technology is also used for the HCAL end-cap region. The entire HCAL covers a pseudorapidity range of \(|\eta| < 4.9\). The outermost part of the detector is made up of the MS which consists of three large superconducting toroid systems which provide exceptional muon momentum measurements through accurate tracking.

3. MET reconstruction at ATLAS

MET is referred to as the energy which is not detected in a particle detector but is expected due to the laws of energy-momentum conservation. That is, the momentum in the transverse plane is expected to be zero implying that any vector momentum imbalance in the transverse plane goes into the MET calculation. MET is basically obtained from the negative vector sum of the momenta of all particles detected, these include: electrons, photons, hadronically decaying \(\tau\)-leptons, jets and muons.

The electrons are reconstructed from energy deposits in the EMCAL, associated with tracks reconstructed in the ID. Those with \(p_T > 10\) GeV and \(|\eta| < 2.47\) are selected [5]. The photons
are reconstructed from energy clusters in the EMCAL and required to have $p_T > 25$ GeV and be within a region of $|\eta| < 2.3$. A tight photon identification requirement is applied to the photon candidates in order to reduce misidentification [6]. Hadronically decaying tau-leptons are required to have $p_T > 20$ GeV and be within $|\eta| < 2.5$ and those falling between $1.37 < |\eta| < 1.52$ are not considered. Muons are reconstructed from tracks in the ID and the MS and those with $p_T > 10$ GeV and $|\eta| < 2.7$ are selected. Muons in the region $|\eta| < 2.5$ must be matched to ID tracks. Jets are reconstructed from energy deposits in EMCAL and HCAL using the anti-kt algorithm [7]. They are required to have $p_T > 20$ GeV and be within $|\eta| < 4.5$. The jets with $|\eta| < 2.4$ and $p_T < 60$ GeV must pass the jet vertex tagger selection (JVT) [8]. This JVT technique separates hard scatter jets from pile-up jets in the central region of the detector, a very useful pile-up suppression method.

These physics objects are essentially the ingredients of the MET calculation which is done as follows [9, 10]:

$$ E_{miss,x}^{(y)} = E_{miss,e}^{(y)} + E_{miss,\gamma}^{(y)} + E_{miss,\tau}^{(y)} + E_{miss,jets}^{(y)} + E_{miss,\mu}^{(y)} + E_{miss,SoftTerm}^{(y)}, $$

(1)

where each term is calculated from the negative vectorial sum of momenta of the calibrated cell energies corresponding to objects as follows:

$$ E_{x,\text{term}}^{(y)} = -\sum_{i=1}^{N_{\text{cell}}} E_i \sin\theta_i \cos\phi_i $$

(2)

$$ E_{y,\text{term}}^{(y)} = -\sum_{i=1}^{N_{\text{cell}}} E_i \sin\theta_i \sin\phi_i $$

(3)

The actual value of MET ($E_T^{miss}$) and its azimuthal coordinate are calculated as follows:

$$ E_T^{miss} = \sqrt{(E_x^{miss})^2 + (E_y^{miss})^2} $$

(4)

$$ \phi^{miss} = \arctan \left( \frac{E_y^{miss}}{E_x^{miss}} \right) $$

(5)

Remaining calorimeter deposits not associated to the reconstructed objects are summed together in what is referred to as the Soft Term of equation 1. Several methods can be used to reconstruct the Soft Term, all of which affect the MET performance. At ATLAS the favourable method used to reconstruct the Soft Term is the track-based (TST) Soft Term.

ATLAS measures the momenta of charged particles using the ID and the series of hits in the ID which are efficiently reconstructed as tracks. Collisions which produce multiple tracks are reconstructed into vertices and these vertices give the position of the proton-proton collisions. Each vertex is required to have at least three tracks with $p_T > 0.4$ GeV. The primary vertex (PV) in each event is selected as the vertex with the largest value of $\sum (p_T)^2$, where the scalar sum is taken over all the tracks associated to that particular vertex. The TST Soft Term is constructed from tracks passing these discussed selections with $p_T > 0.5$ GeV and not associated to any of the hard physics objects. This method allows excellent vertex association of the Soft Term used in the MET reconstruction.

4. MET performance

This section shows some basic MET distributions after the diphoton selection. In the $h \rightarrow \gamma\gamma$ final state at least two photon candidates are required such that the leading photon has $p_T > 35$ GeV and the sub-leading has $p_T > 25$ GeV. Following this, in order to maintain good data quality, the events passing this selection pass through additional selection criteria. As
Figure 1: MET TST distributions comparing 2015+2016 data corresponding to 36.1 fb$^{-1}$ and Sherpa $\gamma\gamma$ MC, where (a) is the MET distribution and (b) is the MET significance distribution. The MC has been normalized to the total number of events in the inclusive sample of the data [11].

Figure 2: MET TST distributions comparing 2015+2016 data corresponding to 36.1 fb$^{-1}$ and additional processes, where (a) is the MET distribution and (b) is the MET significance distribution. The MC have been normalized to the total number of events in the inclusive sample of the data [11].

discussed in Section 3, the photon candidates must satisfy tight ID criteria and satisfy the following relative $p_T$ cuts: leading must satisfy $p_{T_1}/m_{\gamma\gamma} > 0.35$ and sub-leading must satisfy $p_{T_2}/m_{\gamma\gamma} > 0.25$. Lastly, the events are required to have 160 GeV < $m_{\gamma\gamma}$ < 400 GeV where the diphoton mass is calculated assuming that the photons originate from the diphoton primary vertex. The diphoton primary vertex position is obtained by combining the trajectories of both photon candidates.

The performance checks are done using 2015+2016 data corresponding to 36.1 fb$^{-1}$ and 2015+2016+2017 data corresponding to 43.8 fb$^{-1}$, respectively. The Higgs boson signal Monte Carlo (MC) comprises the $ggF$, $VBF$, $Wh$, $Zh$ and $t\bar{t}h$ production modes. The signals produced via $ggF$ and $VBF$ are generated with PowHeg [12]. The $Wh$ and $Zh$ are generated with
Figure 3: $E_{\text{T}}^{\text{miss}}$ resolution distributions showing the $x$ and $y$ components of the $E_{\text{T}}^{\text{miss}}$ as a function of $N_{\text{pv}}$. The comparisons are between 2015+2016+2017 data corresponding to 43.8 fb$^{-1}$ and Sherpa $\gamma\gamma$ MC. The distributions are split into (a) inclusive case, (b) 0-jet case, (c) 1-jet case and (d) $\geq 2$-jet case [11].

Pythia8 [13] and the $t\bar{t}$h signal is generated with MadGraph5 aMC@NLO [14]. For the direct comparison checks, the Sherpa $\gamma\gamma$ MC is used as this is the most dominant background. The Sherpa $\gamma\gamma$ events are simulated using the SHERPA version 2.1 event generator [15] with up to two additional partons in the final state with the CT10 PDF. SHERPA is also used to generate $V\gamma$ and $V\gamma\gamma$ backgrounds which are also contributors. The $\gamma+$jets background sample is represented by data, whereby only one of the two photons in the selection is required to pass the reverse photon isolation criteria.

Figure 1 shows the data versus Sherpa $\gamma\gamma$ MC while Figure 2 shows the data versus additional MC [11]. Figure 1(a) represents the MET TST distribution and Figure 1(b) shows MET TST significance distribution and in both cases MC has been normalized to the total number of events in the inclusive sample of the data. Some discrepancies are observed in the tails of these distributions. These are reduced by the addition of other processes with real MET as can be seen in Figure 2. Good agreement is then observed between data and MC with the addition of other processes.

In order to study the degradation of the MET performance the MET resolution distributions...
are of great importance. The resolution distributions shown are done using 2015+2016+2017 blinded data corresponding to 43.8 fb\(^{-1}\) of integrated luminosity. The root-mean-square (RMS) of the superimposed \(x\) and \(y\) components of the \(E_{\text{T}}^{\text{miss}}\) is used to estimate the resolution. Figure 3 shows the MET resolution as a function of the number of primary vertices \((N_{\text{pv}})\) for the Figure 3(a) inclusive case, Figure 3(b) 0-jet case, Figure 3(c) 1-jet case and Figure 3(d) \(\geq 2\)-jet case. Good agreements are observed. The most stable performance is observed in the case where no jets (0-jet) are required as it has the least slope. In fact, all the jet binning cases perform better than the inclusive case which has the highest slope. This shows that an increased number of jets degrades the MET resolution.

5. Conclusion
The measurement of MET is an important attribute of numerous interesting physics analyses at the LHC. The ATLAS calorimeter provides commendable energy resolution but is highly sensitive to pile-up. The reconstruction and performance of MET based on various recent datasets and MC has been presented. The reconstructed MET is validated using Run 2 ATLAS data showing a good agreement with Monte Carlo simulation. MET resolution distributions have been studied by binning in jet multiplicity in order to observe the effects of the presence of jets on the MET performance. Looking at the jet binning cases it is clear that the degradation in resolution originates mostly from the jet multiplicity and thus the amount of overall activity within the detector. In fact, the resolution in the inclusive case has a slightly larger slope than the jet binning cases, which implies that the higher slope comes from an increased number of jets at larger \(N_{\text{pv}}\).
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Abstract. Background estimation is one of the most important aspects for all the analysis at the Large Hadron Collider. This proceeding presents the background estimation for the $A \rightarrow ZH$ search with the heavy scalar $H$ decaying into a pair of Higgs, or Higgs-like Scalar bosons. The final state for this search is formed by three leptons, at least two $b$-tagged jets and low jet multiplicity. The $t\bar{t}Z$ process is the dominant background contribution for this analysis. The second important background is the $WZ$ for which a control region is defined to check the modeling and the normalization of this process.

1. Introduction

This work performs a background estimation for the Madala hypothesis [3] in the multi-lepton and $b$-jets production at the LHC. This hypothesis considers a production of a CP-odd scalar $A$ which decays to $H$ and the $Z$ bosons leaving a final state of three leptons and at least two $b$-tagged jets and low jet multiplicity [4]. A wide range of analysis have been performed by ATLAS and CMS collaborations observe discrepancies between data and Monte Carlo (MC) which can be explained by the Madala hypothesis. Firstly in CMS, a supersymmetry search with the production of $t\bar{t}Z$ decay with three lepton and $b$-tagged jets was used as one of the control regions (CRs) for background normalization [1]. Secondly, the measurement of the $t\bar{t}Z$ cross section observe a discrepancy at low jet multiplicity [2]. Furthermore, the observed discrepancies between data and MC has opened a window for searches Beyond Standard Model (BSM). It is clear that the LHC data is not well understood. With that in view this proceeding describes the background estimation for the $A \rightarrow ZH$ search. In Addition, the technique of control region (CR) is implemented by inverting one of requirements in the signal region (SR).

2. Signal Model

In the model depicted in Figure 1, a new heavy scalar boson decays into the heavy scalar ($H$) which subsequently decays into a pair of Higgs, or Higgs-like scalar ($S$) bosons leaving a final state of three leptons and at least two $b$-jets. Therefore the $S$ and the $h$ decay to $WW$ bosons (decay semi-leptonically) and two $b$-tagged jets. The $Z$ boson decays to a pair of leptons and $h$ is the standard model (SM) Higgs boson with the mass of 125 GeV. The masses of the $H$ and
$S$ are assumed to be 250 GeV and 145 GeV respectively as discussed in ref [[3, 4]]. The mass of CP odd-Higgs $A$ is expected to be greater than sum of the masses of $H$ and $Z$ boson.

![Feynman diagram of the $A \rightarrow ZH$ production (left) and of Higgs and Higgs-like scalar bosons.](image)

**Figure 1.** The Feynman diagram of the $A \rightarrow ZH$ production (left) and of Higgs and Higgs-like scalar bosons.

### 3. Signal Region Definitions

In this analysis two different SRs are defined to be $3l - Z - 2b2j$ and $3l - Z - 2b3j$. The final state is characterized by events containing exactly three leptons with the same flavour lepton pair closest to the $Z$ mass, at least at least two $b$-tagged jets and two or three jets. It can be clearly seen that the signal sensitivity for $A \rightarrow ZH$ is high for events having exactly two or three jets [4]. Events should contain at least one pair of leptons with same-flavor and opposite sign (SFOS). In addition, the invariant mass of the SFOS pair ($m_{\ell^+\ell^-}$) must be compatible with the $Z$ boson mass ($m_Z$) in a window of 20 GeV. The leading lepton is required to have a transverse momentum ($P_T$) above 27 GeV while for other two leptons this threshold is lowered to 20 GeV. The three leptons have a total charge of $\pm 1$. The exact signal definitions and event selection are summarized in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>3$l - Z - 2b2j$</th>
<th>3$l - Z - 2b3j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Leptons</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Leading Lepton $P_T$</td>
<td>$&gt;$ 27 GeV</td>
<td></td>
</tr>
<tr>
<td>Second and Third Lepton $P_T$</td>
<td>$&gt;$ 20 GeV</td>
<td></td>
</tr>
<tr>
<td>Lepton Total Charge</td>
<td>$\pm 1$</td>
<td></td>
</tr>
<tr>
<td>One SFOS Lepton Pair</td>
<td>required</td>
<td></td>
</tr>
<tr>
<td>Z-like SFOS Pair</td>
<td>$</td>
<td>m_{\ell^+\ell^-} - m_Z</td>
</tr>
<tr>
<td>$N_{b-tagged\ jets}$</td>
<td>$\geq 2$</td>
<td>$\geq 2$</td>
</tr>
<tr>
<td>$N_{jets}$</td>
<td>$= 2$</td>
<td>$= 3$</td>
</tr>
</tbody>
</table>

### 4. Analysis Strategy

The background estimation is evaluated by defining CRs to be orthogonal to the SRs. The SRs are set to be characterized by events with low jet multiplicity, therefore the CRs will be expected to contain events with high jet multiplicity. The jet multiplicity distribution in Figure 2 with events containing at least two $b$-tagged jets, clearly illustrates the SR and the CR.
5. Background Estimation

In the three leptons final state the SM background arises from $t\bar{t}Z$, $WZ$ and other top ($t\bar{t}$) processes. These SM backgrounds are predicted using MC simulation which are commonly known as the irreducible background. A strategy is developed to estimate these background processes which involve the construction of CRs which depends on the requirement of the SR. Henceforth four CRs are constructed to evaluate the dominant background processes and to observe events which are topologically similar to the signal events. The first three CRs required SFOS pair whose mass is closest to the $Z$ boson mass.

5.1. Control region for the $t\bar{t}Z$

The $t\bar{t}Z$ background is particularly important in the three leptons analysis, and it is estimated by the use of two CRs which are labeled as: $3l-Z-1b4j$ and $3l-Z-2b4j$. The former requires at least four jets with exactly one $b$-tagged jet. The later requires at least four jets with at least two $b$-tagged jets. With these requirements the $t\bar{t}Z$ process contribute 70% and 40% with respect to each CR. The distributions of the invariant mass of the lepton pair are shown in Figure 3 and Figure 4.

**Figure 2.** Jet multiplicity distribution after the selection of at least two $b$-tagged jets.

**Figure 3.** Invariant mass of $Z$-like lepton pair after the selection of at least four jets with at least two $b$-tagged jets.

**Figure 4.** Invariant mass of $Z$-like lepton pair after the selection of at least four jets with exactly 1 $b$-tagged jet.
5.2. Control Region for the WZ
The third CR which is sensitive to the WZ process is labeled as: 3l − WZ. This CR select events with at least three jets and zero b-tagged jets. In addition, missing transverse momentum is required to be greater than 40 GeV. With these requirement the WZ contribution is roughly 80.1% of the total background. A very small percentage arise from the V+jets/γ and ZZ processes as shown in Figure 5 and Figure 6.

![Figure 5](image1.png)

**Figure 5.** $P_T$ of Z-like lepton pair after selecting at least three jet with zero b-tagged jet.

![Figure 6](image2.png)

**Figure 6.** $P_T$ leading lepton after selecting at least three jet with zero b-tagged jet.

5.3. Control Region for the Z mass veto
The 3l − noZ=2b4j region select events with exactly three leptons, at least four jets, at least two b-tagged jets and veto events containing Z-like lepton pair. In Figure 7 the leading lepton $P_T$ illustrates that the other top process dominates, the contribution of $t\bar{t}Z$ is highly reduced since the events associated with $Z$ boson decaying leptonically are rejected. With these requirements the other top ($t\bar{t}$) contribute roughly 50.2% of the total background, where other top ($t\bar{t}$) is the combination of $t\bar{t}$, 3top and 4top SM processes but dominated by $t\bar{t}$ process. The $t\bar{t}Z$ background contribute approximately 24.8% of the total background. Table 2 show the expected numbers of events in the CRs.

<table>
<thead>
<tr>
<th></th>
<th>3l − Z−1b4j</th>
<th>3l − Z−2b4j</th>
<th>3l − Z−0b3j</th>
<th>3l − noZ−2b4j</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t\bar{t}Z$</td>
<td>57.32 ± 0.57</td>
<td>64.13 ± 0.61</td>
<td>20.83 ± 0.33</td>
<td>13.44 ± 0.29</td>
</tr>
<tr>
<td>$t\bar{t}W$</td>
<td>0.80 ± 0.08</td>
<td>0.75 ± 0.09</td>
<td>0.47 ± 0.06</td>
<td>4.60 ± 0.21</td>
</tr>
<tr>
<td>WZ</td>
<td>36.99 ± 1.25</td>
<td>6.01 ± 0.44</td>
<td>616.42 ± 5.28</td>
<td>0.82 ± 0.15</td>
</tr>
<tr>
<td>ZZ</td>
<td>4.57 ± 0.21</td>
<td>0.91 ± 0.10</td>
<td>81.84 ± 0.95</td>
<td>0.35 ± 0.09</td>
</tr>
<tr>
<td>$t$Z</td>
<td>7.66 ± 0.20</td>
<td>6.09 ± 0.18</td>
<td>6.03 ± 0.17</td>
<td>0.54 ± 0.05</td>
</tr>
<tr>
<td>$t\bar{t}H$</td>
<td>1.63 ± 0.10</td>
<td>1.80 ± 0.10</td>
<td>0.51 ± 0.05</td>
<td>5.46 ± 0.19</td>
</tr>
<tr>
<td>$tWZ$</td>
<td>10.91 ± 0.51</td>
<td>5.92 ± 0.40</td>
<td>6.83 ± 0.39</td>
<td>0.76 ± 0.13</td>
</tr>
<tr>
<td>V+jets/γ</td>
<td>10.32 ± 2.18</td>
<td>1.67 ± 0.33</td>
<td>94.55 ± 8.39</td>
<td>0.53 ± 0.14</td>
</tr>
<tr>
<td>OtherTop</td>
<td>16.11 ± 1.66</td>
<td>7.22 ± 1.24</td>
<td>19.14 ± 1.39</td>
<td>25.92 ± 1.85</td>
</tr>
<tr>
<td>Total Background</td>
<td>146.30 ± 3.13</td>
<td>94.51 ± 1.56</td>
<td>846.62 ± 10.06</td>
<td>52.41 ± 1.91</td>
</tr>
</tbody>
</table>

Table 2. The expected event yields in the CRs for an integrated luminosity of 36.1 fb$^{-1}$. Uncertainties are statistical only.
6. Conclusion
The proceeding presents the background estimation for the $A \rightarrow ZH$ search, which is performed by constructing four CRs with their requirements orthogonal to the SRs. The main background processes are the $t\bar{t}Z$, $WZ$ and ”other top“ ($t\bar{t}$). The analysis will be performed with the full Run 2 data set. The next step is to check the performance of the MC for different SM processes and extrapolate their contributions to the SR.
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Abstract. The background composition and shapes are studied in spectral control regions which are constructed by inverting selections or lepton identification requirements. Here we show the effect of pileup for the $H \rightarrow ZZ \rightarrow 4\ell$ channel with weighted histograms, normalized to the expected luminosity. The background considered is the $qq \rightarrow ZZ$ irreducible background which is from a dominant quark-antiquark initial state. We present on the event yields between mc16a and mc16d samples and the overall difference is approximately 3.77%. Comparisons between the two samples on the effect of pileup are also presented which show no effect of pileup between 2015 to 2017 data.

1. Introduction

Since the discovery of the Higgs boson at a mass of 125 GeV at the Large Hadron Collider (LHC) at CERN, one important question is whether the newly discovered particle is part of an extended scalar sector as postulated by various extensions to the Standard Model (SM) [1]. These extensions predict additional Higgs-like bosons, motivating searches in an extended range of mass. This paper reports on searches for a heavy resonance decaying to a pair of $Z$ bosons encompassing a final state of charged leptons (electrons or muons), $ZZ \rightarrow \ell^+\ell^-\ell^+\ell^-$ as shown in Figure 1. Events with four muons (four electrons) associated to the two $Z$ bosons are called $4\mu$ ($4e$) events. In cases where the leading $Z$ boson is formed from muons (electrons) and the subleading from electrons (muons) then the events are labelled as $2\mu2e$ ($2e2\mu$).

We study the effect of pileup for the $H \rightarrow ZZ \rightarrow 4\ell$ channel for both 2015 + 2016 (mc16a) and 2017 (mc16d) datasets. Furthermore, the pile-up profile is reweighed to a luminosity weighted combination of the pileup conditions for the two years. This analysis focuses on the intermediate mass ranges (100 - 800) GeV for the heavy scalar
Figure 1: Illustration of the $H \rightarrow ZZ \rightarrow 4\ell$ channel.

Figure 2: Designed $H4\ell$ Run2 analysis framework model.

boson and the events generated are fully simulated using the ATLAS detector simulation within the $H4\ell$ framework (detailed in the next section) as displayed in Figure 2. Monte Carlo (MC) simulation is used to model the detector response for the background process. The main background contribution to this decay channel comes from the $ZZ$ irreducible background, which is from a dominant quark-antiquark initial state and
Event Pre-selection

Veto
Veto any event where detector is not working properly

Triggers
Single electron, single muon, di-electron, di-muon and electron-muon triggers

Electrons
Calibrated Loose Like quality electrons with $E_T > 7$ GeV and $|\eta| < 2.47$

Muons
Smeared combined or segment-tagged muons with $p_T > 6$ GeV and $|\eta| < 2.7$,
Maximum one calo-tagged or standalone muon in the quadruplet,
Smeared calo-tagged muons with $p_T > 15$ GeV and $|\eta| < 0.1$,
Smeared stand-alone muons with $p_T > 6$ GeV, $2.5 < |\eta| < 2.7$ and $\Delta R > 0.2$ from closest segment-tagged

Jets
Calibrated R= 0.4 Anti kT jets with $p_T > 25$ GeV and $|\eta| < 2.4$ or $p_T > 30$ and $2.4 < |\eta| < 4.5$

Overlap removal
Remove overlap between different physics objects

Table 1: Summary of the nominal $H4\ell$ event selection requirements.

was modelled using Sherpa 2.2.2 event generator [1]. Other important background contributions come from $t\bar{t}$ and $Z$+jets which contribute to the reducible background. These are usually caused by fake leptons from jets, top quark and bottom quark. Additionally, carefully selected impact parameter cuts and isolation cuts on the events will suppress this background contribution [2].

2. $H4\ell$ Framework

The analysis framework is important as it used to reduce AODs/D3PDs/xAODs to a manageable size and format that we use for producing final results and plots. This is accomplished by imposing specific analysis cuts and vetoing events that do not pass the full selection requirements. Table 1 summarizes the cuts used by the $H4\ell$ group for its nominal analysis. These cuts match the kinematic distributions from the $HZZ$ decay channel and also reduce background events, where the jets may have been misidentified as leptons [3]. To estimate the backgrounds, control regions are created by inverting and relaxing isolation requirements on electrons or selecting the quadruplets with different flavor composition and charges [1].

Electron clusters are reconstructed using a sliding window algorithm, which searches for small-radius energy deposits contained in the Electromagnetic (EM) calorimeter. Furthermore, to improve reconstruction for electrons (which undergo energy loss due to bremsstrahlung) the track associated with a cluster which passes the loose shower shape requirement, is refitted using a Gaussian-Sum Filter [3]. Additionally, muon track reconstruction is first performed independently in the Inner Detector (ID) and the Muon Spectrometer (MS). Hit information from the individual subdetectors is then used in a combined muon reconstruction, which includes information from the calorimeters.
Table 2: Summary of the yield calculations for 2015-2017 in the four decay channels after the event selection, in the mass range 140 GeV < m_4\ell < 130 GeV.

<table>
<thead>
<tr>
<th>Samples</th>
<th>4\mu</th>
<th>4e</th>
<th>2\mu2e</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>mc16a</td>
<td>249.92</td>
<td>157.76</td>
<td>398.38</td>
<td>805.76</td>
</tr>
<tr>
<td>mc16d</td>
<td>240.28</td>
<td>152.44</td>
<td>383.77</td>
<td>776.49</td>
</tr>
<tr>
<td>mc16a/mc16d</td>
<td>1.04</td>
<td>1.03</td>
<td>1.03</td>
<td>1.03</td>
</tr>
<tr>
<td>Rel. diff in %</td>
<td>4.01</td>
<td>3.52</td>
<td>3.81</td>
<td>3.77</td>
</tr>
</tbody>
</table>

Figure 3: Shape comparisons between mc16a and mc16d for m_{Z_1} and m_{4\ell} for only the 4e final state.

Once the events have been selected, variables important to the final analysis are calculated and stored in minitrees. For the MC events, weight variables for which the overall normalization and truth matched information is considered, are calculated and saved in the final output.

3. Results

3.1. Yield Events

A summary of the yield events is shown in Table 2 in the ZZ → 4\ell channel in the region 140 ≤ m_{4\ell} ≤ 800 GeV. The event yields are computed after the aforementioned standard selection criteria are applied, which corresponds to a total integrated luminosity of up to 50.0 fb⁻¹ for the 2015 - 2017 datasets [1]. They are calculated per decay channel (4\mu, 4e and 2\mu2e) and for all the channels combined. The background yields are either obtained from MC for the ZZ continuum, or using data driven techniques for the reducible contributions, as described previously. However, in the high mass region, we select 2e2\mu or 2\mu2e by taking the pair closest to the Z- mass (≈ 91 GeV). Additionally, with both pairs on-shell, it is only the measurement resolution that tends to decide which
way the pairing goes. As expected, the $4\mu$ final state has the highest efficiency and the $4e$ final state has the lowest efficiency since muon kinematic cuts are looser for electrons.

We then compared the MC data between 2015 to 2017. Figure 3 shows shape comparisons for only the $4e$ final state for $m_{Z_1}$ and $m_{4\ell}$ distribution for the $qqZZ$ background in the $60 < m_{Z_1} < 110$ GeV region [3]. Leptons are paired to leading and subleading $Z$ bosons, the leading pair ($m_{Z_1}$) is taken as the $Z$-pair closest to $Z$ mass and the pair that is next-to-closest to the $Z$ mass in the range $12 < m_{4\ell} < 115$ GeV is taken as the subleading $Z$-pair. The invariant mass of the four leptons is known as $m_{4\ell}$ [3]. We also show shape comparisons for $4\mu$ and $2\mu2e$ final states in Figure 4. No significant differences between the two MC samples can be observed for all the final states.

4. Conclusion

Our results for the yield events were as expected, with $4\mu$ final state having the highest efficiency. The event yields are higher for mc16a than mc16d, however the overall difference was 3.77%.
For the shape comparisons, between mc16a and mc16d, their ratio was found around 1 and only a few statistical fluctuations were observed. Therefore, no significant effect of pileup was observed on the mass resolution, energy/momentum scale.
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Abstract.
The missing transverse momentum in the ATLAS experiment is the momentum imbalance in the plane transverse to the beam axis. That is the resultant of the negative vectorial sum of the momenta of all particles that are involved in the proton-proton collision. A precise measurement of the missing transverse energy is essential for many physics studies at the LHC, such as Higgs boson measurements and dark matter search. The result presented in this study are from the implementation of Boosted Decision Tree (BDT) based on vertex variables and fake/real missing samples. The preliminary results show the BDT classifiers can improve signal purity to about 50% as compared to the nominal selection.

1. Introduction
The Standard Model (SM) of particle physics has been very successful in the predictability of new particles that have been confirmed by many experiments. Despite its success, the SM is not perfect because the theory holds many unexplained phenomena like its inability to explain gravity, the reason for the mass of neutrinos, dark matter, and dark energy. A number of theoretical efforts to explains some of these phenomena hav been published in terms of physics beyond the standard model. One of these theories is the heavy scalar model, developed by the high energy physics group of the University of the Witwatersrand [1].

The heavy scalar model resulted from the explanation of the discrepancies seen in the ATLAS and CMS observed data and the standard model prediction, Ref [2] gives a detailed list of excess used for the postulation. The model postulated a heavy scalar particle with the mass range within twice the mass of Higgs boson and top quark (2m_h < m_H < 2m_t, where H is the heavy scalar particle and h is the Higgs boson). Ref [1] gives a comprehensive list of decay modes of the heavy scalar particle, one of which is the associated production of Higgs boson and a scalar mediator (H → hS), the mediator scalar mostly decays to dark matter particle. This gives the possibilities of searching for the heavy scalar particle in a various Higgs final state with an additional requirement of missing transverse energy (E_T^{miss}).

The heavy scalar particle was first searched in the Higgs to di-photon and missing transverse energy [3]. Since the analysis is heavily based on the reconstruction of missing transverse energy, a considerable effort was put into studying real and fake missing transverse energy with the ATLAS experiment. In Run 2, it was discovered that the jet vertex tagger algorithm
used by the analysis has the potential of introducing fake missing transverse energy and in turn contaminating the signal of the heavy scalar particle. The JVT variable was developed to reject pileup jets in the central region of the ATLAS detector, it was discovered that the JVT variable can fail due to misidentification of some physics object (see the right figure in Figure 1a). When this happens, the \( E_T^{\text{miss}} \) reconstruction algorithm reconstructs a fake \( E_T^{\text{miss}} \) due rejection of physics objects, this \( E_T^{\text{miss}} \) is called the fake \( E_T^{\text{miss}} \), while the real \( E_T^{\text{miss}} \) arises from non-interacting particles like the dark matter particles and the neutrinos.

Figure 1: (a) Real and fake mising transverse energy in ATLAS experiment. (b) Number of interaction per crossing in the 13 TeV data from 2015 to 2018.

An improved result was presented in Ref. [4], the event selection categories were re-optimized with the introduction of the Same Vertex method (SV). The SV method was introduced to suppress fake \( E_T^{\text{miss}} \) by requiring the sum squared of momentum of tracks from the interesting physics primary vertex \( \sum (p_T^{\text{track}})^2(Physics) \) minus the sum squared of momentum of tracks from pileup vertex \( \sum (p_T^{\text{track}})^2(Pile - up) \) to be larger than 0. This method has about 60% background rejection efficiency, this performance is expected to get worse in Phase 2 of Run 2 data taking, due to the increase in average collision interaction per crossing (Figure 1b). The Multivariate analysis (MVA) techniques was introduced to improve the suppression of fake missing energy.

2. Multivariate Analysis Technique
The Boosted Decision Tree (BDT) is the multivariate analysis techniques used in this research. A decision tree uses more than one variable to solve a classification or regression problem. The boosting method tried to improve a single decision tree by training several decision trees (forest of trees) and using the aggregation over the many trees as the final decision tree. The boosted method generally increases the robustness of a single decision against data outliers and statistical fluctuation. In this analysis, BDT classifiers are trained to distinguish events with real \( E_T^{\text{miss}} \) from fake \( E_T^{\text{miss}} \). BDT (Figure 2a) is a structured cut (similar to the nominal physics cut-based analysis) organized into the node to form a tree. It aims to learn cut structure that maps a set of features \( (x = x_1, ..., x_d) \) to a target labels \( (y, \) for this analysis the target labels are binary label, where 1 represents signal sample with real \( E_T^{\text{miss}} \) events and 0 represents background sample with fake \( E_T^{\text{miss}} \) events).
Table 1: Signal and Background dataset used for MVA training

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>275mx60</td>
<td>Heavy scalar decaying to one Higgs boson in association with dark matter (Real $E_T^{miss}$ from dark matter candidate).</td>
</tr>
<tr>
<td>ggZH125</td>
<td>$Z$ boson produced from gluon-gluon fusion (Real $E_T^{miss}$ from neutrinos produced by $Z$ decay).</td>
</tr>
<tr>
<td>A400Z</td>
<td>heavy pseudo-scalar particle decaying to $Z$ boson and heavy scalar (Real $E_T^{miss}$ from neutrinos produced by $Z$ decay and dark matter candidate produced heavy scalar decay).</td>
</tr>
<tr>
<td>Mixed background</td>
<td>$\gamma\gamma$, $\gamma – Jet$ and W/Z background sample</td>
</tr>
</tbody>
</table>

3. BDT samples and Categorization

Table 1 gives the acronyms and description of signal and background samples used for this analysis. All the signal samples are normalized to their corresponding cross-section and each samples of the combined background sample is scaled so that they can describe the Higgs side-band.

Classifiers are formed from the combination of the mixed background sample with each of the signal sample. Each combination of samples are categorized by the preselection in Table 2, this results in nine different classifiers, Figure 2b is a schematic description of how the classifiers are formed. The events are binned by missing transverse energy significance ($S_{E_T^{miss}}$) and the number of central jets, $S_{E_T^{miss}}$ is defined as the ratio of $E_T^{miss}$ and square sum of transverse energy of all particle detected.

3.1. BDT Training and hyper-parameters

The entire dataset is divided into test-set and train-set in 50 to 50 ratio. The trainset is used to model development and training while the test-set is used for evaluation and BDT performance measurement. The following BDT hyper-parameters are used to configure decision trees:

**Number of trees (NTrees):** Number of trees in the forest ($T$). It represents the total number of aggregation in the boosted decision tree. NTrees is set to 800 for this study.
Table 2: Table showing BDT categories.

<table>
<thead>
<tr>
<th>BDT cat</th>
<th>Pre-Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low $S_{E_T^{miss}}$</td>
<td>$S_{E_T^{miss}} &gt; 2.5$ &amp; $S_{E_T^{miss}} &lt; 3.5 \sqrt{GeV}$ &amp; $N_{jet} \geq 1$</td>
</tr>
<tr>
<td>Int $S_{E_T^{miss}}$</td>
<td>$S_{E_T^{miss}} &gt; 3.5$ &amp; $S_{E_T^{miss}} &lt; 5.5 \sqrt{GeV}$ &amp; $N_{jet} \geq 1$</td>
</tr>
<tr>
<td>High $S_{E_T^{miss}}$</td>
<td>$S_{E_T^{miss}} &gt; 5.5 \sqrt{GeV}$ &amp; $N_{jet} \geq 1$</td>
</tr>
</tbody>
</table>

Minimum node size: The minimum percentage of training event required in a leaf node. This is one of the stop criteria of a decision tree.

Shrinkage: The learning rate ($g$), see above description for more details, $g$ is set to 0.06.

Number of cuts: The number of grid points in a variable range used in finding the optimal cut in node splitting.

Maximum depth: The maximum tree depth allowed. Tree depth is defined as the length of the longest path from the tree root to a leaf. The root node is considered to have a depth of 0.

3.2. Variables

The variables below are used for this MVA study, they include photon and jet kinematics and the number of interaction per bunch crossing.

- **Photon pointing Vertex** $\sum p_T^2$: Photon pointing vertex sum $p_T$ squared.
- **Pile-up Vertex** $\sum p_T^2$: Pile-up vertex sum $p_T$ squared.
- $\mu$: Number interaction per crossing.
- $\Delta \phi(\gamma\gamma, jet_1)$: Angular distance between diphoton system and leading jet ($jet_1$).
- $\Delta \phi(jet, E_T^{miss})$: Angular distance between jets system and missing transverse energy.
- $\sum p_T^2 (\sum p_T^2(p_{ph}) - \sum p_T^2(p_{PU}))$: Difference between photon pointing and pile-up vertex $p_T$.
- **Corrected jet vertex tagger ($JVT_{corr}$)**: Corrected jet vertex fraction is the ratio of track $p_T$ and $p_T$ of jets in the calorimeter.
- $R_{jet}^{pT}$: Scalar sum of jet primary vertex track and jet track $p_T$ associated with the diphoton system.
- $\Delta \phi(\gamma\gamma, E_T^{miss})$: Angular difference between diphoton system and missing transverse energy.
- $\Delta \phi(\gamma_{1,2})$: Angular difference between leading and sub-leading photon.
- $\Delta \phi(soft jet, E_T^{miss})$: Angular difference between soft jets (jets with $p_T$ less than 30 GeV) and missing energy.
- $\Delta \phi(F jet, E_T^{miss})$: Angular difference between forward jets (jets outside the central region of the detector, $\eta \leq 2.4$)
- **Difference of ref jets and $p_T^{jj}$**: Scalar difference of ref jets and the $p_T$ of two leading jets.

3.3. Results

The performance of the BDT classifiers is measured in terms of background rejection efficiency against the signal acceptance efficiency, in the Receiver Operating Curve (ROC). By definition, the tope right-top most point on the ROC distribution gives the best trade-off point between signal acceptance and background rejection. Figure 3a, 3b and 3c show the performance of the classifiers, an additional benchmark distribution of no improvement spectrum is added. The no
improvement spectrum represents the minimum signal to background significance. The region below the distribution is the no improvement region and the region above the distribution is the region with maximum improvement.

The ROC curve of the intermediate $S_{E_T^{miss}}$ classifiers shows that we can attain up to 64%, 80%, and 33% improvement insignificance if we cut on 0.9 for A400Z, ggZH125 and 275mx60 classifiers respectively. Another way of checking the performance of the BDT classifiers is to evaluate the trained information on a new dataset. Figures 4a, 4b and 4c show the evaluation performance on data side-band, mixed background, pseudoscalar signal, heavy scalar signal and standard model Higgs production samples. The performance of all the classifiers give a background like a shape on the data side-band and the shape of the data side-band distribution is similar to background shape.

Figure 3: ROC for (a)Low $S_{E_T^{miss}}$ region (b) intermediate $S_{E_T^{miss}}$ region (c) High $S_{E_T^{miss}}$ region

Figure 4: Evaluation of classifier in the intermediate $S_{E_T^{miss}}$ category for (a) 275mx60 (b) A400Z (c) ggZH125 samples

The performance results suggest we can define a new set of BDT categories, by choosing BDT 0.4 as a working point in the intermediate category. Table 3 gives a summary of the new categories. The lower region represents the background region and the high region represent the BDT signal region.

4. Conclusion
The search for dark matter particle with missing transfer energy signature is very important to most beyond the standard model and in particular the heavy scalar model. The clean signatures of missing transverse energy are mostly contaminated by fake missing energy arising from pileup interactions. The purity of this search region depends heavily on the correct reconstruction primary vertex of interaction. The photon pointing method is developed for correctly identifying
Table 3: Table showing BDT categories.

<table>
<thead>
<tr>
<th>BDT classifier</th>
<th>BDT High</th>
<th>BDT Low</th>
</tr>
</thead>
<tbody>
<tr>
<td>A400Met35</td>
<td>A400BDT &gt; 0.4</td>
<td>A400BDT &lt; 0.4</td>
</tr>
<tr>
<td>ggZh125Met35</td>
<td>ggZh125BDT &gt; 0.4</td>
<td>ggZh125BDT &lt; 0.4</td>
</tr>
<tr>
<td>275mx60Met35</td>
<td>275mx60BDT &gt; 0.4</td>
<td>275mx60BDT &lt; 0.4</td>
</tr>
</tbody>
</table>

the vertex of interaction. The diphoton analysis has developed a number of techniques to reject pileup objects. The jet vertex tagger and the forward jet tagger to suppress pile up jets in the forward region and outside the forward region of the detector respectively.

It was observed that the JVT suppression method sometimes causes fake missing energy by removing non-identified physics objects. The same vertex method was developed to reduce fake missing transverse energy caused by JVT. The same vertex variable ensures that the diphoton system is from the actual vertex of interaction and not the pileup vertex. The same vertex method attends over 50% performance of suppressing fake missing transverse energy. The ATLAS detector has seen an increase in average interaction per bunch and increase in pileup interaction. A multivariate analysis technique is developed to further suppress the fake missing energy due to an increase in pileup interaction. The MVA method uses photon and jet kinematics and $< \mu >$ to develop classifiers. The classifiers have about 80% performance for fake missing transverse energy rejection.
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Abstract. The interaction of light with any material with refractive index, \( n \), affects not only the amplitude of the transmitted light but also its phase. Accurate determination of the spectral phase of a laser pulse is paramount in various spectroscopic applications. There are many phase measurement techniques such as direct interferometric approaches including Frequency Resolved Optical Gating (FROG) and Spectral Phase Interferometry for Direct Electric-field Reconstruction (SPIDER) as well as indirect techniques such as ptychography. This work discusses an alternative approach of measuring phase distortions through the use of a Multiphoton Intrapulse Interference Phase Scan (MIIPS) and investigates the possibility of using MIIPS as a new complimentary phase contrast imaging technique. The principle of the technique as well as the determination of the group delay dispersion (GDD) of the generated signal is analysed and it’s potential use in phase contrast imaging has also been identified.

1. Introduction
The propagation of a broadband ultrashort laser pulse through a dielectric medium results in the dispersion of the spectral components of the pulse due to the wavelength dependence of the refractive index \( n \) of the medium. The spectral components therefore travel with different speeds which may result in temporal pulse broadening and compression. More precisely, each of the spectral components of the pulse, propagating through a dispersive medium of length \( L \) will acquire a phase shift given by,

\[
\phi(\omega) = k(\omega)L
\]

(1)

here \( k(\omega) = n(\omega)\omega/c \) is the frequency dependant propagation function, \( n(\omega) \) the refractive index and \( c \) the speed of light. The functional dependence of phase shift, or rather the relative phase shift between the spectral components contained in the pulse, provides insight into how the pulse profile changes as it propagates through the medium. For the propagation of an ultrashort pulse through a dispersive medium, the velocity at which the pulse envelope propagates is of key importance. This velocity, known as the group velocity \( v_g \), is defined as the inverse derivative of the propagation constant with respect to the angular frequency:

\[
\frac{1}{v_g} = \frac{dk}{d\omega} = \frac{n}{c} + \frac{\partial n}{\partial \omega} \frac{\omega}{c} \]

(2)

For a dispersive medium where \( \frac{\partial n}{\partial \omega} \neq 0 \), the \( v_g \) therefore varies as the pulse propagates through the medium. To illustrate the influence this has on pulse propagation, it is customary to compute
the Taylor expansion of $k(\omega)$ about a central frequency $\omega_0$ of the pulse

$$k = k_0 + k'(\omega - \omega_0) + \frac{k''}{2!}(\omega - \omega_0)^2 + \frac{k'''}{3!}(\omega - \omega_0)^3 + \ldots \tag{3}$$

where (...) corresponds to higher order expansion terms. Substituting eqn.3 into eqn.1 gives a polynomial function of the order $\phi = \phi_0 + \phi' + \phi'' + \ldots$ where it can be shown that $\phi_0 = k(\omega_0)L$ is related to the phase velocity of the pulse, $\phi' = k'(\omega - \omega_0)L$ relates to the group velocity of the pulse, $\phi'' = k''(\omega - \omega_0)^2L$ is the phase dispersion term where its coefficient, $k'' = \partial^2 k/\partial \omega^2$, is the group velocity dispersion (GVD), whilst the GVD per unit length is the group delay dispersion (GDD). Note that the GVD is a purely medium dependent parameter. Furthermore, the GVD (or GDD) under specific circumstances is responsible for the temporal pulse broadening and compression [1].

There are many techniques to measure [1–3] and compensate for the phase shift between the spectral components of an ultrashort laser pulse. Compensation techniques includes the use of chirped mirrors [4], rotating cylindrical lens [5] and temporal pulse compression algorithms [6]. The phase distortion (dispersion) of a pulse can also be measured and corrected using an algorithm that combines both spectral phase characterization and compensation with temporal pulse compression in a single technique. This technique is Multiphoton Intrapulse Interference Phase Scan (MIIPS) [7].

2. Theory of MIIPS

MIIPS is a technique that permits the simultaneous measurement and shaping of femtosecond laser pulses. Unlike conventional pulse measurement techniques such as FROG [1], SPIDER [2] and background-free autocorrelation which measure only pulse characteristics, MIIPS can measure the characteristics as well as compress the pulse to a transform limited pulse. It entails the use of a 4f-shaper setup along with an iterative algorithm to measure the group delay dispersion (GDD) and to compensate for this measured phase distortion [8]. This is the fundamental advantage of MIIPS over FROG and SPIDER [9]. MIIPS works by introducing a guess phase as a reference phase function onto the 1D spatial light modulator that is in the 4f-shaper. This reference phase reduces or cancels phase distortions along the spectrum in order to determine the unknown phase of the pulse.

For every spectral component in the pulse the accompanying generated second harmonic electric field is

$$E(2\omega) = \int |E(\omega + \Omega)||E(\omega - \Omega)|e^{i[\phi(\omega+\Omega)+\phi(\omega-\Omega)]}d\Omega \tag{4}$$

with SHG intensity is given by $|E(2\omega)|^2$ and the total spectral phase can be written as $\phi(\omega) = \psi(\omega) + f(\omega)$, where $\psi(\omega)$ and $f(\omega)$ represent the unknown input laser phase and reference phase functions respectively. The reference function is chosen as $f(\omega) = \alpha \cos (\gamma \omega - \delta)$ where $\alpha$ is the amplitude, $\gamma$ is the temporal duration and $\delta$ is the scanning parameter ensuring that reference function samples all the frequencies in the bandwidth [10]. A Taylor expansion of the phase term and neglecting third and higher order terms gives:

$$E(2\omega) \approx e^{2i\psi(\omega)}\int |E(\omega + \Omega)||E(\omega - \Omega)|e^{i[\frac{\partial^2 \phi(\omega)}{\partial \omega^2}]}d\Omega \tag{5}$$

with the GDD $= \frac{\partial^2 \phi(\omega)}{\partial \omega^2}$. The SHG is maximised when the GDD is zero, which leads to the condition to find spectral phase.

$$\frac{\partial^2 \phi(\omega)}{\partial \omega^2} = \psi''(\omega) + f''(\omega) = 0 \tag{6}$$
$\psi''(\omega) = -f''(\omega) = -\alpha\gamma^2 \cos(\gamma\omega - \delta)$ \hspace{1cm} (7)

From equation 7, the unknown phase which is the GDD can be determined. The MIIPS process is summarized in figure 1.

![Figure 1: Schematic diagram of the MIIPS process. This include the definition and application of reference phase function onto the SLM (A), scanning over the laser pulse to measure the SHG for each spectral phase (B). The SHG spectrum is recorded (C) and the region where the scanning parameter $\delta$ is maximised is recorded (D). The process of retrieving the phase is summarized in section E.](image)

3. Experimental setup

Figure 2 shows the setup used. A Ti:Sapphire femtosecond laser (Tsumani: Spectra-Physics) delivering pulses centred at 800 nm with a pulse duration of 90 fs and delivering energies of around 12 nJ was coupled into a highly nonlinear polarization maintaining all normal dispersion photonic crystal fiber (ANDi PCF) (NL-1050-NE PM, NKT Photonics) of approximately 14 cm in length. An ANDi PCF was used as a result of preliminary studies carried out in this type of fiber which showed that a coherent and flat-top spectra spanning over more than one octave can be generated over a wide range of pump pulse parameters. This earlier studies also showed the independence of coherence properties, spectral bandwidth and temporal compressibility on input pulse duration with the use of ANDi PCF [11, 12]. It is also established that the high peak power propagating in the micron sized PCF induces nonlinear effects. The two dominant processes are self phase modulation (SPM) and stimulated Raman scattering (SRS) within the fiber resulting in spectral broadening and the creation of a broadband supercontinuum light source [13].

Chirped mirrors were used in pre-compression before going into a pulse shaper consisting of two diffraction gratings (Thorlabs GR13-0608), two plano cylindrical lenses ($f = 250$ mm) and a 1-D computer addressable spatial light modulator (SLM)(Jenoptik S640d). The components were arranged in a 4f configuration similar to that outlined by Weiner et al [14]. A 100 $\mu$m $\beta$-barium borate (BBO) and recrystallized urea crystals were used to generate SH signals which were collected by a spectrometer (Avantes) after passing through a band pass emission filter (Thorlabs BG39) used to block the illumination light. Scanning was carried out using computer controlled piezo stages (Newport Aglis 25) with a discrete step size of 1.5 $\mu$m while detection was carried out in the transmission geometry. The generated supercontinuum is focused tightly onto the sample with a high NA objective (0.9). A z-scan MIIPS was also performed to determine the effect of the focal position in the sample on the MIIPS process.
4. Results and discussion

From MIIPS theory, SHG is maximized when the quadratic phase of a laser pulse is zero (refer to equation 6). This implies for a compressed pulse, the total phase of the pulse within the SC region must be approximately zero. As seen from figure 3(a), the total phase (red line) is approximately flat within the SC spectrum (blue line) in accordance with MIIPS phases previously recorded [10, 15]. The phase is compensated to within 0.001 rad over the entire pulse bandwidth indicating that distortions introduced by the high-NA objective are well compensated [10]. This implies there is negligible phase difference between the spectral components. The GDD obtained from the retrieved phase, in frequency space, (black data points) is measured at a wavelength corresponding to the central excitation wavelength using a polynomial (from equation 3)(green line).

The polynomial parameters for figure 3 are summarized in the table 1 below.

The GDD value determined in this instance is $2.36 \times 10^{-3}$ rad.ps$^2$. Coefficients of third and higher order terms are insignificant because MIIPS is only limited to the measurement of second
Table 1: Polynomial fit parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Error</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_0$ (rad)</td>
<td>0.0039</td>
<td>±0.0004</td>
<td>Envelope of phase propagation.</td>
</tr>
<tr>
<td>$k'$ (rad.ps)</td>
<td>-0.00116</td>
<td>±0.00005</td>
<td>Temporal shift of propagating pulse.</td>
</tr>
<tr>
<td>$k''$ (rad.ps$^2$)</td>
<td>0.00236</td>
<td>±0.00001</td>
<td>Group delay dispersion (GDD).</td>
</tr>
</tbody>
</table>

order polynomial coefficient [8]. Variation of GDD with scan position across recrystallized urea salt are shown in figure 4a. The GDD variation is as a result of the different urea thickness formed during recrystallization resulting in different optical path lengths.

As depicted in figure 4b, the focal position affects the GDD. This shows that unlike other techniques that permitted the measurement across the entire thickness of the sample [16, 17], the signal response from MIIPS depends on the focal position within the sample. The closer to the first surface the focus is, the smaller the GDD recorded which implies the pulse traverses a shorter distance thereby reducing the impact of GDD.

**MIIPS phase contrast imaging:** A potential application for this phase measurement technique is the possibility of implementing it in GDD (phase) contrast microscopy. Preliminary contrast imaging was conducted on recrystallized urea crystals and the 100μm β-barium borate (BBO) with camera images shown in figure 5. Phase contrast mapping generated via scanning a 5 × 5 grid in 1.5 μm steps is shown in figure 6 (a) and (b) respectively.

The GDD map of BBO shows an expected nearly constant GDD across the scan. In contrast to that of the BBO, the map of urea shows greater variation with a range from 1.5 to above 3.5 × 10$^{-3}$ rad.ps$^2$ implying that for a non uniform sample, the extracted phase acquired thorough the MIIPS process is sensitive to position. These results indicate that MIIPS can offer a new complimentary technique to phase contrast microscopy.

5. Conclusion
We have demonstrated the working principle of MIIPS as a temporal pulse characterization technique and its potential use as a complimentary phase contrast imaging technique. Variation of GDD with depth of focus indicates compression using MIIPS is carried out in the focal volume.
of the focusing objective. This makes it possible to extract information from a specific area and depth within a given material. We have also seen that for a non uniform sample, the extracted phase acquired thorough the MIIPS process is sensitive to position, and therefore suggests phase contrast imaging is possible.
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Abstract. Optical tweezers enable the application of piconewton forces on a microscopic particle inside living cells. This allows for a particle to be spatially manipulated in three dimensions. In this study, the optical tweezers are used to investigate the forces needed to stall the motion of vesicle-carrying molecular motors in onion (Allium cepa) cells. The optical tweezers were constructed and the trap strength was calibrated. An integrated microscopy imaging setup was used to see and trap vesicles transported by molecular motors in the cells. The force calibration was then used to determine the intracellular forces of the molecular motors.

1. Introduction
Optical tweezers have been well established in biological and biophysical laboratories [1]. The optical trapping and tweezing of particles is possible due to the fact that light can apply radiation pressure on particles [2]. In this work a stable, single beam optical trap is constructed and used to trap particles with a higher refractive index than their surrounding medium.

For particles that are much larger than the wavelength of the trapping light, geometric ray optics can be used to describe the optical trapping. As light propagates through the particle refraction occurs and the light exiting the particle will have a different direction and thus momentum ($\Delta p_{\text{light}}$ - see figure 1). The change of momentum of the light is away from the optical axis because the particle has a higher refractive index than the surrounding medium ($n_1 > n_2$). Due to conservation of momentum, the particle will experience a change of momentum and a force towards the optical axis ($\Delta p_{\text{particle}}$).

Light incident onto the particle will also scatter off the particle and induce a scattering force in the forward direction of the beam. The particle will therefore travel along the beam path. To overcome the scattering force and create a stable trap to keep the particle stationary along the optical axis, the trapping force must be increased sufficiently. This is achieved by arranging the rays in a converging manner, which translates to using a focused beam in an experimental setup. This is equivalent to creating an electric field with a steeper gradient thus producing a larger trapping force.

In this work an optical tweezers was constructed to measure the stall forces of molecular motors in onion (Allium cepa) cells. In the cell, molecular motors transport vesicles along the cytoskeleton (microtubules or actin filaments). Vesicles are spherical structures, encased by a lipid bi-layer, that hold proteins, nutrients, etc. Molecular motors assist with the efficient delivery of the above mentioned products in the cell by ‘walking’ along the cytoskeleton [3].
Figure 1. A particle in a laser beam will experience a force towards the optical axis ($\Delta p_{\text{particle}}$) due to the refraction of the transmitted light.

The vesicles have a higher refractive index than the cytosol and it is therefore possible to trap them using the optical tweezers. Vesicles transported by molecular motors are identified by observing vesicles moving along a linear path, assumed to be the cytoskeleton, at a near constant speed. The force needed to trap the vesicle gives a measure of the force with which the molecular motor transports the vesicle.

In order to determine the force needed to stall the motion of a vesicle carried by molecular motors, the force that the optical tweezers exert on a trapped particle must be determined. This is done by trapping silica beads of similar size to that of the vesicles and using the power spectrum method [4].

**Power spectrum method** A particle in the optical trap can be modeled as a driven damped harmonic oscillator where the motion of the particle is driven by its Brownian motion in the medium it is suspended in. The restoring force that the particle in the trap experiences for a displacement $x$ can be approximated by $F = -kx$. Here $k$ is the trap stiffness constant which can be determined using the power spectrum of the variance of the displacement of the particle’s position in the trap, which is measured on a position sensitive detector. From the power spectrum the corner frequency $f_c = \frac{k}{2\gamma}$ can be determined (where $\gamma = 6\pi \eta r$ is the viscous drag coefficient), and so too the trap stiffness constant. Here $\eta$ is the viscosity of the water (1.012 mPa.s) and $r$ is the radius of the trapped particle. Figure 3 shows the signal from the position sensitive detector for the $x$ coordinate, for a 1 $\mu$m bead’s position in the trap, as well as the corresponding power spectrum. The corner frequency is indicated on the figure.
2. Experimental setup

Figure 2 shows a brief schematic of the optical tweezers setup used in this work. A narrow bandwidth near-infrared laser (wavelength of 975 nm) is used since this wavelength reduces local heating as the samples are predominantly transparent in the near infrared region.

The laser light is coupled into a single mode optical fiber and expanded to ensure optimal filling of the back aperture of a high numerical aperture (NA of 1.25) 100X oil immersion microscope objective. The sample is placed on a cover slide and its position is controlled with a computer controlled 3-axis piezo translation stage with 5 nm step resolution.

The transmitted trapping beam is collected by a condenser lens (10X, NA 0.25). The trapping light is reflected by a dichroic mirror (DM2) and imaged onto a quadrant position detector (QPD).

The movement of a trapped bead relative to the trap center is measured on the quadrant position detector. The temperature of the sample is monitored and measurements are conducted under constant temperature conditions to ensure that the viscosity of the fluid remains constant.

The optically trapped particle in the sample is imaged onto a CMOS camera using a white light LED as a light source and a 150 mm focal length bi-convex tube lens.

For force calibration measurements, dielectric silica beads of average diameter 1.01 μm ±0.09 μm was used. These beads were suspended in distilled water at a low concentration to avoid trapping multiple beads simultaneously.

Onion cell samples are prepared by removing a single layer of cells from the membranous outer layer of the onion, and fixing this layer on a microscope cover slide. The sample is placed at the focus of the objective and the vesicles are observed by imaging them on the camera.

The power in the trap was measured before the light enters the objective and it is assumed that the light lost through the objective is negligible. By measuring the force exerted by the optical tweezers at various incident powers, a force calibration curve of the trap strength versus incident laser power can be determined. This is used to determine the stall forces of vesicle-carrying molecular motors.

3. Results and discussion

Using the optical tweezers setup described above, silica beads of 1 μm in diameter were trapped. Figure 4 shows frames of a video of the trapped bead held stationary while freely diffusing beads
in its surrounding are moved towards the left with respect to the trapped bead.

**Figure 4.** This figure shows the movement of a trapped 1 µm bead (circled in white) relative to the other freely diffusing 1 µm beads (circled in black). This is achieved by moving the sample to the left while the trap position remains stationary.

The force calibration was completed as described above and the results are shown in figure 5. The trap constant, \( k \), is shown to increase linearly along the \( x \) and \( y \) axes of the trap as the power in the trap increases. The parabolic approximation of the trap potential holds for a displacement equal to the length of the radius of the particle [5]. Therefore, for a 1 µm diameter particle typical forces are determined for a 0.5 µm displacement of the particle from the trap center. The trap exerts forces in the piconewton range on the particle (using \( F = -kx \)). For example, a 1 µm silica bead displaced 0.5 µm from the trap center experiences a restoring force towards the trap of 29 pN (\( k = 5.8 \times 10^{-5} \) N/m) along the \( y \) axis of the trap when the trap power is 0.1 W, which is in good agreement with literature [6]. The difference in trap stiffness along the \( x \) and \( y \) axes is due to astigmatism of the focus.

The optical tweezers was then used to trap vesicles in onion cells and to determine the stall forces of molecular motors in the cell. It was assumed that the viscosity of the cytosol is similar to that of water [7]. The diameter of the vesicles were measured to be between 0.42 µm to 1.12 µm. This is of the same size as the beads used to calibrate the trap. The refractive index of the vesicles is assumed to be similar to that of the silica beads [8]. The force calibration, depicted in figure 5, can therefore be used to determine the stall forces of the molecular motors transporting the vesicles in the onion cells.

The onion sample is placed in the focus of the optical tweezers setup. The optical resolution of the imaging setup only allows for the imaging of the vesicles and not the cytoskeleton or the molecular motors (figure 6). By observing the movement of the vesicles it can be seen that some vesicles follow linear paths across large distances (many microns) at a near constant speed. It is assumed that molecular motors are transporting these vesicles along the cytoskeleton. In figure 6 two such paths are indicated with the superimposed black lines.

The trap is positioned along the path of the motors and vesicles. The trapping laser’s power is increased until a vesicle is trapped, thus stalling the motion of the motor. The results of the stalling forces required is presented in table 1. The \( y \) component of the force calibration in figure 5 is used. It is used because it yields a higher trap stiffness value \( k \), and therefore gives an upper bound for the force of the molecular motor.

Again a displacement of 0.5 µm is selected to calculate the stall force from a given laser power and trap stiffness. The average force required to trap a vesicle attached to a molecular motor was measured as 16.8 pN. This is therefore the force required to stall a molecular motor transporting the vesicle. This force is significantly larger than the force required to trap a freely moving vesicle that is not transported along a linear path in the cell (not attached to a motor), 3.39 pN. For vesicles attached to a motor, the trap must overcome the pulling force of the motor.
Figure 5. Results of the force calibration for 1 μm beads are shown here. The linear fits as a function of the power \( P \) in the trap for the \( x \) and \( y \) axes of the trap are:

\[
\begin{align*}
    f_x(P) &= 2.7 \times 10^{-4} P \quad (R_x^2 = 0.93) \\
    f_y(P) &= 5.8 \times 10^{-4} P \quad (R_y^2 = 0.99)
\end{align*}
\]

Figure 6. In the still image of an onion cell, examples of vesicles are circled in black and the black superimposed lines indicate paths where vesicles are transported along the cytoskeleton by molecular motors. These are identified, because multiple vesicles follow the same path at near constant speeds.

Table 1. The stall force (component along the \( y \) axis of the trap) for vesicles transported by molecular motors is shown for displacements of 0.5 μm from the trap center. The force at which the molecular motor recovers and removes the vesicle from the trap is also shown. The average over multiple measurements, using various onion cells, is indicated and the standard deviation is indicated for these force measurements.

<table>
<thead>
<tr>
<th></th>
<th>Trapping of vesicles attached to molecular motors (50 measurements)</th>
<th>Trapping of free diffusing vesicles (22 measurements)</th>
<th>Releasing the vesicles from the trap (34 measurements)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average force [pN]</td>
<td>16.8</td>
<td>3.39</td>
<td>2.66</td>
</tr>
<tr>
<td>Standard deviation [pN]</td>
<td>2.57</td>
<td>0.756</td>
<td>1.94</td>
</tr>
<tr>
<td>Minimum [pN]</td>
<td>10.0</td>
<td>2.20</td>
<td>1.04</td>
</tr>
<tr>
<td>Maximum [pN]</td>
<td>21.9</td>
<td>4.52</td>
<td>6.84</td>
</tr>
</tbody>
</table>

transporting it along its path, whereas for a freely diffusing vesicle not transported along a path, the trap must only overcome the stochastic forces causing diffusion of the vesicle in the cell.

Subsequent to measuring the stall force of the molecular motor, the trap strength is decreased sufficiently such that the motor can move the vesicle out of the trap, and continue on its previous path. This highlights the nondestructive nature of the optical tweezers in that the vesicle is not detached from the molecular motor. It also confirms that it is the motion of the motor that is stalled. The average force at which the vesicle can escape the trap is 2.66 pN. The standard deviation in the results of the stall forces shown in table 1 can be attributed to size variation of the vesicles as well as the number of molecular motors attached to individual vesicles. The relatively large standard deviation can also be attributed to variation of the local viscosity within the cytoplasm since it is non-Newtonian [9], and the viscosity varies locally from that of...
water [10, 11] to values a hundred times greater than that of water [12, 13]. This variation in viscosity, in addition to the dense and complex structure of the cytoplasm [14, 15], affects the force required to trap and release a vesicle in the cell and can explain the variation in the results.

4. Conclusion
In this work an optical tweezers setup was constructed and used to investigate the stall forces of molecular motors in onion cells. The forces exerted by the optical tweezers were calibrated using silica beads of 1 \( \mu \)m in diameter suspended in water. Using the power spectrum of the variance of the displacement of the bead in the trap due to Brownian motion, the trap stiffness constant was determined for various trapping laser powers.

Due to the piconewton range of forces that the optical tweezers applies, it is a useful tool to study biological samples. There is a large interest in the biological sciences into the mechanisms and dynamics of molecular motors that transport cellular cargo [1]. In this study, vesicles transported by molecular motors along the cytoskeleton of the cell were trapped \textit{in vivo}. The nondestructive nature of the technique is demonstrated in the release of the trapped vesicle and further movement of the molecular motor that followed. Using the force calibration of the optical tweezers, the force required to stall the molecular motor’s motion was found to be in the order of piconewtons which is in agreement with literature [16].
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Abstract. Diabetes is associated with complicated wound healing and rapid wound progression which may be due to cells that fail to proliferate and differentiate, thus leading to ulcers and possible limb amputation. The administration of photobiomodulation (PBM) has been associated with increased cellular proliferation, a decrease in wound repair duration and an increase in wound flexibility. Most studies performed on PBM and myofibroblasts dwell mostly on fibrosis, and a minority of studies have investigated fibroblast differentiation for use in diabetic wound healing. This study aimed to determine the effect of PBM at 660 nm with 5 J/cm² on the differentiation of diabetic wounded human fibroblasts 48 h post-irradiation. This was achieved by measuring the expression of the fibroblast surface marker Thy-1 (CD90), proto-myofibroblast marker EDA fibronectin (EDA-FN), and the myofibroblast marker alpha smooth muscle actin (α-SMA) by immunofluorescence and flow cytometry. Post-PBM, there was a significant decrease in Thy-1, and an increase in EDA-FN and α-SMA, indicating the transformation of fibroblasts during wound healing. Photobiomodulation at 660 nm with 5 J/cm² stimulates cellular differentiation of diabetic wounded fibroblast cells into myofibroblasts, which contributes to the increased rate of wound healing.

1. Introduction
Diabetes Mellitus (DM) is a common metabolic disorder resulting from the lack of or resistance to insulin by cells [1]. As a result, blood glucose levels are high, which leads to a number of complications such as inflammation, nephropathy, retinopathy, neuropathy and cardiovascular disease [2], as well as delayed wound healing. Globally, DM is a growing problem and poses an economic burden to all countries [3]. In Africa alone, the number of cases of DM is expected to increase by 162.5% from 2017 to 2045. Individuals are at risk of limb amputations in their productive years due to impaired wound healing, resulting in an increased economic burden, as well as reduced quality of life. It is estimated that a lower limb or part of the lower limb is lost in every 30 seconds worldwide [2].

The normal wound healing process is characterized by three overlapping phases namely: inflammation, proliferation and remodeling. In diabetic or chronic wounds, the wound healing process remains trapped in the inflammation phase and cells do not differentiate to aid in wound closure. Fibroblasts are one of the cells that play a major role in wound healing. They infiltrate the wound site and differentiate into myofibroblasts which are liable for wound contraction. They also produce most of the extracellular matrix (ECM), collagens, matrix metalloproteinase (MMPs), tissue inhibitors of the...
matrix metalloproteinase (TIMPs) and glycosaminoglycans (GAGs) [4]. Fibroblasts express the cell surface marker CD90 or Thy-1. During wound healing they differentiate into extra domain-A fibronectin (EDA-FN) expressing proto-myofibroblasts, which finally differentiate into alpha smooth muscle actin (α-SMA) expressing myofibroblasts via the Smad pathway [5]. The presence of EDA-FN aids in the complete differentiation into myofibroblasts [6]. It is believed that in diabetic wounds this differentiation does not occur as the wound healing process remains stagnant in the inflammatory phase [7].

Photobiomodulation (PBM) is a non-invasive, non-thermal therapy which involves the application of red or near-infrared (NIR) light to stimulate, regenerate, protect and heal injured or degenerating tissues [8]. Its exact mechanism is not fully understood. However, it is known that PBM activates photoreactive proteins such as cytochrome C oxidase in the mitochondrion’s respiratory sequence, thus increasing the presence of adenosine triphosphate (ATP) in the cells [9]. This increase has been found to normalize cellular functions, decrease pain and activate the healing process. Most studies performed on PBM and myofibroblasts dwell mostly on fibrosis, and a minority of studies have investigated fibroblast differentiation for use in diabetic wound healing. The aim of this study was to investigate the effect of PBM on the differentiation of fibroblasts into myofibroblasts in diabetic induced wound healing in vitro using a 660 nm diode laser.

2. Materials and methods

Human skin fibroblast cells (WS1, ATCC® CRL-1502™) were grown according to standard techniques. Cells were continuously grown in minimal essential media (MEM) containing 10% foetal bovine serum (FBS), 0.1 mM non-essential amino acids (NEAA), 1 mM sodium pyruvate, 1% amphoterin B, 1% penicillin-strepтомycin, 2 mM L-glutamine, and to diabetic cultures 17 mMol/L D-glucose was added to achieve a diabetic model [10, 11]. Cells (6x10⁵ for immunofluorescence, and 1 x10⁶ for flow cytometry) were seeded into 3.4 cm² culture plates. A wound model was created via the scratch assay, in which a confluent monolayer of cells was scrapped with a sterile 1 mL pipette. Cells were irradiated with a 660 nm diode laser at a fluence of 5 J/cm² in the dark from above with the culture dish lid off. Laser parameters are shown in Table 1. This was followed by incubation for 48 h. Non-irradiated cells were used as controls (0 J/cm²). Immunofluorescence and flow cytometry techniques were performed.

For flow cytometry, harvested cells were pelleted and fixed with 0.5 mL cold flow cytometry fixation buffer (FC004, R&D Systems, Whitehead Scientific, South Africa) and incubated at room temperature (22°C) for 10 min. Following two washes with phosphate buffered saline (PBS), pelleted cells were re-suspended in 150 µL flow cytometry permeabilization /wash buffer I (FC005, R&D Systems, Whitehead Scientific, South Africa) and incubated for 30 min at room temperature (22°C) in 10 µL phycoerythrin (PE)-conjugated antibody (mouse, anti-Human CD90/Thy1, FAB2067P; mouse, anti-Human α-smooth muscle actin, IC1420p; R&D Systems, Whitehead Scientific, South Africa). Cells were washed twice with flow cytometry permeabilization /wash buffer I and re-suspended in 300 µL PBS for flow cytometric analysis on the BD Accuri C6.

For immunofluorescence, cells were fixed on a coverslip with 4% paraformaldehyde for 15 min at room temperature, permeabilized with 0.5% triton X-100 in PBS, and blocked with 1% bovine serum albumin (BSA) in PBS to prevent any non-specific binding. Cells were first labelled with primary antibody (sheep, anti-human CD90/Thy1, AF2067; mouse, anti-human alpha-Smooth Muscle Actin, MAB1420; R&D Systems, Whitehead Scientific, South Africa; and rabbit, anti-human EDA, HPA037972; Sigma-Aldrich, South Africa). After washing, cells were labelled with a fluorescently conjugated secondary antibody (557-conjugated Anti-Sheep IgG Secondary Antibody NL010; or 557-conjugated Anti-Mouse IgG Secondary Antibody, NL007; R&D Systems, Whitehead Scientific, South Africa; or FITC-conjugated Anti-Rabbit IgG antibody, D2706, Santa Cruz, Anatech Instruments (Pty) Ltd, South Africa; respectively). After washing, nuclei were counter stained with 1 µg/mL 4:6diamidino-2phenyndole (DAPI). The coverslip was mounted onto a slide and viewed on the Carl Zeiss Axio Z1 Observer using AxioVision software.
Statistical analysis was achieved on three repeats of each sample. The t-test was used to determine statistical differences using Sigma Plot version 13.0 (Systat Software Inc., San Jose, California) and was considered significant when $P<0.05$.

### Table 1. Laser parameters.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Diode laser</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength (nm)</td>
<td>660</td>
</tr>
<tr>
<td>Light source</td>
<td>Diode laser</td>
</tr>
<tr>
<td>Wave emission</td>
<td>Continuous wave</td>
</tr>
<tr>
<td>Spot Size (cm²)</td>
<td>9.1</td>
</tr>
<tr>
<td>Power output (mW)</td>
<td>100</td>
</tr>
<tr>
<td>Power density (mW/cm²)</td>
<td>11</td>
</tr>
<tr>
<td>Irradiation time</td>
<td>7 min 34 s</td>
</tr>
<tr>
<td>Energy density (J/cm²)</td>
<td>5</td>
</tr>
</tbody>
</table>

### 3. Results and discussion

Post-irradiation, Thy-1 immunofluorescence results revealed a decrease in signal for the irradiated diabetic wounded model (DW5J) as compared to the non-irradiated diabetic wounded model (DW0J) (figure 1). The flow cytometry results showed and confirmed this significant decrease ($P<0.001$) in Thy-1 in DW5J cells (1.2% of cells stained positive for Thy-1) as compared to their control DW0J (3.2% of cells stained positive for Thy-1) (figure 2). There was an increase in the proto-myofibroblast marker EDA-FN, as well as the myofibroblast marker $\alpha$-SMA, in the DW5J model compared to the control DW0J 48 h post-irradiation (figure 1). A significant increase in $\alpha$-SMA was confirmed in the DW5J model by flow cytometry ($P<0.001$), with 14.2% of the population staining positive for $\alpha$-SMA as compared to only 4.8% in the DW0J model (figure 2).

During normal wound healing, fibroblasts migrate into the wound site and secrete cytokines, growth factors and the ECM [5, 12]. Once activated they differentiate into myofibroblasts which also participate in ECM secretion and wound size reduction through contraction [5, 13]. In DM there is little production and quick removal of collagen, which is the main content of the ECM. This leads to debilitated wound healing and cells remaining senescent in the inflammation phase. Maione et al observed that in diabetic wound healing, fibronectin (FN) content is increased and the ECM deposited is thinner in comparison to normal wound healing, they then concluded that the increased FN hindered the secretion of a more mature ECM which is excreted by myofibroblasts [14]. This suggests that in diabetic wound healing differentiation of fibroblasts does not occur, and if it does occur it remains in the proto-myofibroblast phenotype, hence the increased FN. Modern day treatments of diabetic and chronic wounds are associated with failure and relapse which increases the expense of wound care [7].

PBM has been proven to stimulate cellular processes without any harmful effects. It works by stimulating cytochrome C oxidase leading to increased ATP production, cellular regeneration, and enhanced survival and proliferation. Increased ATP is evidenced by the activation of cellular pathways associated with wound healing, cell differentiation and proliferation [8, 15]. A study done on dermal wounded and immunosuppressed rats irradiated at 810 nm showed a reduction in the pro-inflammatory cytokine tumour necrosis factor-alpha (TNF-$\alpha$), and an increase in the expression of fibroblast growth factor receptor (FGFR-1) and FN, which enhances the protein expression of $\alpha$-SMA. This showed that PBM results in an increase in cellular motility and contractility, which is linked to an increased expression of $\alpha$-SMA [16].
Figure 1. Diabetic Wounded (DW) fibroblasts irradiated with 660 nm at a fluence of 5 J/cm² (DW 5 J/cm²) and control cells (non-irradiated 0J/cm²; DW 0J/cm²). Cells were incubated for 48 h and stained for the Thy-1 marker with NL557-conjugated anti-sheep IgG antibody (red); EDA-FN was stained with FITC-conjugated Anti-Rabbit IgG antibody (green); and α-SMA was stained with NL557-conjugated anti-Mouse antibody (red). Nuclei were counterstained with DAPI (blue).

Figure 2. Flow cytometry analysis of Thy-1 and α-SMA in irradiated (5 J/cm²) and non-irradiated (0 J/cm²) diabetic wounded (DW) cells incubated for 48 h. Statistical significance is shown as ***p<0.001 (SEM) in comparison to non-irradiated cells (0 J/cm²).
Studies have shown that laser irradiation at 660 nm and a fluence of 5 J/cm² has the ability to stimulate wound healing, increase cellular proliferation and enhance cellular viability [17; 18]. Naderi and colleagues have also shown that higher fluences do not have any effect compared to their respective non-irradiated controls [18]. This brings us back to the biphasic dose response phenomenon, which denotes the “Arndt-Schulz Law”, in which low doses can result in insignificant effects, while too much light delivery can result in inhibition [19]. In this study, PBM at 660 nm with 5 J/cm² has proved to stimulate the transition of fibroblasts into myofibroblasts by decreasing Thy-1, and increasing EDA-FN and α-SMA in irradiated diabetic wounded fibroblasts, which is vital for proper and successful wound healing.

4. Conclusion
The aim of this study was to determine the effect of PBM at 660 nm with 5 J/cm² on the differentiation of diabetic wounded fibroblasts into myofibroblasts 48 h post-irradiation. The results obtained indicated that PBM had a positive effect on irradiated diabetic wounded fibroblast cells (DW5J), and therefore resulted in a significantly increased rate of differentiation of fibroblasts into myofibroblasts in comparison with the non-irradiated model (DW0J). Hence, the evident decrease in Thy-1, and increase in EDA-FN and α-SMA expression at 48 h in irradiated cells (DW5J). This transition is important since myofibroblasts play a major role in wound contraction and ECM deposition to achieve successful wound healing. This contributes to the knowledge that PBM has therapeutic properties which enable it to stimulate wound healing in diabetic wounded cells in vitro, thus increasing the chances of its application and acceptance as one of the therapeutic modalities in chronic and diabetic wound care.
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Investigation of a specifically targeted photosynthetic nanoparticle drug delivery system for enhanced photodynamic therapy treatment of metastatic melanoma
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Abstract. Metastatic melanoma (MM) is the 6th most common cancer diagnosed worldwide, with approximately 100,000 annual related deaths. Photodynamic therapy (PDT) is a photochemotherapeutic cancer treatment that utilizes a photosensitizer (PS) drug that, when activated by laser light at a specific wavelength, yields reactive oxygen species (ROS), which in turn induces cell death. However, due to the passive diffusion of PSs, normal surrounding cells are sometimes affected and their targeted concentrations in cancer cells tends to be minimal, thus limiting the effectiveness of this treatment. Therefore, a multicomponent drug targeting strategy is often applied to improve PS specific delivery and concentration in cancer cells only, which in turn can improve the effectiveness of PDT. Thus, the intention of this study was to improve the photosynthetic drug delivery of Zinc Phthalocyanine Tetrasulfonic acid (ZnPcS₄) in MM cells, by enhancing its chemical structure. ZnPcS₄ was successfully conjugated to pegylated gold nanoparticles (AuNP) to maximize its solubility and stability, as well as bound to active tumour-associated antibody-antigens (Anti-MIA Ab) to aid in specific targeted PS delivery. Within in vitro cultured MM (A375) cells, the final molecular drug conjugate proved to have enhanced subcellular uptake in cells, when compared to ZnPcS₄ PS drug delivery alone. Moreover, after conducting in vitro PDT experiments a significant amount of 76% cytotoxicity was noted in cells which were treated with final molecular conjugate, versus 48% cytotoxicity when ZnPcS₄ PS drug was administered alone. Suggesting, that overall the final molecular drug conjugation combination of ZnPcS₄ with AuNP and anti-MIA Ab, proved to enhance the treatment capabilities of PDT for MM through improved PS drug delivery via active targeting mechanisms.

1. Introduction

Cancer is the rapid abnormal proliferation of cells to produce either benign or malignant tumours.[1] Malignant tumours often spread to surrounding tissues and move throughout the body using circulatory or lymphatic systems, causing metastasis.[2] Melanoma is extremely invasive and due to this it is considered one of the deadliest skin cancers at present.[3] MM is the 6th most common cancer diagnosed worldwide, with approximately 100,000 annual related deaths.[4] Melanoma originates in the deepest regions of the epidermis and in the beginning of the dermis, where melanocytes which produce the melanin pigment are located.[5, 6] MM is Stage IV of skin cancer and occurs when cancerous cells have metastasized and developed in other organs that are located far from the primary site of occurrence.[5] In the last 50 years the incidence rate of MM has increased more significantly when compared to other types of cancer.[6] It is crucial to detect melanoma in the early stages, as once it metastasized it is difficult...
to locate where it originated, and so plays a major role in patient survival rates as surgery is no longer an option due to multiple secondary sites and thus makes it more difficult to treat.\[6\]

PDT is an unconventional treatment used to treat cancer, which has been investigated for the past 3 decades.\[7\] It utilizes a PS which is a light sensitive drug that when activated at a specific wavelength causes excitation.\[8\] This excitation process causes the PS to produce ROS, which induce damage to the cells through photo-cytotoxicity caused by oxidative stress which renders the cells inactive.\[9\] This is a less invasive form of cancer treatment as the cancerous tumour region is targeted and produces localized destruction with limited side effects when compared to conventional treatments like chemotherapy and radiation.\[10\]

The PS Zinc Phthalocyanine Tetrasulfonic acid (ZnPcS4) is a second generation metallated phthalocyanine sensitizer that can be used in phototherapeutic applications, with minimal dark toxicity.\[11\] It contains a zinc diamagnetic central atom, which determines not only the high triplet state quantum yields of ROS, but also the prolonged lifespan of the molecule once excited.\[11\] The PS also contains various sulfonated thiol groups which makes it hydrophilic and so increases its solubility in terms of cellular uptake.\[12\] Studies reported post-irradiation that when 5 µM of ZnPcS4 was applied to in vitro cultured human MM cells and PDT light induced at a wavelength of 680nm with a fluence of 10 J/cm², more than 50% growth inhibition and apoptotic cell death cytotoxic side-effects were noted.\[13\]

Passive targeting strategies are often accomplished when the PS that is bound to the nanoparticle (NP) accumulates within the tumour cells, this passive diffusion is due to the characteristics that the NPs have.\[14\] For effective PDT, functionalized NP platforms need to be used to enhance PS drug delivery and each type has their own individual advantages, whether it may be passively or actively absorbed by tumour cells.\[15\] The characteristics which NP exhibit are that they have a large surface-area-to-volume ratio; they have simple surface chemistry with the possibility of engineering and functionalization; small dimensions so they can easily accumulate in cells due to the enhanced permeability and retention (EPR) effect; and NPs go undetected by the immune system barriers as they mimic biological molecules and can combine to other molecules such as PSs which improves and enhances drug delivery.\[16\] AuNPs have been extensively investigated in PDT induced cancer treatments as they have tuneable optics and photothermal properties, which allows for the conversion of laser light into heat improving targeted cellular destruction.\[17\] NPs can be further functionalized into active targeting molecules through the attachment of molecules which are specifically compatible to targeted receptor tumour sites on the surface of the cancer cell.\[16\]

Active targeting strategies have been used by incorporating cell-targeting peptides or antibodies (Ab) onto a NP surface is highly desirable in PDT therapeutic applications, as it allows for selective cell tumour cell targeting.\[17\] The protein Melanoma Inhibitory Activity (MIA) was identified as a key component that was involved in the progression and metastasis of MM.\[18\] Studies noted that MM cells tend to over express MIA, as it is a melanoma-cell specific antigen, which plays a vital role in carcinogenesis and is not expressed in melanocytes. Thus, MIA has been utilized as a biomarker for diagnosis and detection of MM as it is highly specific and a sensitive marker for MM.\[18\]

2. Methodology

2.1. Chemical Synthesis of Multicomponent Nanoparticle Drug Based System

Equal ratios of HS Pegylated 500 amine functionalized AuNP (Sigma 765309) were added to 500µM ZnPcS4 (w/v in 0.001M PBS) (CAS 61586-86-5) and vortexed overnight at room temperature, with 15000rpm rotation speed to promote spontaneous ligand exchange and absorption. The mixture was then purified by centrifugation at room temperature (15000rpm for 1hr) and the pellet was re-suspended in 1ml 0.001M PBS. To conjugate the Anti-MIA Ab (ab166932) to the previous AUNP-ZnPcS4 molecular suspension, an amide bond was achieved through EDC N-(3-Dimethylaminopropyl)-N′-ethyl carbodiimide hydrochloride and NHS (N-Hydroxysulfosuccinimide sodium salt), through a two-step coupling activation of the carboxylic terminus of the Anti-MIA Ab, which was then purified by
ultrafiltration centrifugation. 200 µg/ml of activated Anti-MIA was then added to 1ml of conjugated AuNP-ZnPcS₄ and vortexed overnight. This allowed the activated carboxylic moiety succinimidyl ester of the Ab to react with the amine functionalized group on AuNP and so stable amide bond was induced. Characterization and photostability of the final molecular conjugate were performed using UV-visible spectroscopy.

2.2. Cell Culture

MM cancer (A375) cells were cultured in Dulbecco’s modified Eagle’s media, 15% foetal bovine serum, 0.1% penicillin-streptomycin and 0.1% amphotericin-B, with incubation at 37°C, 5% CO₂ and 85% humidity. Cells (2.5 X 10⁵/ml) were seeded into various experimental and control culture dishes. Dose response studies were conducted to determine the lowest concentration to induce 50% cytotoxicity (ICD50), which is required when administering ZnPcS₄ alone, to regulate and compare the effective PDT concentration that was needed within final molecular conjugate PDT experiments which displayed enhanced cellular targeting abilities. The PDT results are not shown; however, it was noted that 2.5µM ZnPcS₄ was the most effective in inducing ICD50, in MM cells, thus within final molecular conjugate experiments MM cells received 2.5µM ZnPcS₄ + AUNP + Anti-MIA Ab. Laser photo-irradiation experiments were conducted using a continuous semiconductor diode laser (Oriel Corporation) emitting at a wavelength of 673 nm with a fluence of 10J/cm². All control and experimental groups after treatment were then additionally incubated for 24 hrs in fresh, drug-free media before cytotoxicity biochemical responses were determined.

2.3. Sub Cellular Localization of Multicomponent Nanoparticle Drug Based System

Immunofluorescent staining was used to determine the successful uptake of ZnPcS4. A375 cells were grown on glass coverslips in culture dishes. An hour prior to observation, cells were stained with ICAM-1 mouse monoclonal IgG, goat anti-mouse IgG-FITC human absorbed fluorescein13, to enhance membrane matrix proteins for observation, and then fixed with paraformaldehyde for nuclei counterstaining with 40-6-Diamidino-2-phenylindole (DAPI). Slides were examined using the Carl Zeiss Axio Z1 immunofluorescent microscope, to observe blue DAPI counter stained nuclei and green FITC ICAM-1 membrane proteins in cells, while the Cy5 auto fluorescent signal of ZnPcS₄ was noted to detect enhanced cellular uptake of the final conjugate in cells.

2.4. Cytotoxicity Biochemical Assays

The non-radioactive CytoTox96® assay (Promega G1780) was used to measure lactate dehydrogenase (LDH) supernatant released from cells cytosol upon cellular membrane damage before and after treatment in 96 micro well plates. Absorbance was read using a Victor®microplate reader (Perkin-Elmer) at 490nm and results interpreted quantitatively.

3. Results and Discussion

3.1. Characterization of Multicomponent Nanoparticle Drug Based System

The final molecular conjugate was found to be photostable over its period of experimental utilization. With reference to Figure 1, the AuNPPEG-CSH-NH and ZnPcS₄ visible absorption spectrum peaks were not affected after conjugation and remained prominent, however lowered in absorption and so a final conjugate concentration of 227µM ZnPcS₄ was found to be bound to 0.89 X 10¹⁵ AuNP particles/ml, which could effectively be diluted to 2.5µM ZnPcS₄ in relation to ICD50 dose response assays. Moreover, the ZnPcS₄ absorption spectrum peak at 673nm remained present after final conjugation, suggesting the PS properties were preserved for PDT effective ROS and singlet oxygen yield production. Lastly, the peaks of the final molecular conjugate did slightly broaden, however remained smooth, suggesting an increase in molecular size due to bonding with additional components with minimal
aggregation and the slight shift in resonance peak position of AuNP after conjugation indicated the Ab and PS had been successfully conjugated to its surface.

**Figure 1:** UV-visible spectrophotometry absorption and fluorescence spectra of final molecular conjugate and controls.

### 3.2. Sub Cellular Localization of Multicomponent Nanoparticle Drug Based System

**Figure 2:** Immunofluorescent Staining of final molecular conjugate and controls.

Live cell imaging immunofluorescent staining was used to determine subcellular localization and uptake of the PS (ZnPcS₄) alone versus the final molecular conjugate (AUNPPEG500-SH-NH + ZnPcS₄ + Anti-MIA Ab) within in vitro cultured MM cells (Figure 2). MM cells showed poor uptake of ZnPcS₄ PS drug alone, however when conjugated to the AuNP and Anti-MIA Ab, improved and concentrated PS drug uptake was observed in cellular cytoplasm and nuclei. These findings suggest that the targeting affinity of the PS drug conjugate in relation to Anti-MIA Ab biomarker specify for MM A375 cells was functional, and so improved the subcellular localization and concentration uptake within these cells.
3.3. Cytotoxicity Biochemical Assays

Figure 3: Cellular Cytotoxicity of Final Molecular Conjugate before and after PDT

With reference to Figure 3, the LDH positive control represents 100% cellular cytotoxicity in MM cells, due to cell lysis and so was used as a standard reference to calculate percentage cytotoxicity in all control and experimental groups. The control group of cells only, was used as a standard reference for viable MM cells, which obviously reflect no cellular cytotoxicity, for statistical comparison in all other control and experimental groups. In control groups, which received laser irradiation only, no significant increase in cellular cytotoxicity was noted. This indicates that laser irradiation at 673 nm with a fluency of 10 J/cm² has no phototoxic side effect on cultured MM cells. Within control groups which received 2.5 µM of ZnPcS₄ PS drug only, no significant cytotoxicity was noted. These results suggest that the administration of PS drug to MM cells in the absence of light has no dark toxic side effects. Additionally, there was no significant cellular cytotoxicity observed in MM control groups, which received control 2.5 µM ZnPcS₄ – AuNP-PEG5000-SH-NH₂ or experimental 2.5 µM ZnPcS₄ – AuNP-PEG5000-SH-NH₂ – Anti-MIA Ab final molecular PS drug conjugate administration alone. These findings indicate that even when the ZnPcS₄ PS drug was bound to either AuNP-PEG5000-SH-NH₂, as well as Anti-MIA Ab, it remained stable pre-PDT and had no cytotoxic effects on cells. The results from these control groups were used as a reference so that the findings from the final molecular conjugate PDT experimental groups could be compared to these control references, making it possible to identify significant increases in cellular cytotoxicity (P < 0.05*) (P < 0.01**) (P < 0.001***).

All PDT treated experimental groups showed a highly significant cellular cytotoxicity values when compared to the control of MM cells only, however these significant increases percentage values varied over the different groups. Within PDT experimental groups which received 2.5 µM ZnPcS₄ PS drug only and 10 J/cm² laser irradiation, a significant increase of 45 % (*** ) cellular cytotoxicity was noted. Whereas, within PDT experimental groups which received 2.5 µM ZnPcS₄ – AuNP-PEG5000-SH-NH₂ and 10 J/cm² laser irradiation an even higher significant increase of 59 % (*** ) was found. These findings suggest that the binding of ZnPcS₄ PS drug to AuNP-PEG5000-SH-NH₂ promoted its passive uptake in cultured MM cells and so when subjected to laser irradiation their PDT induced cytotoxicity significantly increased. However, the most significant increase of 76 % (*** ) in cellular cytotoxicity was found in PDT experimental groups, which received 2.5 µM ZnPcS₄ – AuNP-PEG5000-SH-NH₂ – Anti-MIA Ab. Overall, the final molecular ZnPcS₄ PS drug conjugate induced far more significant cytotoxicity (76%) in MM cells after PDT treatment, when compared to PS drug alone PDT treatment.
(48%) at the same PS concentration. These findings suggest that the conjugation of Anti-MIA Ab to ZnPcS4 – AuNP-PEG5000-SH-NH2, within the final molecular conjugate actively, as well as specifically enhanced PS drug uptake in MM cancer cells and so improved PDT cytotoxic treatment outcomes enormously.

4. Conclusion

ZnPcS4 PS was successfully conjugated to PEG500-SH-NH, to maximize its solubility and stability, as well as bound to active tumour-associated antibody-antigens (anti-MIA Ab) to aid in specific targeted PS delivery. Within in vitro cultured MM (A375) cells, this final molecular drug conjugate proved to have far more enhanced and concentrated cellular uptake of ZnPcS4 PS, than when just administered without drug delivery modification. Moreover, the final molecular ZnPcS4 PS drug conjugate induced far more significant cytotoxicity (76%) in MM cells after PDT treatment when compared to PS drug alone PDT treatment (48%) and the same PS concentration was applied.

This suggests that the multicomponent AuNP PS drug-based system did have specific MIA antigenic targeting abilities for the active and far more concentrated photosynthetic drug delivery of ZnPcS4 in MM cancer cells. Thus, the final molecular conjugate did in fact enhance PDT treatment in MM cells, though increased theranostics, as well as far more specific and targeted PS drug delivery, improving cellular uptake and overall cytotoxicity cell death induction. In relation to this studies increased specificity of PDT treatment, future investigative approaches will include the use of another normal cell line in order to be able to compare efficiency result outcomes.
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Abstract. Terahertz time-domain transmission spectroscopy is a powerful tool for performing non-destructive spectroscopy on many materials. One known limitation of this spectroscopy technique is that it is not well suited for use with optically dense materials, such as aqueous solutions. One method to circumvent this limitation is by working in reflection, as opposed to transmission. In order to avoid alignment complications introduced by changing between a reference mirror and sample, as is required for standard specular reflection spectroscopy, ellipsometry can also be implemented which avoids the need for a reference. In our lab we have constructed a terahertz time-domain ellipsometer. In order to test data extraction techniques for the constructed setup, simulated measurements were generated to test the constraints of the setup. These simulated measurements can be used to construct data extraction algorithms for future measurements. It is found that the simulated data matches the experimental data, and thus the simulated data can be used for testing data extraction techniques developed for our setup.

1. Introduction
Terahertz (THz) radiation is a powerful tool for performing non-destructive spectroscopy on many materials. Most commercial and reported systems operate in transmission [1–3], but this does not allow for the examination of optically dense materials, such as aqueous solutions [4]. One method for circumventing such limitations is to work in reflection. This can be problematic, since it introduces alignment errors, due to changes between the sample and a reference mirror being required [5]. The alignment tolerance between the sample and mirror is experimentally challenging (< 1 µm positional accuracy) [5]. In our lab we have implemented ellipsometry to avoid the need for a reference, since this technique compares the s- and p-polarized light reflected from a sample in order to obtain information about the sample [6]. A custom designed time-domain THz ellipsometer has been constructed in our laboratory and is operational. In order to test the validity of the measurements as well as the extracted material parameters, experimental measurements are simulated. Material parameters can then be extracted from the simulated data, thereby testing the extraction model for accuracy.

Several steps are required to generate the expected THz time-domain electric field. This process is depicted by the flow diagram in figure 1. First an initial THz time-domain electric field, \( E_0 \), is generated. This field is then transformed to the frequency domain via a Fast Fourier Transform (FFT). The dielectric medium is represented by frequency domain transfer functions for both the p- and s-polarizations. These transfer functions contain the material properties of interest namely the frequency dependent refractive index and extinction coefficient.
Figure 1. Flow diagram of the simulation process illustrating that all calculations occur in the frequency domain and measurements in the time domain.

Multiplication of the incident electric field with the transfer functions yields the expected detected signals (p and s) in the frequency domain. These two signals are then Fourier transformed to the time-domain, in order to represent the measured signals.

2. Incident THz time-domain electric field

In our setup we make use of photo-conductive antennae to generate THz radiation. Photo-conductive antennae are dipole antennae that are printed on photo-conductive substrates with short excitation lifetimes. Femtosecond laser pulses are used to optically trigger these antennae. When triggered, these antennae allow for a single electric current oscillation, which leads to the generation of THz electric fields. The electric field generated by the photo-conductive antenna can be described by the following equation [7]:

\[
E(r, t) = \frac{l_e}{4\pi\varepsilon_0 c^2 r} \frac{\partial J(t)}{\partial t} \sin \theta \quad (1)
\]

\[
J(t) = \frac{e\tau_s}{m} E_{DC} I^0_{opt} \int_0^\infty e^{-(t-t')^2/\tau_p^2-t'-t'/\tau_s}[1 - e^{-t'/\tau_s}] dt'. \quad (2)
\]

where \(J(t)\) is the current in the dipole, \(l_e\) the effective length of the dipole, \(r\) is the distance between the emitting and receiving antennae and \(\theta\) the polar observation angle for the dipole. For the purposes of this simulation, \(\theta\) is taken to be 90°, since the optical path is perpendicular to the emitter. The carrier lifetime of the substrate is represented by \(\tau_c\), \(\tau_s\) is the momentum relaxation time of the substrate, \(m\) is the effective mass of the charge carriers, \(e\) is the charge of an electron and \(E_{DC}\) is the applied bias field. A Gaussian pump pulse with a temporal width, FWHM, \(\tau_p\) and intensity of \(I^0_{opt}\) is used [7].

Our pump pulse has a width (FWHM) of 90 fs, the substrate on which the antennae are printed has an excitation lifetime of 300 fs (in our setup we use low temperature grown GaAs as
the substrate), the momentum relaxation time is 25 fs, \( l_e \) is 20 \( \mu \)m and \( r \) is 45 mm (the distance between the emitter and the first collimation optic in our setup). The electric field represented by figure 2 is generated via equation 1.

![Figure 2](image1.png)  
**Figure 2.** Time-domain electric field generated via equation 1 for a 20 \( \mu \)m antenna on low temperature grown GaAs.

![Figure 3](image2.png)  
**Figure 3.** Frequency-domain electric field generated by performing an FFT on the electric field displayed in figure 2.

These values were chosen, since they correspond to the system in our laboratory [7].

It is easier to calculate the transfer functions for a sample in the frequency domain. In order to transform the THz electric field to the frequency domain a FFT is used. The FFT amplitude data for figure 2 is represented by figure 3.

3. Material transfer functions

In our simulation we will consider a single layer dielectric medium. According to the Fresnel equations, at the interface between two mediums with different refractive indexes, part of an incident electric field will be reflected and part will be transmitted.

![Figure 4](image3.png)  
**Figure 4.** A diagram depicting the light-matter interaction for a single-layered dielectric sample.

Using Snell’s laws the angle of transmission can be calculated and it is known that the angle of reflection is the same as the angle of incidence. According to the Lorentz model, as light travels through a medium, it undergoes both absorption and retardation [8]. In the case of a single layer dielectric medium, both external and internal reflections occur in the medium. A
depiction of this process can be seen in figure 4. Considering a material with refractive index $n(f)$, extinction coefficient $k(f)$ and thickness $d_0$, we can calculate the expected reflected s- and p-polarized electric fields as follows:

$$E_s(t) = r_{s0}E_{s0}(t) + t_{s0}r_{s2}t_{s1}X^2E_{s0}(t - 2\tau) + t_{s0}r_{s2}^2t_{s1}X^4E_{s0}(t - 4\tau) + \ldots$$

$$= r_{s0}E_{s0}(t) + t_{s0}r_{s2}t_{s1}\sum_{j=0}^{\infty} (r_{s1}r_{s2}X^2)^jE_{s0}(t - (j + 1)2\tau)$$

$$E_p(t) = r_{p0}E_{p0}(t) + t_{p0}r_{p2}t_{p1}X^2E_{p0}(t - 2\tau) + t_{p0}r_{p2}^2t_{p1}X^4E_{p0}(t - 4\tau) + \ldots$$

$$= r_{p0}E_{p0}(t) + t_{p0}r_{p2}t_{p1}\sum_{j=0}^{\infty} (r_{p1}r_{p2}X^2)^jE_{p0}(t - (j + 1)2\tau)$$

$$\tau = \frac{dn}{c}$$

$$X = e^{-\frac{2\pi fd}{c}}$$

$$d = \frac{d_0}{\cos \theta_1}$$

$$\theta_1 = \sin^{-1}\left(\frac{n_0}{n_1}\sin \theta_0\right)$$

where $t_{s0}$, $t_{p0}$, $r_{s0}$, $r_{p0}$ are the transmission and reflection coefficients for the interface between the initial medium and the sample. The transmission and reflection coefficients for the interface between the sample and the initial medium are represented by $t_{s1}$, $r_{s1}$, $r_{p1}$ and $t_{s2}$, $t_{p2}$, $r_{s2}$, $r_{p2}$ represent the transmission and reflection coefficients for the interface between the sample and the medium following the sample. These coefficients are calculated using the Fresnel equations. The attenuation and retardation coefficients, $X$ and $\tau$, are as described by the Lorentz model [8].

The distance that the electric field travels trough the medium is represented by $d$. The complex refractive indexes of the initial medium, the sample and the medium following the sample are represented by $\tilde{n}_0$, $\tilde{n}_1$ and $\tilde{n}_2$.

Due to the complex refractive index being frequency dependent, it is preferable to work in the frequency domain. Working in the frequency domain also allows for the transfer function associated with the medium to be separated from the electric field. To achieve this, a Fourier transform is performed on the electric fields

$$E_s(f) = (r_{s0}(f) + t_{s0}r_{s2}t_{s1}A\sum_{j=0}^{\infty} (r_{s1}r_{s2}A^2)^j)E_{s0}(f)$$

$$E_p(f) = (r_{p0}(f) + t_{p0}r_{p2}t_{p1}A\sum_{j=0}^{\infty} (r_{p1}r_{p2}A^2)^j)E_{p0}(f)$$

$$A = e^{\frac{-2\pi fd}{c}}e^{\frac{-2\pi kd}{c}}$$

$$= e^{-\frac{2\pi fd}{c}}\frac{\sin \theta_1}{\sin \theta_0}$$

4. Simulated THz electric field

Using equation 11 and 12 it is now possible to simulate a THz electric field for a dielectric sample. As an example, if we take a sample that has a flat real refractive index of 3.4177, a flat absorption coefficient of 0.03 cm$^{-1}$ and a thickness of 500 µm, that is surrounded by air, the following electric fields in the frequency domain are generated.
Figure 5. Frequency-domain electric fields generated by equations and for a sample with real refractive index 3.4177, absorption coefficient 0.03 cm$^{-1}$ and thickness 500 µm.

These values are based on the characteristics of high resistivity silicon [9, 10].

Figure 6. A diagrammatic representation of the experimental setup used by our lab.

By using an IFFT the electric fields can be transformed back to the time-domain. Experimental data for this sample was measured using a setup with a layout as depicted in figure 6. Since the experimental setup performs its measurements in the time-domain, it is convenient to compare the simulated data and experimental data in the time-domain.

By comparing figure 7 and 8, it is found that the simulated data correlates with the experimental data. The time delay between successive pulses correspond and, the phase shifts in pulses are as expected in both the simulated and experimental data (seen in pulses
flipping when a $\pi$ phase-shift occurs). Finally, the decrease in amplitude between successive pulses is also well matched.

5. Conclusion
The applicability of time-domain THz ellipsometry relies heavily on the quality of the material parameters that can be extracted from experimental data. In order to verify extracted material parameters, we have successfully simulated real time-domain THz ellipsometry measurements on high resistivity single crystalline Silicon, and compared these simulations to experimental measurements. The simulations and measurements agreed in shape and structure, which lends credibility to the simulated data. This simulated data will in future be used to test our material parameter extraction algorithms, in order to verify their accuracy. This verification is crucial in validating material parameters extracted from our experimental measurements of unknown or complex samples.
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Abstract. The DArk Matter Particle Explorer (DAMPE) recently reported an excess of electrons/positrons above expected background fluxes even when a double power-law background spectrum is assumed. Several dark matter models that involve TeV-scale leptophilic WIMPs have been suggested in the literature to account for this excess. All of these models are associated with the presence of a nearby dark matter clump/over-density.

In this work we set out to explore how current constraints from observational data impact the suggested parameter space for a dark matter explanation of the DAMPE excess, as well as make projections of the capacity of LOFAR and the up-coming SKA to observe indirect radio emissions from the nearby dark matter over-density.

We show that LOFAR is incapable of probing the parameter space for DAMPE excess models, unless the dark matter clump is in the form of an ultra-compact mini halo. Fermi-LAT limits on dark matter annihilation are unable to probe these models in all cases. Limits derived from diffuse Coma cluster radio emission can probe a substantial portion of the parameter space and muon neutrino limits inferred from galactic centre gamma-ray fluxes heavily restrict muon coupling for the proposed WIMPs. The SKA is shown to be able to fully probe the parameter space of all the studied models using indirect emissions from the local dark matter over-density.

1. Introduction

The DArk Matter Particle Explorer (DAMPE) has reported the direct detection of a break in cosmic ray electron spectrum at an energy $\sim 1$ TeV [1]. This corresponds to an excess in the electron/positron flux around 1.4 TeV. Many recent works have proposed Dark Matter (DM) models to account for this excess via the annihilation of WIMPs and subsequent decay of a leptophilic mediator [2, 3, 4]. A common element of all these models is that they contain leptophilic WIMPs of TeV mass and require the presence of an over-dense clump of DM within a radius $< 1$ kpc of the solar system in order for the DM models to also satisfy DM cosmological abundance constraints on the annihilation cross-section.

In this work we will explore the effects of current data on the parameter space for all the cases presented in [2, 3, 4]. We agree with the arguments in [2, 3, 4] that current gamma-ray limits from Fermi-LAT [5] don’t have any substantial impact on constraining the proposed DAMPE excess DM models. However, we show that radio limits from the Coma cluster derived in [6], and limits from muon neutrino fluxes inferred from gamma-ray fluxes from the galactic centre [7] can make some impact on the allowed parameter space. We then explore the discovery potential for the necessary DM clumps with Low Frequency ARray (LOFAR) and the Square Kilometre Array (SKA) in radio. In so doing we show that only the SKA has the potential to completely rule out DAMPE models by hunting for radio emissions from the necessary local DM clump.
This paper is structured as follows: in section 2 we discuss the candidate models in more detail, in sections 3 and 4 we detail the DM annihilation formalism and the subsequent radio emissions. In sections 5 and 6 we provide information on the current constraints on DM we employ and the telescope sensitivities respectively. Finally, in sections 7 and 8 we display and discuss our results.

2. Dark Matter Models for the DAMPE Excess

The DM models considered are heavy leptophilic WIMPs $\psi$ that couple to the Standard Model particles via a heavy mediator that is too large to allow for the decay of the WIMP [2, 3]. Hence only annihilation will be considered here. We will consider the following ranges from the models listed above: $\psi$ couples to muons and electrons and spans a mass range around 1.4 to 1.7 TeV with cross-sections ranging from $3 \times 10^{-26}$ to $5 \times 10^{-24}$ cm$^3$ s$^{-1}$ in accordance with [2]. The emissions stem from a DM clump of mass $10^6$ M$_\odot$ within a distance of 0.1 kpc [2] or a Ultra-Compact Mini-Halo (UCMH) of mass $\sim 3$ M$_\odot$ within a distance of 0.3 kpc [4]. For details of the UCMH formalism we refer the reader to [8, 9].

The second set of models considered has $\langle \sigma V \rangle = 3 \times 10^{-26}$ cm$^3$ s$^{-1}$ with the electron only coupling ($e^+e^-$) and three lepton democratic coupling (3$l$) cases. For the 3$l$ case we will work in the scenario of a DM clump situated at 0.3 kpc with a mass of $2 \times 10^8$ M$_\odot$. For the case of coupling to electrons only we use a halo with mass $8.0 \times 10^7$ M$_\odot$ within a distance 0.3 kpc.

The distance and mass choices are representative of the models as a whole, as the distance and mass must co-vary to maintain the same flux in accounting for the excess observed by DAMPE. Non-UCMH clumps are considered to have NFW [10] density profiles with concentration parameters calculated according to [11].

3. Dark Matter Annihilation

The source function annihilation of WIMPs $\psi$ into final-state electrons with energy $E$ at halo position $r$ is given by

$$Q_i(r, E) = \frac{1}{2} \langle \sigma V \rangle \sum_f \frac{dN_f}{dE} B_f \left( \frac{\rho_{\psi}(r)}{m_{\psi}} \right)^2,$$

(1)

where $\langle \sigma V \rangle$ is the non-relativistic velocity-averaged annihilation cross-section at 0 K, $B_f$ is the branching fraction for intermediate state $f$, $\frac{dN_f}{dE}$ is the differential electron yield of the $f$ channel, and $\left( \frac{\rho_{\psi}(r)}{m_{\psi}} \right)^2$ is the WIMP pair number density.

The functions $\frac{dN_f}{dE}$ will be sourced from [12, 13]. We will follow the standard practice of studying each annihilation channel $f$ independently, assuming $B_f = 1$ for each separate case (an exception is the 3$l$ case where we weight each lepton channel equally). The studied channels will all be leptonic: $\tau$ leptons, muons, and electrons/positrons in accordance with [2, 3, 4].

4. Dark Matter Emissions

The emission of interest in this work is synchrotron radiation produced by electrons sourced from DM annihilation and the subsequent decay of heavier products (if electrons are not directly produced). The average power of the synchrotron radiation at observed frequency $\nu$ emitted by an electron with energy $E$ in a magnetic field with amplitude $B$ is given by [14]

$$P_{\text{synch}}(\nu, E, r, z) = \int_{0}^{\pi} d\theta \frac{\sin^2 \theta}{2} 2\pi \sqrt{3} r_{e} m_{e} c u_{g} F_{\text{synch}} \left( \frac{\kappa}{\sin \theta} \right),$$

(2)
where $m_e$ is the electron mass, $\nu_g = \frac{eB}{2\pi m_e c}$ is the non-relativistic gyro-frequency, $r_e = \frac{e^2}{m_e c}$ is the classical electron radius, and the quantities $\kappa$ and $F_{\text{sync}}$ are defined as

$$
\kappa = \frac{2\nu(1 + z)}{3\nu \gamma^2} \left[ 1 + \left( \frac{\gamma \nu_p}{\nu(1 + z)} \right)^2 \right]^{\frac{3}{2}},
$$

where $\nu_p \propto \sqrt{n_e}$ with $n_e$ being the density of the local thermal electron population, and

$$
F_{\text{sync}}(x) = x \int_x^\infty dy K_{5/3}(y) \simeq 1.25 x^{\frac{1}{3}} e^{-x} (648 + x^2)^{\frac{1}{12}}.
$$

The magnetic field producing the synchrotron radiation will be taken to be that of the Milky-Way which hosts the DM clump producing the DAMPE excess. The field strength is thus taken to be the value in the solar neighbourhood $B = 1.5 \, \mu G$ [15] and the thermal plasma density is given by $n_e = 0.03 \, \text{cm}^{-3}$ [16], these will be assumed constant over the volume of the DM clump or UCMH due to its small size. The Milky-Way magnetic field will be assumed to exhibit Kolmogorov-type turbulence with 1 kpc coherence length.

The local emissivity for synchrotron emission can then be found as a function of the DM-produced electron and positron equilibrium distributions as well as the synchrotron power

$$
\dot{j}_{\text{sync}}(\nu, r, z) = \int_{m_e}^{M_e} dE \left( \frac{dn_e^-}{dE} + \frac{dn_e^+}{dE} \right) P_{\text{sync}}(\nu, E, r, z),
$$

where $\frac{dn}{dE}$ is the equilibrium electron distribution from DM annihilation (see below). The flux density spectrum within a radius $r$ is then written as

$$
S_i(\nu, z) = \int_0^r d^3r \frac{\dot{j}_{\text{sync}}(\nu, r', z)}{4\pi D_L^2},
$$

where $D_L$ is the luminosity distance to the halo.

In electron-dependent emissions there are two processes of importance, namely energy-loss and diffusion. Diffusion is typically only significant within small structures [17, 18], thus must be accounted for within the environment of the DM clumps of interest for the DAMPE excess. The equilibrium electron distribution is found as a stationary solution to the equation

$$
\frac{\partial}{\partial t} \frac{dn_e}{dE} = \nabla \left( D(E, r) \nabla \frac{dn_e}{dE} \right) + \frac{\partial}{\partial E} \left( b(E, r) \frac{dn_e}{dE} \right) + Q_e(E, r),
$$

where $D(E, r)$ is the diffusion coefficient, $b(E, r)$ is the energy loss function, and $Q_e(E, r)$ is the electron source function from DM annihilation. In this case, we will work under the simplifying assumption that $D$ and $b$ lack a spatial dependence and thus we will include only average values for magnetic field and thermal electron densities. For details of the solution see [17].

We thus define the functions as follows [19]

$$
D(E) = \frac{1}{3} c r_L(E) \frac{B^2}{\int_{k_L}^\infty dk P(k)},
$$

where $\overline{B}$ is the average magnetic field, $r_L$ is the Larmour radius of a relativistic particle with energy $E$ and charge $e$ and $k_L = \frac{1}{r_L}$. This combined with the requirement that

$$
\int_{k_0}^\infty dk P(k) = \overline{B}^2,
$$
where \( k_0 = \frac{1}{d_0} \), with \( d_0 \) being the smallest scale on which the magnetic field is homogeneous, yields the final form
\[
D(E) = D_0 d_0^2 \left( \frac{B}{1 \mu G} \right)^{-\frac{1}{3}} \left( \frac{E}{1 \text{GeV}} \right)^{\frac{1}{3}},
\]
where \( D_0 = 3.1 \times 10^{28} \text{ cm}^2 \text{ s}^{-1} \). We assume that \( d_0 = 1 \text{ kpc} \) in order to make a conservative estimate of synchrotron emissions as the \( d_0 \) in the Milky-Way may be expected to be between 1 pc and 1 kpc [20, 21].

The energy loss function is defined by
\[
b(E) = b_{IC} E^2 (1 + z)^4 + b_{\text{sync}} E^2 B^2 + b_{\text{col}} \pi (1 + z)^3 \left( 1 + \frac{1}{75} \log \left( \frac{\gamma}{\bar{n}(1 + z)^3} \right) \right) + b_{\text{brem}} \pi (1 + z)^3 \left( \log \left( \frac{\gamma}{\bar{n}(1 + z)^3} \right) + 0.36 \right),
\]
where \( \pi \) is the average thermal electron density in the UCMH and is given in \( \text{cm}^{-3} \), while \( b_{IC}, b_{\text{sync}}, b_{\text{col}}, \) and \( b_{\text{brem}} \) are the inverse Compton, synchrotron, Coulomb and bremsstrahlung energy loss factors, taken to be 0.25, 0.0254, 6.13, and 1.51 respectively in units of \( 10^{-16} \text{ GeV s}^{-1} \). Here \( E \) is the energy in GeV and the B-field is in \( \mu \text{G} \).

5. Existing DM Limits
We make use of the Fermi-LAT dwarf spheroidal galaxy limits on the annihilation cross-section [5], as well as those derived from the diffuse radio emissions of the Coma cluster of galaxies [6].

We also make use of the observed spectrum of the galactic centre in gamma-rays [22] and infer from it a muon neutrino flux following [7]. This flux is then used to derive upper limits on the DM annihilation cross-section through comparison to predicted fluxes from the galactic centre using the same galactic halo parameters as used in [22].

6. Telescope Sensitivities
We compare sensitivity projections for the SKA [23] and LOFAR\(^1\) to determine the smallest value of \( \langle \sigma V \rangle \) that would be detectable at a confidence level of \( 5\sigma \).

In the case of the clumps with NFW profiles we must account for flux loss by these interferometers due to the minimum baseline effect (UCMHs are too compact to suffer from this). To this effect we use the fact that the Westerbork Synthesis Radio Telescope (WSRT) was found to capture only 0.16 of the radio flux emitted by the nearby M33 object [24]. Thus, we will make use of an ansatz that the flux captured by radio interferometry can be estimated as
\[
f_{\text{cap}} = 0.16 \frac{\theta_{M33}}{\theta_{\text{halo}}} \frac{l_{\text{WSRT}}}{l_{\text{obs}}},
\]
where \( \theta_{M33} \) and \( \theta_{\text{halo}} \) are the angular sizes of M33 and the angular radius containing 99% of the flux from the DM clump (with a steeply peaked spatial profile reflecting that of an NFW density distribution squared), \( l_{\text{WSRT}} \) and \( l_{\text{obs}} \) are the minimum baseline lengths of WSRT and either the SKA or LOFAR. Using this calculation we find that \( f_{\text{cap}} \sim 10^{-3} \) for clumps with NFW profiles at the distances given in Section 2.

\(^1\) http://www.astron.nl/radio-observatory/astronomers/lofar-imaging-capabilities-sensitivity/sensitivity-lofar-array/sensiti
7. Results

In fig. 7 we display the results for the models from [2, 4], particularly upper-limits on $\langle \sigma V \rangle$ either compatible with known constraints on WIMPs or projections derived from potential non-observation of radio emissions from the local DM clump with a given instrument. We can see that the existing Fermi-LAT limits do not restrict the parameter space at all, as claimed by the authors of [2]. However, some constraint is possible with the Coma limits from [6] and with the inferred neutrino flux form the galactic centre [22, 7] for the case of the muon coupling only. LOFAR is unable to detect the extended clumps but is suggested to be able to probe the complete parameter space for the UCMH objects. The strongest possibility comes from the SKA, where it can find the radio emissions from annihilation the DM clumps for the entire parameter space.

In fig. 7 we see the results for [3]. In both the electrons only and the $3l$ model only the SKA can reach below the thermal relic cross-section specified by the DM model and still detect the emissions of the DM clump. However, LOFAR gets close to the thermal relic cross-section for both cases and the Coma limits are similar for the $e^+e^-$ only case.
8. Conclusions
In conclusion we can see that new limits on the DM models conjectured to explain the DAMPE excess are possible with existing results from the Coma cluster and from inferred muon neutrino fluxes from the galactic centre. In particular, the inferred neutrino constraints provide little room for any muon coupling in the model of [2]. However, Fermi-LAT is unable to observe gamma-ray emissions from the DM clumps that form part of these models. LOFAR can only detect the UCMH type clump from [4] due to flux loss over large extended sources. The SKA will be capable of probing the full parameter space for all the studied DAMPE excess models and would be able to rule them out in its phase 1 configuration by hunting for the radio emissions from the nearby DM clump that is necessary for all the studied models.
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Probing the intergalactic magnetic field through observations of high-energy gamma rays produced by electromagnetic cascades
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Abstract. Currently there is limited knowledge related to the origin of the intergalactic magnetic fields (IGMF) that permeate the space between galaxies, galaxy clusters and cosmic voids. Understanding the origin of the IGMF is a crucial component in models of galaxies and galaxy cluster formation. This magnetic field can be probed indirectly by its effect on electromagnetic cascades initiated by gamma-gamma absorption of very-high-energy (VHE) gamma rays, produced in blazars, due to its interaction with the extragalactic background light (EBL). The electron-positron pairs produced via this process interact with the intergalactic magnetic field (IGMF) and can be deviated from their original path. These pairs can then Compton-scatter off the cosmic microwave background (CMB) to produce high-energy (HE) gamma rays that may be detected by, e.g., Fermi-LAT. The strength of this signal strongly depends on the IGMF strength ($B$) and the coherence length ($\lambda_B$). This secondary gamma-ray emission would be superimposed on the blazars’ intrinsic gamma-ray spectrum. A selection of bright blazars will be re-analysed using the upgraded Pass 8 analysis pipeline, to search for this secondary component. This will be used to place constraints on the IGMF strength. The initial results from this project, namely the Fermi-LAT analysis of a selection of candidate blazars for this study are presented. The results showed that the light curves and the spectral shape of the SEDs showed negligible variability and that the spectral parameters and fluxes values overlapped within one standard deviation within the results from Finke et al. [12]. This indicates that these are appropriate sources to use for further modelling.

1. Introduction
For a variety of astrophysical objects, like galaxies and galaxy clusters, magnetic fields play a very important role. Observations of Faraday rotation and Zeeman splitting of atomic lines in the radio band and the observations of the polarization of starlight in the optical band, established the existence of galactic magnetic fields with strengths of $1 - 10 \, \mu G$ [1, 2]. The cores of galaxy clusters also have magnetic fields of similar strengths [3]. Recently magnetic fields of $10^{-8} - 10^{-7} G$ have also been discovered outside galaxies and galaxy clusters in the intergalactic space [4, 5].

The galactic magnetic fields, in galaxies and galaxy clusters, are assumed to be caused by the amplification of the weak seed fields that are of cosmological origin. The mechanism of the amplification, nature and origin of these weak seed fields are currently still unknown. By making measurements of these initial seed fields, this process can be constrained. This intergalactic magnetic field (IGMF) can be indirectly measured with gamma-ray telescopes based on its
The electromagnetic cascade process occurs close to the blazar jet situated at point S and separated by the distance $D$ from the observer on Earth at the point O. The line $r_{S \rightarrow A}$ represents the distance the VHE photons, originating from the blazar, travel before interacting with the EBL at point A to form electron-positron pairs. $D_e$ is the electron cooling distance which the electron/positron travel, while being deviated from the original path by an angle $\delta$, before interacting with a CMB photon and upscattering these photons to high-energies. The HE photons then travel a distance $d_{A \rightarrow O}$ before finally reaching the observer at point O.

The range of the IGMF parameters, such as the strength ($B$) and the coherence length ($\lambda_B$), can be found, based on the knowledge of the sensitivity of existing and future gamma-ray telescopes, with two available measurement techniques (timing [6, 8] or imaging [7, 9, 10] of the gamma-ray cascade signal). The timing method measures the effect of the IGMF on the arrival times of gamma rays from extragalactic sources. The imaging method measures the effect of the IGMF on the angular profile of the extended emission coming from blazars. In the imaging method the sources need to be non-variable in flux because the modelling requires a stable emission output from the blazar source. The timing analysis becomes uncertain for determining magnetic field strengths larger than $10^{-18}$ G when the delay times of the secondary spectrum becomes large, up to a 100 years for magnetic field strengths $>10^{-16}$ G [11]. Thus its much more practical to measure the angular extend of a source than to measure the time delays in flaring events.

For this analysis, stable sources are required, so the SEDs are not complicated by flaring or variability events. As the first step in this project we have investigated the stability of three potential sources for this analysis. In section 2 we discuss the pencil beam model (model for non-variable sources) for the electromagnetic cascade process that occurs in the blazar jets and how these cascade signals are influenced by the IGMF. Then in section 3 to we explain how FermiPy was used to reduce and analyze the data from three different blazar sources. In section 4 the spectral index and flux variability of these three sources were determined and then compared to the results of Finke et al. [12]. Finally we discuss our obtained results and the following steps that will be taken to model and put constraints on the IGMF parameters ($B$) and ($\lambda_B$).

2. Theory
Consider a blazar positioned at a point S as shown in figure 1. The AGN emits a narrow beam of very-high-energy (VHE) gamma rays along $SJ$ that is misaligned with the line of sight $SO$. The VHE photons are absorbed, after traveling a distance $r_{S \rightarrow A}$, at point A through gamma-
Table 1. SED model fitting results obtained from Finke et al. [12] for the three different blazar sources: 1ES 1218+304, 1ES 0414+009 and 1ES 1101-232.

<table>
<thead>
<tr>
<th>Source Name</th>
<th>Redshift</th>
<th>TS</th>
<th>Flux[10^{-9}.cm^{-2}.s^{-1}]</th>
<th>Spectral Index</th>
<th>Variability Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1ES 1218+304</td>
<td>0.182</td>
<td>1690</td>
<td>15.6±1.5</td>
<td>1.68±0.03</td>
<td>92</td>
</tr>
<tr>
<td>1ES 0414+009</td>
<td>0.287</td>
<td>127</td>
<td>3.10±0.99</td>
<td>1.74±0.10</td>
<td>56</td>
</tr>
<tr>
<td>1ES 1101-232</td>
<td>0.186</td>
<td>75.6</td>
<td>1.57±0.67</td>
<td>1.63±0.14</td>
<td>37</td>
</tr>
</tbody>
</table>

Gamma absorption, due to interaction with lower-energy extragalactic background light (EBL) photons, and electron-positron pairs are created [6, 7]. These pairs then traverse a distance $D_e$, in the direction of $O$, in the presence of the intergalactic magnetic field (IGMF) before colliding with a lower energy cosmic microwave background (CMB) photon. The two charged particles can deviate from their original path by an angle $\delta$ while traversing space in the presence of the IGMF. The deflection angle $\delta$ strongly depends on the strength and spacial structure of the magnetic field. If the magnetic field lines are tangled up in a region smaller than the electron cooling distance $D_e$, then the charged particles will follow a random walk process rather than a circular deviation path in the presence of the IGMF. This spacial structure of the IGMF is described by the coherence length of the IGMF which is defined as the average distance in which the magnetic field changes its orientation by 90 degrees. After this CMB photons are up-scattered to high-energy photons by the electron-positron pairs. This will result in an attenuation and energy shift of the original gamma-ray emission profile.

The power of the Inverse Compton (IC) emission from the electron-positron pairs is given by [13],

$$\frac{dP_{IC}}{dr} = \frac{E_{\gamma 0} N_0}{D_{\gamma 0}} e^{-\frac{r}{D_{\gamma 0}}},$$

where $N_0$, $E_{\gamma 0}$ and $D_{\gamma 0}$ are the number of photons, energy and the mean free path of the primary gamma rays emitted from the blazar jet and $r$ is the distance from point $S$ to point $A$. The angle of deflection, caused by the interaction of the positron-electron pairs with the IGMF, for the secondary photon cascade for two different regimes is [14],

$$\delta(x) = \begin{cases} 
\frac{D_e}{R_L} & \approx 3 \times 10^{-6} (1 + z_{\gamma\gamma})^{-4} \left( \frac{B'}{10^{-18} G} \right) \left( \frac{E'_e}{10 TeV} \right)^{-2}, D_e \ll \lambda_B' \\
\sqrt{\frac{\lambda_B D_e}{R_L}} & \approx 5 \times 10^{-7} (1 + z_{\gamma\gamma})^{-2} \left( \frac{B'}{10^{-18} G} \right) \left( \frac{E'_e}{10 TeV} \right)^{-2} \left( \frac{\lambda_B'}{1 kpc} \right)^{\frac{1}{2}}, D_e \gg \lambda_B'
\end{cases},$$

where $D_e$ is the electron cooling distance, $R_L$ is the Larmor radius, $z_{\gamma\gamma}$ is the redshift at point $A$, $B'$ and $\lambda_B'$ are the IGMF strength and coherence length and $E'_e$ is the redshift dependent electron energy.
Table 2. Spectral parameter results obtained with FermiPy for the blazar sources: 1ES 1218+304, 1ES 0414+009 and 1ES 1101-232.

<table>
<thead>
<tr>
<th>Source Name</th>
<th>Redshift</th>
<th>TS</th>
<th>Flux[10^{-9}.cm^{-2}.s^{-1}]</th>
<th>Spectral Index</th>
</tr>
</thead>
<tbody>
<tr>
<td>1ES 1218+304</td>
<td>0.182</td>
<td>3464.24</td>
<td>16.72±0.87</td>
<td>1.71±0.02</td>
</tr>
<tr>
<td>1ES 0414+009</td>
<td>0.287</td>
<td>257.11</td>
<td>5.04±0.94</td>
<td>1.91±0.07</td>
</tr>
<tr>
<td>1ES 1101-232</td>
<td>0.186</td>
<td>202.58</td>
<td>2.33±0.54</td>
<td>1.72±0.08</td>
</tr>
</tbody>
</table>

(a) Light curve for the source 1ES 0414+009 for the Period 1 (2008/08/04 to 2013/07/12) and Period 2 (2014/07/08 to 2018/01/01) time periods.
(b) Light curve for the source 1ES 1101-232 for the Period 1 (2008/08/04 to 2013/04/13) and Period 2 (2013/07/12 to 2018/01/01) time periods.
(c) Light curve for the source 1ES 1218+304 for the Period 1 (2008/08/04 to 2013/04/13) and Period 2 (2013/07/12 to 2018/01/01) time periods.

Figure 2. Lights curves for the sources a) 1ES 0414+009, b) 1ES 1101-232 and c) 1ES 1218+304. The data for two different time periods (Period 1, Period 2) are represented by red and blue data points in the figures above.

The IGMF strength and coherence length evolve with time as follows:

\[ B'(z) \sim B_0(1 + z_{\gamma\gamma}^2) \]

\[ \lambda_B = \lambda_{B0}(1 + z_{\gamma\gamma})^{-1} \]

3. Data Reduction and Analysis

An investigation of this effect, of the IGMF supressing some of the high-energy inverse Compton spectrum coming from blazar sources, was previously undertaken by Finke et al. [12], however, their analysis was undertaken using Pass 7. As a first step in this project we have re-analysed three of the same sources using the newer Pass 8 analysis method (Table 1).

The high-energy photon data and spacecraft files for the sources 1ES 1218+304, 1ES 0414+009 and 1ES 1101-232 were extracted from the Fermi website. The high-energy data (0.1 – 300GeV) were extracted from 2008-08-04 00:00:00 to 2018-01-01 00:00:00 within a region of interest (ROI) radius of 30 degrees.

FermiPy (with Fermi Science Tools package version: v11r5p3, and Python package version: 2.7.8) was then used to reduce and analyze the gamma-ray photon data. Fermipy was also used to perform the likelihood analysis on the three sources for different spectrum models. The normalization parameters of all the sources within a radius of 10 degrees from the center of the ROI were allowed to be free.
(a) SED for 1ES 0414+009 with Fermi and HESS data [15]. Red dots and pink squares represent the Fermi and HESS data respectively.

(b) SED for 1ES 1101-232 with Fermi and HESS data [16]. The data points are similarly presented as in a).

(c) SED for 1ES 1218+304 with Fermi and Veritas data [17]. Red dots and pink diamonds represent the Fermi and Veritas data respectively.

Figure 3. SEDs for the sources a) 1ES 0414+009, b) 1ES 1101-232 and c) 1ES 1218+304. The black dotted line represents the power-law model fit and the black filled lines represent the power-law model fit with one standard deviation from the dotted line fit.

(a) Combined SED for 1ES 0414+009 with Fermi and HESS data for the Period 1 (2008/08/04 to 2013/07/12) and Period 2 (2014/07/08 to 2018/01/01) time periods.

(b) Combined SED for 1ES 1101-232 with Fermi and HESS data for the Period 1 (2008/08/04 to 2013/04/13) and Period 2 (2013/07/12 to 2018/01/01) time periods.

(c) Combined SED for 1ES 1218+304 with Fermi and Veritas data for the Period 1 (2008/08/04 to 2013/04/13) and Period 2 (2013/07/12 to 2018/01/01) time periods.

Figure 4. Combined SEDs for different time periods (Period 1 and Period 2) represented in the figures (blue dots and red diamonds) for the sources a) 1ES 0414+009, b) 1ES 1101-232 and c) 1ES 1218+304. Both time period periods (Period 1 and Period 2) are fitted with a power-law model, with one standard deviation, represented by the dotted and filled lines respectively (navy and maroon).

4. Results
The variability of each source has been investigated by producing light curves shown in figure 2. SEDs were also constructed during periods of higher and lower activity to compare whether the SEDs remained sufficiently stable and are shown in figure 3 for each source. A power-law, power-law with a super exponential cut off, log parabola, broken power-law and the smooth broken power-law spectrum models were tested for goodness-of-fit. The power-law spectrum model had the overall best Log Likelihood and test statistics (TS) values and also a better fit to the high-energy data points. For each blazar source a light curve, spectral index plot, SED plot and a combined SED plot for different time periods (Period 1 and Period 2) of the light curves, were produced (figure 4). These two time periods were chosen such that Period 1 and Period 2 had a maximum difference in there average spectral index values. All the SED and light curve plots showed little variability in the spectral index value, and the slopes of the spectrum.
Power law models in the SED plots, and flux values. Thus all the investigated sources can be considered sufficiently non-variable for the future modelling. The spectral values obtained from all the sources are also consistent with those obtained by Finke et al. [12].

5. Conclusion
The results from all the sources above, for the test statistic (TS) value integrated flux and the spectral index, are all within one standard deviation in agreement with the results obtained from the Finke et al. [12] paper. The errors we have obtained are smaller because of the much higher TS values. This is because we have used approximately 9.5 years of data with Pass 8 where as Finke et al. [12] used approximately 6 years of data with Pass 7. The spectral shape of the sources during different variable time periods (Period 1 and Period 2) in figure 2, showed little variability and the difference in spectral index between the two time periods lies within one standard deviation of one another and the spectral index for the full SED in figure 3. Thus our three sources are stable enough to model the IGMF affecting the VHE cascade spectra of these sources and place constraints on the IGMF strength and coherence length. Data analysis for an additional sample of sources is currently in progress. After this is completed a model based on the work of Arlen et al. (2014) will be developed with the use of the Monte Carlo code from Kachelrieß et al. (2012) to compare to the Fermi data. We will use this to place constraints on the IGMF.
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Abstract. Gamma-ray binaries are a class of high-mass binary systems, which are distinguished by having spectral energy distributions which peak above 1 MeV. Gamma-ray binaries consist of a compact object, either a neutron star or black hole, orbiting a massive O or B-type star. While there is some debate around how the gamma rays are produced, in two systems, PSR B1259-63 and PSR J2032+4127, the compact object is known to be a pulsar, and the gamma ray production is due to particle acceleration in the shock that forms between the pulsar and stellar winds. It has been suggested by some studies that there may be different sites of particle acceleration in these systems, with the GeV and TeV emission being produced in different locations. Gamma-gamma absorption of the TeV emission could significantly modify the observed emission. This may provide a mechanism to constrain the location of the production of TeV gamma rays. We plan to model the effect of gamma-gamma absorption in six of the seven known gamma-ray binary systems, in order to investigate how this will modify the observed spectrum. This may be used to place constraints on the production location when combined with the observations of the TeV emission. We will investigate this for the upcoming Cherenkov Telescope Array (CTA). We present the initial results from this project.

1. Introduction
Gamma-ray binaries are high-mass binary systems which consist of a compact object, either a neutron star or a black hole, in orbit around a massive O or B type star. Gamma-ray binaries are differentiated from X-ray binary systems by their spectral energy distributions (SED) which peak above 1 MeV. The recently discovered $\gamma$-ray binary LMC P3 is the first $\gamma$-ray binary discovered outside of our own galaxy, found in the Large Magellanic Cloud (LMC) [1]. To date there are only seven known $\gamma$-ray binary systems, the newest is PSR J2032+4127 [2]. Out of all of these systems, in only two, PSR B1259-63/LS 2883 and the newly discovered PSR J2032+4127, is the nature of the compact objects known to be pulsars [3, 4]. Although all of these systems consist of the same or similar components the nature of their orbital parameters can differ substantially. While the underlying emission mechanism is likely the same, differences in the orbital parameters, pulsar spin down luminosities, and the presence or absence of a discretion disc around the companion star, will modify the observed emission.

In the two aforementioned binary systems the most probable mechanism that produces $\gamma$-rays is the interaction between the stellar wind and the pulsar wind. However, the possibility of a microquasar scenario cannot be ruled out for the other systems. In this case $\gamma$-rays can be produced via Compton scattering close to the base of the relativistic jets.

There is still an open question of whether the GeV and TeV emission arises at the same location. Measuring the $\gamma-\gamma$ absorption in $\gamma$-ray binaries can lead to a method of constraining the location of the GeV and TeV emission. The $\gamma-\gamma$ absorption is dependent on the binary parameters, the stellar
temperature and the viewing angle of the observer. In general, more absorption occurs when the compact object, or $\gamma$-ray emission region, is behind the companion star, which leads to a denser photon field for the $\gamma$-ray to travel through to reach an observer. The position of the $\gamma$-ray emission region is not necessarily located at the position of the pulsar but also at the shock front, which forms between the pulsar and the companion star.

2. Theory

A $\gamma$-ray photon with energy $E_\gamma$ emitted at a certain location travelling in the direction $e_\gamma$ will come into contact with a stellar photon with a certain energy $\epsilon$ travelling in the direction $e_*$ after a certain path length $l$. If the energy of the stellar photon exceeds the threshold energy for $\gamma$-$\gamma$ absorption ($\epsilon_{min}$) then the $\gamma$-ray photon will undergo $\gamma$-$\gamma$ absorption, or $e^-e^+$ pair-production, where both photons are eliminated and in the process an electron-positron pair will be produced.

![Figure 1. Geometry for $\gamma$-$\gamma$ absorption due to $e^-e^+$ pair-production at position P between a $\gamma$-ray emitted at E and a stellar photon emitted at S. The $\gamma$-ray is emitted at an angle $\Psi$, relative to the stellar centre and the line PE, and travels a distance $l$ towards an interaction point P. The distances $d_0$ and $d$ describe the distances from the stellar centre towards the emission region and interaction position respectively. The vector motion of the stellar photon and $\gamma$-ray photon are described by $\vec{e}_*$ and $\vec{e}_\gamma$ respectively.](image)

The differential optical depth is given by [5]

$$d\tau_{\gamma\gamma} = (1 - \vec{e}_\gamma \cdot \vec{e}_*) n_\epsilon \sigma_{\gamma\gamma} d\epsilon d\Omega dl,$$

where $n_\epsilon$ is the photon number density and $\sigma_{\gamma\gamma}$ is the $\gamma$-$\gamma$ cross-section. If the companion star is assumed to be a perfect blackbody emitter, then the stellar photon number density is given by

$$n_\epsilon = \frac{2e^2}{h^3c^3\exp(e/kT_\star)^{-1}} \text{ph cm}^{-3} \text{erg}^{-1} \text{sr}^{-1},$$

where $\epsilon$ is the photon energy, $c$ the speed of light, $h$ the Planck constant, $k$ the Boltzmann constant, and $T_\star$ is the stellar surface temperature. The $\gamma$-$\gamma$ cross-section is given by [6]
\[ \sigma_{\gamma\gamma}(\beta) = \frac{3}{16} \pi \sigma_T (1 - \beta^2) \left[ (3 - \beta^4) \ln \left( \frac{1 + \beta}{1 - \beta} \right) - 2\beta (2 - \beta^2) \right] \]  
(3)

where \( \sigma_T \) is the Thomson cross-section and \( \beta \) is given by

\[ \beta = \sqrt{1 - \frac{2m_e e^4}{\epsilon E \gamma (1 - \epsilon \gamma \vec{\epsilon} \cdot \vec{\gamma} \vec{\epsilon})}}. \]  
(4)

where \( m_e \) is the electron mass. In general, the opacity can be calculated using a quadruple integral which is dependent on \( l, \theta, \phi, \) and \( \epsilon \), and is given by

\[ \tau_{\gamma\gamma} = \int_{l_{\min}}^{l_{\max}} \int_{\epsilon_{\min}}^{\epsilon_{\max}} n_\epsilon \sigma_{\gamma\gamma} (1 - \epsilon \gamma \vec{\epsilon} \cdot \vec{\gamma} \vec{\epsilon}) \, d\epsilon \, d\phi \, d\mu \, dl \]  
(5)

where \( \mu_{\min} = (1 - R* / d^2)^{1/2}, \mu = \cos \theta, l \) is the path length the \( \gamma \)-ray travels, \( \theta \) is the colatitude, \( \phi \) is the longitude, and \( \vec{\gamma} \vec{\epsilon} \) and \( \vec{\gamma} \vec{\epsilon} \) are unit vectors depicting the directions of propagation of the gamma-ray photon and stellar photon respectively. In a point source approximation, the stellar photons are no longer emitted from various regions across the surface of a star but rather all of them are emitted from a single point located at the centre of the star. The \( \gamma-\gamma \) absorption in a point source approximation is [7]

\[ \tau_{\gamma\gamma} = \int_{l_{\min}}^{l_{\max}} \int_{\epsilon_{\min}}^{\epsilon_{\max}} n_\epsilon \sigma_{\gamma\gamma} (1 - \epsilon \gamma \vec{\epsilon} \cdot \vec{\gamma} \vec{\epsilon}) \, d\epsilon \, dl, \]  
(6)

where \( d \) is the binary separation and \( R* \) is the radius of the companion star. For each binary the opacity was calculated assuming the \( \gamma \)-rays are emitted at the centre of the compact object, except for PSR B1259-63 where the shock front location was also considered. The absorption at each orbital phase is calculated by determining the initial binary separation and interaction angle, and then integrating over the opacity function over the path length \( l \) and the photon energy \( \epsilon \). The point-source approximation is accurate to \( \leq 2\% \) for the binary systems considered here.

3. Results

The results presented in this paper show the behavior of the \( \gamma-\gamma \) absorption for various orbital parameters and \( \gamma \)-ray photon energies. The binary parameters used for modelling the \( \gamma-\gamma \) binary systems are given in table 1. The binary separation of these systems has been calculated for both a neutron star and black hole compact object.

| \hline
| \textbf{HESS J0632+057} & \textbf{PSR B1259-63$^b$} & \textbf{LS I+61$^c$303} & \textbf{1FGL J1018.6-5856$^d$} & \textbf{LS 5039$^e$} |
| \hline
| \textbf{P}_{\text{orb}} (days) & 315(5) & 1236.72432(2) & 29.496(3) & 16.544 & 3.9060(3) |
| \textbf{e} & 0.83(8) & 0.8698872(9) & 0.54(3) & 0.31\pm0.16 & 0.35(3) |
| \textbf{\omega} (°) & 129(17) & 138.6659(1) & 41(6) & 89\pm30 & 226 |
| \textbf{i} (°) & 47&80 & 19&31 & 10&60 & 33&41 & 20&60 |
| \textbf{T*} (K) & 30000 & 33500 & 22500 & 38900 & 39000 |
| \textbf{R*} (R$_\odot$) & 8.0 & 9.2 & 10.0 & 10.1 & 9.3 |
| \textbf{M*} (M$_\odot$) & 16.0 & 31.0 & 12.0 & 20.0&26.4 & 23.0 |
| \textbf{M}_{\text{compact}} (M$_\odot$) & 2.0&4.0 & 1.4 & 1.4&4.0 & 2.0 & 1.4&4.5 |
| \textbf{\phi}_{\text{periastron}} & 0.967 & 0 & 0.23 & 0.974 & 0 |
| \hline

$^a$[8, 9, 10], $^b$[11, 12, 13], $^c$[14, 15, 16, 17, 18], $^d$[19, 20, 21], $^e$[22, 23, 24]
Figure 2. The $\gamma$-$\gamma$ absorption HESS J0632+057 (a), PSR B1259-63 (b), LS 1+61°303 (c), 1FGL J1018.6-5856 (d), LS5039 (e), plotted as $\exp(-\tau_{\gamma\gamma})$ vs. orbital phase. The lines denote the behaviour of the $\gamma$-$\gamma$ absorption vs. phase for $\gamma$-ray energies of 0.1 TeV (dot-dashed line), 1 TeV (solid line), and 10 TeV (dotted line). The inclination for each system is given in the key with their respective line colours, where the red line represents the case where the compact object is a neutron star and the black line the case of a black hole. For PSR B1259-63/LS 2883 the red line represents the $\gamma$-$\gamma$ absorption when the $\gamma$-ray emitting region is assumed to be at the pulsar location and the black line when it is assumed to be at the shock-front location.
For PSR B1259-63 the $\gamma$-$\gamma$ absorption was calculated assuming two different locations of the $\gamma$-ray emission region, one being at the position of the pulsar and the other at the shock-front between the pulsar and the companion star. The distance between the pulsar and the apex of the shock-front can be estimated using [25]

$$r_p = d \sqrt{\eta \over 1 + \sqrt{\eta}}$$  \hspace{1cm} (7)

where $\eta$ is the ratio of the ram pressure of the stellar and pulsar wind which was set as $\eta = 0.05$. The resulting $\gamma$-$\gamma$ absorption calculations are shown in figure 1. For the “neutron star or black hole” case, two different compact object masses were chosen where each has its own corresponding inclination angle. For 1FGL J1018.6-5856 the exact mass of the companion star is unknown but the compact object mass is believed to be approximately 2.0 $M_\odot$. Therefore the companion star mass was chosen to vary and the $\gamma$-$\gamma$ absorption was calculated for a companion star mass of 20 $M_\odot$ and 26.4 $M_\odot$.

The results presented here for all systems show a similar trend where maximum absorption occurs close to superior conjunction. However, the magnitude of the absorption is most likely slightly underestimated by the point source approximation due to fact that it does not consider the effects of the angles described by $\theta$ and $\phi$, which close to the companion star slightly underestimates the stellar photon density. However, the underestimation effect of the point source approximation at large distances becomes less (see Dubus 2006).

4. Discussion & Conclusion

In $\gamma$-ray binaries the maximum GeV and TeV emission should occur at or near superior conjunction because of the high angular dependence of inverse Compton scattering. However, at superior conjunction the energy of the very high energy (VHE) photons may exceed the energy threshold for $\gamma$-$\gamma$ absorption which also leads to a maximum absorption of the TeV emission at superior conjunction. Hence, what may be observed, is that the maximum GeV emission occurs at or near superior conjunction and the maximum TeV emission occurs at or near inferior conjunction. This effect has been proposed for $\gamma$-ray binaries previously [6]. In particular, it has been suggested as a mechanism to explain the difference in the GeV and TeV light curves for LS 5039 and LMC P3 [6, 26, 27]. It has also been suggested as a mechanism to explain the local minimum seen in the TeV light curve of PSR B1259-63/LS 2883 [28]. For closely separated binaries the absorption period would occur throughout a much larger timeframe since the absorption is not only dependent on the angle of interaction but also on the separation distance and hence the energy density of the optical photons. For LS 5039 a relative amount of absorption will still occur even if the interaction angle is not optimal since the separation distance between the $\gamma$-ray emission region and the companion star is small. For highly eccentric binary systems such as PSR B1259-63/LS 2883 the absorption timeframe is very short and occurs only close to periastron. In future work we will now expand the modelling to investigate in what regions the TeV emission can and cannot originate from by means of absorption maps where regions around the binary system are also considered, and investigate how $\gamma$-$\gamma$ absorption will modify the observed spectrum. This will be used to make predictions for future CTA observations.
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Abstract. A significant fraction of the baryons in galaxy groups and clusters is not locked up in stars and the interstellar medium (ISM), but exists in the form of extended multi-phase gas. The advantage of nearby galaxy groups is that this multi-phase gas can be studied via X-ray observations probing the hot gas ($\approx 10^7 K$), and optical emission line observations (e.g. H$\alpha$ filaments) probing the ionised warm gas. Another advantage is that the effects of the galaxies’ heating process of their surrounding gas (e.g. feedback from AGN) are more visible due to lower density and mass, and because groups contain fewer galaxies than rich clusters. Interaction between the different phases is important for galaxy formation and evolution due to the fact that at least 50% of galaxies can be found in groups and clusters. The Complete Local-V olume Groups Sample (CLoGS) is an optically selected sample of 53 groups within 80 Mpc of which the X-ray observations (Chandra / XMM-Newton) have already been done and can be used to infer important physical properties, such as gas temperature and X-ray luminosity. In this project the H$\alpha$ images, observed using the WIYN 0.9m telescope on Kitt Peak, are analysed with the aim to compare the H$\alpha$ filaments to the X-ray emission images. Here we present preliminary results and a multi-wavelength comparison for two rich galaxy groups: NGC193 and NGC940. Despite their differences, we detect H$\alpha$ in the central members of both galaxy groups.

1. Introduction

In this study, we investigate the dominant early-type galaxy and surrounding members of two galaxy groups, NGC193, a galaxy group with its main member an X-ray bright radio galaxy with a powerful central jet, and the other group NGC940, with its main member an X-ray faint galaxy with only a weak radio point source. The two groups are part of the high-richness subsample of the Complete Local-volume Groups Sample (CLoGS). CLoGS is an optically selected and statistically-complete sample of groups in the nearby Universe. Probing the luminous intra-group medium (IGM), CLoGS is specifically chosen and studied with optical observations for this project, since radio and X-ray bands [1] are already available. Important physical properties of the IGM are gas temperature and the total X-ray luminosity, both probing the environment in which the group members are located [2]. Together, the CLoGS observations can be used to investigate the role of active galactic nuclei (AGNs) in maintaining the thermal balance of the IGM, to name one example. The CLoGS galaxy groups were observed using the Giant Metrewave Radio Telescope (GMRT) in dual-frequency 235/610 MHz mode [1], with Chandra / XMM-Newton, and now also in H$\alpha$ with the WIYN 0.9m telescope.

The brightest, dominant early-type galaxies of groups are known for their typically high luminosity, and are old galaxies located near the centres of the group. These brightest group galaxies often reveal activity in their nuclei by radio emission & jets; depositing their energy back to the IGM. If conditions are favourable, the gas surrounding the brightest group member can cool down to form stars and feed the black hole. The latter results in AGN heating, which can heat the gas and cause the cycle to continue. In this article, we study two of the 53 groups, and we give a brief overview of their properties below.
NGC0193

This central dominant, jet-dominated, early-type galaxy, at the centre of the group NGC193, is a currently-active large-scale jet system located at a right ascension of 00h39m18.6s and a declination of +03d19m52s. Its jet components extend several tens of kpc away from the host galaxy, and are seen as very bright, straight jets. These radio jets contribute to the heating of the IGM by balancing the radiative energy losses and also maintaining the long-term thermal equilibrium [3].

The radio jets, known for their large cavities or “cocoon”-like structures, cause disturbances in the X-ray emitting gas [1]. These two bright, straight jets are revealed by the radio contours (see the right image of figure 2) and are in a low-surface brightness “cocoon”, extending perpendicular to the jet axis, out to a projected distance of ~30 kpc from the centre - beyond the possible central cavity - and show very little correlation with the substructures detected in the X-ray image. Opposed to this, a correlation is observed between the outer border of the “cocoon” and the bright X-ray rim of the cavity in the northern region [4]. This may suggest that the cavity is possibly filled by the radio plasma in the diffuse “cocoon”. The X-ray bright rim represents a shell of gas, brightened on its edge, leaving little cool gas in the galaxy core.

In addition, this central member has X-ray emission-shells that surround its radio-lobes. The Chandra image (see the left image of figure 2), shows a bright ring with radius ~20 kpc around the nucleus of the central X-ray peak. This bright ring is either the outer shell of a large single X-ray cavity projected towards the group centre, or the result of the superposition of two cavities along the line of sight [4].

NGC0940

This central dominant early-type galaxy in the centre of the group, NGC940, located at a right ascension of 02h29m27.5s and declination of +31d38m27.3s, shows vastly different properties to NGC0193. The radio emission shows a point source presenting a greater flux density at 610 MHz than at 235 MHz. No hot gas halo is detected in the X-rays [5].

The XMM-Newton image (see the left image of figure 5) shows a ~4 kpc radius bright ring around the nucleus of the central X-ray peak, with the contours indicated in black. Figure 5 (see the image on the right) shows the 610 MHz contours (indicated with green colours), overlaid on the smoothed optical Digital Sky Survey (DSS) image.

2. Observations

Hα is a strong spectral line visible in the red part of the optical electromagnetic spectrum, which makes it easily traceable. This spectral line has a rest wavelength of 6562.8 Å and is emitted when a hydrogen atom falls from its third (n = 3) to second (n = 2) lowest energy level.

In this project, the wide-field Hα-images used for both galaxy groups contain group members of different morphological types. One example of this is a spiral galaxy (refer to figure 3). This type is known for its spiral structure from its centre into the galactic disc and this morphological type makes up approximately 60% [6] of the local galaxy population in the current Universe. These galaxies contain more young, massive and bright stars in the spiral arms and therefore appear very bright.

Another type of galaxy is an elliptical galaxy, which has an elliptical shape with almost no features but a much more concentrated / compact structure. Such an example is shown in figure 3, the NGC0193 galaxy. The stars found in elliptical galaxies are older than the young bright stars found in the spiral arms of a spiral galaxy, and are known to be low-mass stars (opposed to the massive stars in spiral arms).

The Hα-filter, I_Hα, used to observe both galaxy groups for this project had a bandwidth of 81.33 Å (k_Hα) and a transmission rate of 90.58% (τ_Hα), whereas the r-band, I_r, had a bandwidth of 1475.17 Å (k_r) and a transmission rate of 92.83% (τ_r). To see the ionised gasses clearly, the r-band images must be used to subtract the continuum (i.e. stellar emission).

These images were scaled by using the formula [7]:

\[
I_{[H\alpha]} = \frac{I_{H\alpha} \cdot k_r - I_r \cdot k_{H\alpha}}{\tau_{H\alpha} \cdot k_r - \tau_r \cdot k_{H\alpha}} \tag{1}
\]

1 Since the galaxy groups are named after their brightest early-type members, we denote the galaxy as NGC0193, and the group as NGC193.

2 Similarly, we denote the other brightest early-type member as NGC0940, and the group as NGC940.
where the intensity $I$ is in counts/sec.

This method then effectively shows the ionised hydrogen gasses very clearly, with prominent clumps of stars visible, especially in the spiral galaxy members of both galaxy groups. Such an example can be seen in figure 6 where the clumps of stars are clearly visible.

3. Discussion

3.1. NGC193

Radio jets are known for its large cavities, heating the surrounding gas, which are often used to look at the power output of these jets [2]. The size of cavities are defined by matching an ellipse to their apparent shape. This is a very compact group since it has a higher density of galaxies in the centre (see Figure 1).

Figure 1. 15 Members of galaxy group NGC193 plotted according to their projected location in the group, colour-coded by brightness. The range in which each galaxy's magnitude lies, is indicated by the letter B.

Figure 1 corresponds to the coordinates of the members on the H$\alpha$ image taken on the WIYN 0.9m telescope on Kitt Peak and the members were colour-coded according to their magnitudes where we show members with B-magnitude values between -18 and -21. Figure 1 shows that the main member, NGC0193 (number 7) is surrounded by five other bright members (purple indicated squares) of this galaxy group.

X-ray and radio data for this group's main member, NGC0193, indicate full- and low-resolution contours on the Chandra and optical image, respectively (see Figure 2). The two very bright jet components are revealed by radio contours.

For three members of this group, NGC0193, NGC0198 and NGC0200, the r-band was subtracted from the continuum and scaled (see Figure 3) by a formula [7] discussed in the previous section. The ionised hydrogen gasses are shown very clearly for these three members with prominent clumps of stars for NGC0198 and NGC0200 (images on the right).
Figure 2. X-ray and radio data for group NGC193. \textit{Left:} GMRT 610 MHz full-resolution contours overlaid on the smoothed, 0.3-2.0 keV Chandra image. \textit{Right:} GMRT 235 MHz low-resolution contours on the optical image. Both images’ radio contours are spaced by a factor of 2 [4].

Figure 3. Three bright members NGC0193, NGC0198 and NGC0200 (in order from top to bottom) of the galaxy group NGC193. H$\alpha$ filter images (left), r-band images (middle) and the r-band subtracted from the H$\alpha$ (right).
3.2. NGC940

For this galaxy group, no diffuse hot halo has been detected in X-ray observations, but rather a point-source. This galaxy group is much less compact in terms of galaxies, since it only has nine members with the main member (see Figure 6) one of the brightest galaxies in this group, which was expected.

**Figure 4.** Nine members of galaxy group NGC940 plotted according to their projected location in the group, colour-coded by brightness. The range in which each galaxy’s magnitude lies, is indicated by the letter B.

Figure 4 indicates that the main member, NGC0940 (number 5) is surrounded by one other bright member (purple indicated squares) of this galaxy group. The members were colour-coded according to their B-magnitude values between -18 and -21.

X-ray and radio data for main member NGC0940 reveal low- and full-resolution contours on the *XMM-Newton* and optical DSS image, respectively (see Figure 5). The contours overlaid on both images indicates no jet components, since this main member does not have a hot halo but is rather detected as a point source.

**Figure 5.** X-ray and radio data for group NGC940. *Left:* GMRT 235 MHz low-resolution contours in black overlaid on the adaptively smoothed, 0.3-2.0 KeV of *XMM-Newton* image. *Right:* GMRT 610 MHz full-resolution contours in green overlaid on the optical DSS image. [1]
Figure 6. Three bright members, NGC0940, NGC0931 and UGC01963 (in order from top to bottom) of the galaxy group NGC940. Hα filter images (left), r-band images (middle) and the r-band subtracted from the continuum (right).

Figure 6 shows that three bright members were scaled by making use of the formula [7] as discussed in the previous section. After the r-band of each member was subtracted from the continuum (images on the right), the ionised hydrogen gasses were clearly visible, showing the prominent clumps of stars in members NGC0931 and UGC01963.

4. Conclusions

In this study we have investigated surrounding members of two rich galaxy groups, NGC193 and NGC940 which are part of the CLoGS sample and can be used to investigate the role of AGNs to maintain the thermal balance of the IGM. Here we present preliminary results for both galaxy groups, detecting Hα in their central members - despite of the two galaxies’ different properties from X-ray and radio observations (e.g. jet-dominated vs point-source). Therefore, the environment and the IGM surrounding their dominant central galaxies are very diverse. Yet, intriguingly, Hα-emission is detected in both dominant galaxies, and the physical connection between the different phases (e.g. hot gas, and warm ionised gas) is not obvious. It will be interesting to now investigate the other members of the galaxy groups (surrounding the dominant member), as well as extend the study to include more CLoGS groups to thoroughly explain the origin of the ionised Hα gas.
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Abstract. An important component of galaxy formation and evolution studies, is to accurately constrain the star formation histories (SFHs) of galaxies. While the SFHs of most massive early-type galaxies can be described using a single passively-evolving stellar component (Single Stellar Population [SSP]), there is a fraction of massive early-type galaxies in the centres of galaxy groups and galaxy clusters where recent star formation is observed and are better described by two or more stellar components (Composite Stellar Population [CSP]). In this project we identify and constrain possible recent star formation episodes in a sample of 23 BGGs (Brightest Group Galaxies), which is a sub-sample of the Complete Local-Volume Groups Sample (CLoGS). Most of these BGGs are in the centres of X-ray rich groups and all are closer than 80Mpc. We use archival spatially-resolved long-slit spectroscopy from the Hobby-Eberly Telescope (HET) at the McDonald Observatory, and determine whether the BGGs are better described by an SSP or a CSP using ULySS. For this, stellar population models were fit to each of the 23 galaxies. The results showed that 11 of the BGGs were better described by a CSP while 12 of the BGGs were better described by an SSP. These results must be compared to the existing X-ray and radio observations of the groups.

1. Introduction

Galaxy groups are some of the best environments for studying the impact of galaxies on the surrounding Intergalactic Medium, as is done in [1]. The CLoGS sample is an optically selected sample of 53 galaxy groups within 80 Mpc. The sample selection is described in detail in [2]. X-ray, radio and sub-mm data have been collected for the entire sample [2]. In addition, [3] have analysed spatially-resolved long-slit spectroscopy from the 10m Hobby-Eberly Telescope (HET at the McDonald Observatory observed in September 2010 [4]) for a sub-sample of 23 BGGs. This project is a continuation, and uses the same sub-sample and data to derive star formation histories for the 23 BGGs. The aim is to study various properties of BGGs that serve as signatures of their evolutionary paths and also interpret the influence of the environment. The central galaxies (or BGGs) are in the centres of the groups’ massive dark matter haloes and are thus ideal probes of galaxy evolution.

Table 1 gives information about the galaxies in this sub-sample. The sample was divided into two categories: a high-richness category and a low-richness category. [2] defined a richness parameter \( R \) as the number of galaxies within that group (within 1 Mpc from the centre and 3\( \sigma \))
in velocity of the BGG) with the luminosity constraint: \( \log L_B \geq 10.2 \). Groups with \( 4 \leq R \leq 8 \) were classified as High-richness groups and groups with \( R = 2-3 \) were classified as Low-richness groups.

Table 1. The basic information of the BGGs that are studied in this project.

<table>
<thead>
<tr>
<th>Galaxy</th>
<th>Redshift</th>
<th>RA (h:m:s)</th>
<th>DEC (d:m:s)</th>
<th>Velocity (km/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>High-richness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC0410</td>
<td>0.0177</td>
<td>01h10m58.9s</td>
<td>+33d09m07s</td>
<td>5294</td>
</tr>
<tr>
<td>NGC0584</td>
<td>0.0060</td>
<td>01h31m20.7s</td>
<td>–06d52m05s</td>
<td>1802</td>
</tr>
<tr>
<td>NGC0777</td>
<td>0.0167</td>
<td>02h00m14.9s</td>
<td>+31d25m46s</td>
<td>5015</td>
</tr>
<tr>
<td>NGC0924</td>
<td>0.0149</td>
<td>02h26m46.8s</td>
<td>+20d29m51s</td>
<td>4461</td>
</tr>
<tr>
<td>NGC1060</td>
<td>0.0173</td>
<td>02h43m15.0s</td>
<td>+32d25m30s</td>
<td>5190</td>
</tr>
<tr>
<td>NGC1453</td>
<td>0.0130</td>
<td>03h46m27.2s</td>
<td>–03d58m08s</td>
<td>3886</td>
</tr>
<tr>
<td>NGC1587</td>
<td>0.0123</td>
<td>04h30m39.9s</td>
<td>+00d39m42s</td>
<td>3694</td>
</tr>
<tr>
<td>NGC2563</td>
<td>0.0149</td>
<td>08h20m35.7s</td>
<td>+21d04m04s</td>
<td>4480</td>
</tr>
<tr>
<td>NGC4261</td>
<td>0.0074</td>
<td>12h19m23.2s</td>
<td>+05d49m31s</td>
<td>2212</td>
</tr>
<tr>
<td>NGC5353</td>
<td>0.0078</td>
<td>13h53m26.7s</td>
<td>+40d16m59s</td>
<td>2325</td>
</tr>
<tr>
<td>NGC5846</td>
<td>0.0057</td>
<td>15h06m29.3s</td>
<td>+01d36m20s</td>
<td>1712</td>
</tr>
<tr>
<td>NGC5982</td>
<td>0.0101</td>
<td>15h38m39.8s</td>
<td>+59d21m21s</td>
<td>3017</td>
</tr>
<tr>
<td>NGC6658</td>
<td>0.0142</td>
<td>18h33m55.6s</td>
<td>+22d53m18s</td>
<td>4270</td>
</tr>
<tr>
<td>NGC7619</td>
<td>0.0125</td>
<td>23h20m14.5s</td>
<td>+08d12m22s</td>
<td>3762</td>
</tr>
<tr>
<td>Low-richness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NGC0315</td>
<td>0.0165</td>
<td>00h57m48.9s</td>
<td>+30d21m09s</td>
<td>4942</td>
</tr>
<tr>
<td>NGC0524</td>
<td>0.0080</td>
<td>01h24m47.7s</td>
<td>+09d32m20s</td>
<td>2403</td>
</tr>
<tr>
<td>NGC1779</td>
<td>0.0111</td>
<td>05h05m18.1s</td>
<td>–09d08m50s</td>
<td>3313</td>
</tr>
<tr>
<td>NGC2768</td>
<td>0.0045</td>
<td>09h11m37.5s</td>
<td>+60d02m14s</td>
<td>1353</td>
</tr>
<tr>
<td>NGC3613</td>
<td>0.0068</td>
<td>11h18m36.1s</td>
<td>+58d00m00s</td>
<td>2051</td>
</tr>
<tr>
<td>NGC3665</td>
<td>0.0069</td>
<td>11h24m43.7s</td>
<td>+38d45m40s</td>
<td>2069</td>
</tr>
<tr>
<td>NGC5127</td>
<td>0.0162</td>
<td>13h23m45.0s</td>
<td>+31d33m57s</td>
<td>4862</td>
</tr>
<tr>
<td>NGC5490</td>
<td>0.0162</td>
<td>14h09m57.3s</td>
<td>+17d32m44s</td>
<td>4855</td>
</tr>
<tr>
<td>NGC5629</td>
<td>0.0150</td>
<td>14h28m16.4s</td>
<td>+25d50m56s</td>
<td>4498</td>
</tr>
</tbody>
</table>

[5] did a complimentary study on Brightest Cluster Galaxies (BCGs), generally more massive and in denser environments than BGGs. It was found that there are two thresholds in the host clusters that determine whether star formation is allowed in the BCG. The two thresholds are the central entropy and the ratio of cooling-time \( t_{cool} \) to free-fall time \( t_{ff} \). We are interested in whether these or similar thresholds exist in X-ray rich groups.

The aim in this research is to constrain the SFH of BGGs. This can be done by classifying the galaxies as better described by a single stellar population (SSP) or a composite stellar population (CSP). According to [5] the convention is that most giant elliptical galaxies, such as the BGGs that is considered here, are passively evolving. Whether this holds true for BGGs, can be revealed by the SFH of the galaxies.
2. Method

2.1. Reduction

Since the data in the HET archive was not sky-subtracted, the first step was to do sky-subtraction. The data was then spatially binned into two bins - an inner bin (from 0 - 1 kpc) and an outer bin (from 1 - 2 kpc). This is done for each of the individual galaxies observed. This binning refers to binning along the spatial direction of the 2D spectra. This was done to ensure a high enough signal-to-noise ratio to have acceptable errors on the derived ages and metallicities.

2.2. ULySS

For the analysis, the stellar population code ULySS (University of Lyon Spectroscopic analysis Software) was used. The main routine in ULySS was used to compare the spectrum of a galaxy to the Vazdekis-MILES models [6] using all 985 stars.

The next step was to test the degree of the multiplicative polynomial. The multiplicative polynomial is used to subtract the continuum and dust as well as to account for any possible flux calibration differences between the galaxy and stellar template spectra. For this an SSP-fit was run for all 23 BGGs and for all MDs (Multiplicative Polynomial Degrees) between 1 and 30. After this, the resulting metallicity and age were plot against the different MDs. The optimal choice, where the solution converged, was a degree of 16.

Although the majority of stars inside the BGGs are believed to be old, we want to identify recent star formation episodes, by running both an SSP and a CSP fit for all 23 galaxies. This method is described in full in [5]. Thus, to accurately determine whether there is recent star formation in a galaxy, a CSP with two very different age components was chosen: a young component and an old component, even though no age or metallicity restrictions were placed on the two components.

The best way to do stellar population fitting is with a wide range of wavelengths, to break the age-metallicity degeneracy [7]. Due to some atmospheric features at the red-end of the spectrum (as can be seen in figure 1 and figure 2), the spectrum was truncated at 6200 Å, yielding a wavelength range of 4600-6200 Å, which is still wide enough for spectral fitting.

Figure 1. The spectrum of NGC0524 for the full observed wavelength-range. The black line indicates the observed spectrum, the blue line is the stellar population model of the best fit and the red is deviations that are masked during the fitting process. The light blue line shows the multiplicative polynomial that is used to normalize the continuum. The residuals are shown in the lower panel, where the green lines indicate the residuals as allowed by the error spectra (i.e. residuals larger than the green lines indicate deviations from the model as opposed to fluctuations caused by the noise in the spectrum).
Figure 2. The same spectrum of NGC0524 as shown in figure 1, but now truncated at 4600-6200 Å. Thus, the atmospheric features are excluded.

3. Results and discussion

3.1. Classification

Table 2 gives a summary of the results obtained for both bins of all 23 galaxies.

<table>
<thead>
<tr>
<th>High-richness</th>
<th>Galaxy</th>
<th>Inner</th>
<th>Outer</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC0410</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC0584</td>
<td>CSP</td>
<td>CSP</td>
<td></td>
</tr>
<tr>
<td>NGC0777</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC0924</td>
<td>CSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC1060</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC1453</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC1587</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC2563</td>
<td>CSP</td>
<td>CSP</td>
<td></td>
</tr>
<tr>
<td>NGC4261</td>
<td>SSP</td>
<td>CSP</td>
<td></td>
</tr>
<tr>
<td>NGC5353</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC5846</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC5982</td>
<td>CSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC6658</td>
<td>CSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC7619</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Low-richness</th>
<th>Galaxy</th>
<th>Inner</th>
<th>Outer</th>
</tr>
</thead>
<tbody>
<tr>
<td>NGC0315</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC0524</td>
<td>CSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC1779</td>
<td>CSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC2768</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC3613</td>
<td>SSP</td>
<td>CSP</td>
<td></td>
</tr>
<tr>
<td>NGC3665</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC5127</td>
<td>SSP</td>
<td>CSP</td>
<td></td>
</tr>
<tr>
<td>NGC5490</td>
<td>SSP</td>
<td>SSP</td>
<td></td>
</tr>
<tr>
<td>NGC5629</td>
<td>CSP</td>
<td>SSP</td>
<td></td>
</tr>
</tbody>
</table>

In Table 2 it is evident that some of the galaxies’ inner bins are better described by a CSP while the outer bins are better described using an SSP. This is to be expected as the older stellar components mostly lie on the outskirts of the galaxy and the star formation mostly takes place in the central part of the galaxy (as is the case in NGC0924, NGC5982, NGC6658, NGC0524 and NGC5629). But, as is evident in NGC4261, NGC3613 and NGC5127, the inverse may also be possible (as described by [8] and [9]). For these three galaxies, it was found that the
inner bin was best fit by a single population, while the outer bin was best fit by a composite population. Naively, one might expect recent star formation to occur in the central parts of the BGGs. However, it is possible that processes such as galaxy mergers or infalling satellites can lead to younger stars in the outer parts. Whether this is indeed the case here, needs to be further investigated by also looking at the X-ray and radio observations.

3.2. NaD
Figure 3 clearly shows a feature that is not well fitted by the model (around 5900 Å). The absorption line is that of NaD, which may be sensitive for the initial mass function (IMF), according to [10]. According to [11] this phenomenon can also be seen in dwarf galaxies. This remarkable discrepancy occurs in 14 BGGs and must be investigated further.

![Figure 3](image)

**Figure 3.** This is the spectrum of NGC0410. The NaD feature can be seen at 5900 Å (between the red dashed lines). The colours have the same meaning as in figure 1.

3.3. Brightest Cluster Galaxies
The same method was used in [5] for 32 BCGs to identify recent star formation episodes. Figure 4 (taken from [3], their figure 2a) shows the combined sample of 55 BGGs and BCGs. From this figure, it can be seen that the two populations, BGGs and BCGs, deviate in their Faber-Jackson relations. Now that we have star formation histories for all 55 central galaxies, these derived properties can be used to look for possible correlations between the galaxy and host group/cluster properties.

4. Conclusion and future work
The results obtained from the stellar population fitting now needs to be compared to data from other wavelengths (X-rays, radio, sub-millimetre, etc.). It is very important to verify why the galaxies which are better described by a CSP, had recent star formation episodes. The results can also be compared with the kinematic signatures of the galaxy groups [3]. After careful interpretation of the preliminary results presented here, we should be able to answer questions such as possible X-ray property thresholds for star formation in groups. Another important line of inquiry is to find out why there is a NaD overabundance as this may disclose some information of the IMF of the galaxies.
Figure 4. The BGGs are plotted in blue, while the BCGs are plotted in green and red. Note the two different Faber-Jackson relations (FJR) for the two classes. Figure from [3].
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Search for Gamma-ray emission in the White Dwarf pulsar of AR Scorpii
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Abstract. Detailed multi-frequency studies of the white dwarf pulsar AR Scorpii (AR Sco) revealed a Spectral Energy Distribution (SED) which predominantly shows features of non-thermal emission between the Radio and X-ray energies. This implies that AR Sco is a site of particle acceleration, which makes AR Sco an interesting source to investigate for possible gamma-ray emission in Fermi-LAT data (100 MeV-500 GeV). The focus of this paper was to do a preliminary analysis of the total Fermi-LAT dataset (2008-2018) by utilizing the upgraded Fermi-LAT Pass 8 data analysis pipeline to search for possible γ-ray emission in AR Sco. The detection of gamma-rays from AR Sco will be a strong motivation for possible CTA and H.E.S.S. follow-up studies. A positive detection will also be invaluable to the field of gamma-ray astronomy, establishing close binaries containing fast rotating, highly magnetic white dwarfs as a new class of γ-ray source.

1. Introduction
AR Scorpii (henceforth AR Sco) is a newly discovered close binary system consisting of a highly magnetic white dwarf pulsar and a M5 spectral type red dwarf orbiting around their Center of Mass (COM) every 3.56 h\(^[1]\). This suggest some relation to other close binary systems called Cataclysmic Variables (CV) stars. A certain subclass of CVs known as Intermediate Polars (IP), also consist of white dwarfs with strong magnetic fields ranging between 1-10 MG, which is similar to that of AR Sco. White dwarfs (WDs) are very dense stars in their final evolutionary state, supported by electron degeneracy pressure. Some of these WDs spin rapidly about their central axis, possibly due to mass transfer from their companion star. They thus mimic the properties of neutron star pulsars due to their fast rotational velocities and large magnetic fields\(^[2]\). Recently it was discovered that the rotating WD in AR Sco, with a spin period of \(P_s = 117\) s, shows strong brightness variations across most of the electromagnetic spectrum\(^[1]\), i.e. the emission predominantly modulated at the orbital \((P_o = 3.56\) h\)) and its beat period \((P_b = 118\) s\) with spin period \(P_s = 117\) s.

It has been shown that this close binary system is unique, since there is no evidence of mass transfer, mass accretion, or magnetospheric propelling of the mass transfer stream from the binary system\(^[4]\). It was suggested by Marsh et al.\(^[1]\) that AR Sco is in the evolutionary stage of an IP, but AR Sco’s optical pulsations (70%) far exceeds that of the brightest IP detected thus far, namely FO Aquarii with optical pulsations of 25%. The lack of substantial accretion is inferred from the fact that the X-ray luminosity of AR Sco is less than 1% that of a typical IP\(^[1]\). Therefore, there is no clear evidence to support the notion that AR Sco is an IP.
It was also suggested by Buckley et al.\cite{4} that the Spectral Energy Distribution (SED) is dominated by non-thermal emission\cite{4}. One of the most dominant emission features occurs in the radio regime, where strong modulations were found in the radio flux on the orbital period and the beat period\cite{3} suggesting the emission originates on the M5 secondary star. Possibly in the pumped magnetospheric field of the secondary star as the WD’s magnetic field sweeps across it every rotation cycle. It is also proposed that the highly magnetic WD pulsar (order of 10 MG) has the potential to accelerate charged particles like electrons and protons to high Lorentz factors ($\gamma \approx 10^6$) within the light cylinder of the rotating white dwarf\cite{4}. This provides a vehicle to produce gamma-rays with energies above 1 TeV through e.g. inverse Compton scattering between the relativistic electrons and the photons from the secondary star\cite{2}. However, it was also recently shown that very high energy gamma-ray production through a hadronic channel like $\pi^0$-decay is also possible\cite{5}.

The aim of the study presented in this paper is to do a complete analysis of the total Fermi-LAT dataset (2008-2018) utilizing the upgraded Fermi-LAT Pass 8 data analysis pipeline to search for a gamma-ray excess from AR Sco. By using the upgraded Pass 8 data pipeline, better constraints can be put on the level of the emission above 100 MeV, which will allow the determination of a high energy SED above this threshold\cite{6}. This will have important implications for follow-up studies with H.E.S.S. and the future CTA. This study will have a very significant impact in the field of multi-wavelength astrophysics of high energy compact sources, as well as the field of gamma-ray astronomy. The discovery of gamma-rays in AR Sco will lead to a new class of gamma-ray source and the multi-wavelength properties will result in the source being considered as a unique laboratory to study magnetospheric processes that can accelerate charged particles to very high energies.

2. Observations and Analyses

A Fermi-LAT dataset from the past decade (2008-2018) was extracted from the Fermi Science Support Center (FSSC) in the energy range between 100 MeV and 500 GeV. By using the Pass 8 data analysis pipeline, which provides a better determination of the diffuse galactic gamma-ray emission and also a significant improvement in terms of energy resolution from previous Fermi-LAT pipelines, it was possible to do a standard Binned Likelihood Analysis on the Fermi-LAT dataset\cite{7}. The analysis was performed using Fermipy packages where a number of models were experimented with to fit and produce high energy SEDs for AR Sco. The event files, i.e. the photon and spacecraft files that were extracted from the FSSC site, were chosen to have a Region of Interest (ROI) of 30°, while a 15° ROI was chosen to extract the high energy photons of the target for analysis. All the point sources in the third Fermi-LAT catalog (3FGL) located within the ROI were modelled in the spectral fits, including the isotropic background and galactic diffuse emission. Since AR Sco is not listed in the 3FGL catalog, the source (3FGL J1616.8-2300) closest to the ROI centre (0.01° from ROI centre) was chosen to perform the event selection and create the source maps with Fermipy. AR Sco was added using its coordinates, (RA:16h21m47.28s, Dec: -22°53'10.39", J2000) to the source maps and selection files with the help of Fermipy commands so that likelihood analysis could be done. The spectral shape parameters of AR Sco was set to vary during optimization and fitting. The spectral shapes used to model the spectral fit for the extracted data are as follows, namely 1.) a Power Law:

$$dN(E)/dE = N_0(E/E_0)^\Gamma,$$

(1) with $N_0$ is the normalization factor and where a pivot energy ($E_0$) of 1 GeV was chosen to fit the model, and 2.) a Log Parabola

$$dN(E)/dE = N_0(E/E_0)^\alpha - \beta \log(E/E_0),$$

(2)
where $E_b$ is the break value that should be set near the lower energy range of the spectrum. Here $E_b$ was chosen to be 1 GeV.

### Table 1. List of all the model parameters used during optimization to fit the Fermi-LAT data. Where the Test Statistic (TS) value is used to distinguish between flux values ($TS \geq 25$) and $2\sigma$ upper limits.

<table>
<thead>
<tr>
<th>Spectral model</th>
<th>TS</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\Gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Law</td>
<td>7.71</td>
<td>N/A</td>
<td>N/A</td>
<td>$2.44 \pm 0.05$</td>
</tr>
<tr>
<td>Log Parabola</td>
<td>16.17</td>
<td>$2.29 \pm 0.2$</td>
<td>$0.28 \pm 0.001$</td>
<td>N/A</td>
</tr>
</tbody>
</table>

### 3. Results and Discussion

The spectral models that were used to model the SED, as mentioned in Section 2, are the power law and log parabola functions. These models were used to determine the emission spectrum that best describes the emission properties from AR Sco. A residual model fit, see Figure 1, was also created to visually indicate how well the model has been fitted to the high energy data.

The upper limits and detected flux values were determined by using the Test Statistic (TS) values generated by the likelihood analysis. These TS values help to determine the probability of detecting emission from the source within each bin. Based on the parameters and overall test statistics (see Table 1) and taking in account how both the power law and log parabola fits the flux values and upper limit within the butterfly plot, see Figure 2 and 3, the best proposed significant fit for AR Sco is represented by the power law model, see Figure 2. Also, from the residual and counts fit (Figure 1), along with the produced SEDs (Figures 2 and 3), it is observed that the most of these detected flux values are within the lower energy regime (up intill $\sim 10$ GeV). TS maps were also generated to show the overall significance of detection from AR Sco within the ROI, see Figure 4 and 5. The bright spot in the ROI, centred at AR Sco, in Figure 6 suggests that there is possible high energy emission from this region. Histograms of significance of all the data points in the ROI also shows the probability of detection within the standard deviation, see Figure 6 and 7. From these figures it is clear that the probability of detection is higher for the power law model as it follows a better Gaussian curve than the log parabola model.

A broadband SED was also created to show how the obtained Fermi-LAT power law spectrum, ranging from 100MeV to 500GeV, can be viewed in relation to previous multi-frequency observations (see Figure 8). The radio to optical data were extracted from the paper published by Marsh et al.[1] in 2016, whereas the X-ray data was extracted from the paper published by Geng et al.[3] in 2016.

### 4. Conclusion

The gamma-ray SED between 100MeV-500GeV seems to be compatible with a power law with $\Gamma=2.4 \pm 0.05$. Our results seem to suggest the possibility of a low-level detection which is compatible with both hadronic and leptonic channels of gamma-ray production. Further analyses are underway to quantify the gamma-ray emission from the selected ROI centred on AR Sco. Unbinned likelihood analyses will also be performed, utilizing all the detected high energy photons, to better determine the gamma-ray excess.
**Figure 1.** Residual model fit of power law model which best describes the spectral energy distribution.

**Figure 2.** Spectral energy model fit of AR Sco’s high energy SED represented by the Power Law function.

**Figure 3.** Spectral energy model fit of AR Sco’s high energy SED represented by the Log Parabola function.
**Figure 4.** Test Statistic map of the source AR Sco and the galactic diffuse emission. Notice the bright pixels at the ROI centre (red circle).

**Figure 5.** Test Statistic map of just the galactic diffuse emission. Notice the lack of bright pixels at the ROI centre compared to that in Figure 6.

**Figure 6.** Histogram of significance for all the points on the map, Power Law model.

**Figure 7.** Histogram of significance for all the points on the map, Log Parabola model.
Figure 8. Proposed Broadband SED of AR Sco, ranging from radio to gamma-ray energies. Radio and optical data adapted from Marsh et al.\cite{1} and Geng et al.\cite{2}. The dashed and solid lines show the Power Law model butterfly plot produced by the Likelihood Analyses generated in Fermipy.
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Abstract. We present the preliminary results of the search for gamma-ray emission from AE Aquarii (AE Aqr) using the upgraded Fermi-LAT Pass 8 data analysis pipeline. A previous study using the Fermi-LAT Pass 7 data pipeline showed low-level but consistent, pulsed emission at a period of 16.54 seconds, which is the first harmonic of the 33.08 s pulsed emission at the spin period of the white dwarf. This implies possible gamma-ray emission from both polar caps of the spinning white dwarf. A re-analysis with the Pass 8 data pipeline, which uses an improved galactic diffuse gamma-ray emission model as well as more inclusive selection criteria, has resulted in no detection of any gamma-ray emission from AE Aqr according to the Fermi-LAT detection threshold. However, three spectral points with significance just above 2σ were detected according to fermipy's spectral points detection threshold.

1. Introduction
AE Aqr is a cataclysmic variable close binary which consists of a fast rotating magnetized white dwarf orbiting a late-type main sequence companion (K4-5) star, with an orbital period of 9.88 hrs (e.g [1, 2, 3]). The white dwarf is highly magnetic (∼10^6 Gauss) and rotates with a period of ∼33 s [4]. AE Aqr exhibits nova-like characteristics in the optical waveband with a visual magnitude varying between \( m_v = 10 \) and \( m_v = 12 \) [5].

Initially, the system was erroneously classified as a DQ Her system, based on some similarities with DQ Hercules. However, later studies revealed that the system is significantly different since the white dwarf currently accretes very little material as a result of the magnetospheric propelling of materials from the fast rotating white dwarf magnetosphere, which drives the mass-flow from the secondary star out of the binary system [6, 7].

Non-thermal radio emission from AE Aqr was first detected by Bookbinder & Lamb (1987) [8]. This emission was later shown to be highly transient, showing flaring activity with flux levels varying between 1 and 12 mJy [9] on a continuous basis. In contrast to the initial perception that radio and optical outbursts could be associated with enhancements in the accretion rate onto the white dwarf, Patterson (1979) [10] showed that there was no significant increase in the pulsed fraction of the periodic optical emission during flares. It was shown [11] that a fragmented blobby mass transfer stream from the secondary star ejected by the fast rotating white dwarf (i.e. a magnetospheric propeller) could, in fact, drive the optical flaring, which explains why the pulsed fraction of the 33.08 s rotation period does not increase significantly during the flaring. It has been shown [12] that the white dwarf in AE Aqr could readily accelerate electrons and protons to energies of the order of several TeV (1 TeV = 10^{12} eV), which could provide gamma
rays through leptonic channels (synchrotron, inverse Compton) or a hadronic channel (neutral pion production and decay to gamma rays). These accelerated electrons, continuously pumped by the sweeping white dwarf magnetosphere, also produce non-thermal radio to infrared (IR) flaring emission with the observed van der Laan-type Spectral Energy Distribution (SED) [13].

The transient non-thermal radio flares observed from AE Aquarii, and its similarities with Cyg X-3 (albeit at a lower level), provided the first motivation to embark on a search for TeV emission from this source (see e.g. [14, 15, 16, 17]). Recently a Fermi-LAT search by van Heerden [18], using the Pass 7 pipeline, revealed weak but consistent pulsations at the first harmonic (∼16.54 s) of the 33.08 s spin period of the white dwarf. In this paper, the preliminary analysis and results in the search for gamma-ray emission from AE Aquarii utilizing Fermi-Pass 8 data will be presented.

2. Data Reduction & Analysis

The archival gamma-ray data from Fermi Large Area Telescope (Fermi-LAT) observed between 4 Aug 2008 to 2 May 2018 were considered. The data comprises of all Fermi-LAT events and spacecraft data. The analysis of the Fermi LAT data were performed using python software fermipy (v 0.17.3), which is part of the Fermi Science Tools software packages (v11r0p5). We used the (iso_P8R2_SOURCE_V6_v06.txt) set of response functions and selected corresponding source-class events, events class (evclass=128) and front+back events type (evttype=3). In this analysis, photons were selected from a radius of 10 degrees Region Of Interest (ROI), centered at the optical coordinates of AE Aquarii (RA=310.038, DEC= -0.8708). The zenith angle cut was set at 90 degrees to avoid contamination by photons produced from cosmic-ray interactions with the atmosphere. Binned maximum -log(likelihood) analysis was performed on the energy range 0.1-500 GeV. All sources within 20 degrees of ROI, the instrumental background (iso_P8R2_SOURCE_V6_v06.txt), and the diffuse galactic emission model (gll_iem_v06.fits, [19] as well as the source of interest were used to generate the spectral-spatial model using the python module (make3FGLxml.py). The analysis of AE Aqr was performed utilizing the simplest spectral model for non-thermal emission (i.e a Power Law see equation (1)).

\[ \frac{dN}{dE} = N_o \left[ \frac{-E}{E_o} \right]^{-\Gamma} \]  (1)

The power law model requires three parameters: the power law index (\(\Gamma\)) which controls the hardness of the source, the scale (\(N_o\)), this is the normalization factor to scale the observed brightness of the source and the prefactor (\(E_o\)), which scales the energy. These parameters and other parameters in the spectral-spatial model were optimized and fitted using the maximum -log(likelihood) technique, [20]. The significance of AE Aqr was assessed using the ratio of -log(likelihood) \(L\). This ratio is known as the test statistics (TS) as shown by equation 2,

\[ TS = -2 \log \left( \frac{L_{max,0}}{L_{max,1}} \right) \]  (2)

where \(L_{max,0}\) is the maximum likelihood value for a model without an additional source (the null hypothesis) and \(L_{max,1}\) is the maximum likelihood value for a model with the additional source at a specified location. The term significance in this analysis is defined in \(\sigma\) units, where it is assumed to take the square-root value of TS [20]. Fermi-LAT sources with test statistic less than 25 were removed from the fit, and to get the desired fit status and quality for the model, the parameters of all sources beyond a 5 degrees angular distance from the centre of the ROI were fixed, whereas those of the target source were set free.

Fermipy has several processes and analysis output product that can be used to search for un-modelled sources as well as evaluating the fit quality of the model. These include TS-Map,
TS-Cube, Residual-Map and Source Finding. In this analysis, TS and Residual maps were employed and the Spectral Energy Distribution (SED) was computed.

3. Results

The average TS for AE Aquarii from *fermipy* binned analysis was zero in the energy range 0.1-500 GeV. This value is way below the detection limit which means that the proposed spectral model does not characterize the source correctly, or that the target is not a strong enough emitter to be classified as a gamma-ray source. The left-hand side of Figure 1, shows a counts map of filtered raw data with Good Time Intervals (GTIs') applied and the right-hand side the likelihood model map, which shows all sources that were included in the fit.

![Counts map (left) and model map (right).](image)

**Figure 1:** Counts map (left) and model map (right). The counts map is the cumulative data of observed counts at a given grid location. A closer inspection of the counts map generated for ten years of data shows that there are no extremely bright sources in the ROI.

3.1. TS and Residual Maps

TS maps were generated for the entire ROI, using the `gta.tsmaps()` routine which generates a TS map for each source component in the model centered at each spatial bin. TS maps are only sensitive to a positive deviation with respect to the model. The method calculates TS for each bin using equation (2). The TS map on the left-hand side of Figure 2 shows no gamma-ray significance, this corresponds well with the analysis results. On the right-hand side is the residual map generated by the `gta.residmap()` routine, which calculates the residual between the counts’ map and model map. The residual map is sensitive to positive and negative deviations. There should be no region with an excess in terms of significance if the model describes the data well.

3.2. Spectral energy distribution (SED)

Additional to TS maps, SED points with 30 energy bins per decade and butterfly plots were generated to see whether the model is in agreement with the data and also to check which energy bins contribute more to the obtained TS. On the left-hand side of Figure 3 is a SED plot fitted with a power law, butterfly plots are also included on the fit and on the right-hand side a broadband SED, with plotted points from this study, archival data, and CTA, and Fermi-LAT sensitivity curves. Further investigations on the energy bins with significance just above 2σ is presented in Fig 4, with energy range between 0.4 and 10 GeV.
4. Discussion & Conclusion

This study resulted in no detection of gamma-ray emission from the region of AE Aqr as per the detection threshold of Fermi-LAT. Van Heerden [18] reported upper limit of $3.47 \times 10^{-7}$ ph cm$^{-2}$s$^{-1}$ in the energy range 10 - 100 GeV using pass 7 data and Jian [21] reported upper limit of $1.3 \times 10^{-12}$ erg cm$^{-2}$s$^{-1}$ in the 0.1 - 300 GeV using pass 8 data. These results are consistent with our upper limit results not included in this paper. The significance of the source is negligible over the entire energy range. We, therefore, investigated energy bins that contribute more to the possible emission. Our aim was to check if there is any energy bin with significance values above the Fermi detection threshold. In our results, we saw that in most of the energy bins the source is insignificant except for a few energy bins with significance that barely exceed 2$\sigma$. The energy range with 2$\sigma$ significance is above the energy range that is most affected by the background contamination, therefore if this is a false detection it cannot be attributed to the influence of the background.

The TS and residual maps produced for the full energy range did not confirm any significant increase in gamma-ray emission at the target region as compared to the background (see Figure 2).
Figure 4: Spectral data points generated on the energy range 0.4-10 GeV, this is the energy range that has the largest significance.

2). The TS map shows that the significance of the target region was less than 2σ significance. This could be because the source is faint due to its proximity to the galactic plane (b = -0.87), which causes an increase in the background. Along the latitude of AE Aqr on the left and right of Figure 2, there are two gamma ray sources that are not modelled because they are not in the 3FGL catalog. Since these sources were not modelled they can influence our results. However, the detection of SED points above the *fermipy* threshold shows that there is a possibility of an increase in gamma-ray activity at the region of AE Aqr. Whether this increased activity is just transient or also periodic in nature and could be linked directly to AE Aqr is still to be investigated further.

Most of the gamma ray Fermi-LAT sources in the ROI are hidden in the background. The background in this region is brighter than most sources as seen in the counts map (see, Figure 1). Even the model map shows that the number of predicted counts for each source still results in some sources with negligible counts (see Figure 1). Therefore the new model of the isotropic diffuse background and the diffuse galactic emission model for the 4FGL catalog will likely produce better results.
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Abstract. Potential links between astrophysical sources, such as gamma ray bursts and supernovae, and mass extinction events on Earth are of interest in the historical trajectory of life on our planet. There are strong arguments to suggest that these astrophysical sources can have several destructive effects, including depletion of atmospheric ozone and an increase in the radiation dose received by living organisms. Recently, the possibility of galactic dark matter clumps having an affect on life on Earth has been of some interest in the literature. In this work, it is shown that when the Earth passes through clumpy dark matter composed of WIMPs, there will be an increase to the internal heat flow of the Earth of as much as $\sim 3706$ TW, leading to increased flood-basalt volcanism. There will also be an equivalent dose of $\sim 15.9$ $\mu$Sv imparted to organic tissue due to collisions between WIMPs and oxygen nuclei. If WIMPs are found to be a major constituent of dark matter, these effects could provide a supporting explanation for mass extinction events on Earth.

1. Introduction
Throughout the history of life on Earth, there have been periods in which a significant percentage of all living species become extinct. In the past these mass extinction events have been linked with several proposed causes - comet impacts with the Earth, flood-basalt volcanism, and rapid climate change. It has been suggested [1–4] that mass extinction events over the past 250 million years have been periodic, occurring at regular intervals of time. Periods of 26-62 million years have been found to match the extinction record with a high statistical significance, and an explanation for this periodicity could be provided by astrophysical sources, in particular galactic Dark Matter (DM) that resides in the solar system’s galactic orbit.

Large scale numerical simulations based on the principles of structure formation in the universe have shown that DM tends to clump together in the form of halos [5–8]. Further, it is believed that substructure is present in these halos, with regions of comparatively high DM density or clumps, interspersed inside the surrounding halo. Several density profiles have been used to model these halos, with more sophisticated simulations leading to more complex profiles. Recently, a proposed halo profile dubbed the UltraCompact MiniHalo (UCMH) [9] has been of interest for its potential to account for microlensing observations of compact objects in the area around our solar system [10–13]. This profile has an extremely steep radial density dependence compared to other halos, and will be used as the model of choice in this work. The DM component of these halos will be considered to be composed of Weakly-Interacting Massive Particles (WIMPs), a generic candidate DM particle.

If the solar system were to interact with a clump of DM, there could be many unfavourable implications for life on our planet, and some of the hypothesised interactions between DM and
the Earth lead to effects that are in agreement with the currently accepted causes of mass extinction events. There has been research conducted into the possibility of a galactic disk of DM gravitationally perturbing the Oort cloud of our solar system, leading to an increase in the number of comets that reach the Earth [14, 15]. This corresponds to one of the leading explanations for the extinction event at the Cretaceous-Paleogene boundary ∼65.5 My ago [16]. There has also been research conducted into the increase in volcanic activity of the Earth due to the heat generated from annihilating DM particles that have been captured in the core of the Earth [17,18], which could correspond to a likely cause of the Permian-Triassic extinction event [19]. There has also been research into the carcinogenic effect of DM particle collisions with organic tissue [20,21], which has obvious harmful implications for life, but could also provide a mechanism for the observed explosions in biodiversity shortly after several mass extinction events. Whether individually or combined, the potential of the above effects to disrupt life on Earth could support the hypothesis that mass extinction events on the Earth have an astrophysical origin.

The structure of this paper will be as follows: in section 2 we present the UCMH model used, in section 3 we discuss the hypothesis of DM capture and the generation of heat in the core of the Earth, and in section 4 we discuss the possibility of carcinogenesis resulting from WIMP collisions with tissue elements. These results are then summarised in section 5.

2. Ultracompact Dark Matter Minihalos

When the existence of UCMHs was proposed by [9], it was largely motivated by the potential for these objects to be observed using microlensing experiments. It is argued that UCMHs could provide a unique probe of the early universe, as they are believed to have formed in a similar way to primordial black holes - seeded by random density perturbations that underwent gravitational collapse and subsequent growth during the radiation and matter dominated epochs. However, the amplitude of the initial density perturbations needed to seed UCMHs would be weaker than those needed to form a black hole, which could make their existence more likely than primordial black holes.

The principles of structure formation and secondary infall predict that halos formed in this way would presently consist of a dense core of DM surrounded by a relatively sparse envelope of accreted dark and baryonic matter. The radial density profile of these objects is then given by

\[ \rho_\chi(r) = \frac{3}{16\pi} \frac{\Omega_\chi}{\Omega_m} \frac{M_{\text{UCMH}}}{R_{\text{UCMH}}^3} \frac{1}{r^4}, \]  

where \( \Omega_\chi/\Omega_m \) are the usual density parameters for dark matter and the total matter content of the universe. \( R_{\text{UCMH}} \) is the radius of the UCMH at a given redshift, given by

\[ R_{\text{UCMH}}(z) = 0.019 \left( \frac{1000}{1 + z} \right) \left( \frac{M_{\text{UCMH}}}{M_\odot} \right)^{\frac{1}{3}} \text{pc}. \]

In this work the redshift is chosen to be \( z = 10 \), as this corresponds to the redshift at which accretion onto the UCMH ends - effectively setting the present radius of the UCMH. The masses of the UCMHs used follow the relatively conservative estimates adopted in [20]. The profile in (1) breaks down at radii close to the centre of the halo, when the approximation of radial infall is violated. This is remedied by considering the annihilation of WIMPs in the core, which provides an upper limit on the density at the center of the halo. As in [22,23], this is estimated as

\[ \rho_{\chi,\text{max}} \equiv \rho_\chi(r_{\text{cut}}) \approx \frac{m_\chi}{\langle \sigma v \rangle (t_0 - t_i)}, \]
where \( \langle \sigma v \rangle \) is the WIMP self annihilation cross section, \( t_0 \) is the age of the universe and \( t_i \) is the time of halo collapse, estimated here as \( t_i = t(z_{eq}) \approx 59 \text{ Myr} \). The density inside the radius \( r_{cut} \) is then set to the value of \( \rho_{\text{max}} \).

### 3. Heat Generation and Volcanic Activity

The production of excess heat in the core of the Earth and the subsequent increase in volcanic activity due to DM capture was investigated by Ref. [17, 18], where it was found that DM clumps with high density could generate an extreme amount of heat through WIMP annihilation. According to Ref. [17], the energy produced by collisions between nuclei in the Earth’s core and annihilation products of captured WIMPs would dissipate as heat from the core into the lower layers of the mantle, rendering them unstable. Plumes of molten mantle material formed by the breaking up of these layers would then carry the heat upwards through the Earth, creating volcanic rifts and flood basalts when they ultimately reach the surface.

The amount of heat \( (Q) \) generated by annihilating WIMPs that have been captured in the Earth’s core is calculated as

\[
Q = C \cdot m_{\chi} \cdot e, \tag{4}
\]

where \( C \) is the capture rate of WIMPs and \( e \) represents the fraction of all WIMP annihilations that will lead to energy transfer in the core of the Earth, which is estimated as 0.5.

#### 3.1. WIMP capture rate

The form of the capture rate used in [17, 18] does not consider resonant effects, identified by Ref. [24], which enhance the capture rate when the WIMP mass is similar to the mass of elements found in the Earth’s core. A practical form of this improved capture rate equation, when applied to capture by the Earth, is

\[
C = 4.0 \times 10^{16} \text{s}^{-1} \left( \frac{\rho_{\chi}}{0.4 \text{ GeV} \cdot \text{cm}^{-3}} \right) \left( \frac{\mu}{\mu_W^2} Q^2 f \right) \left( \frac{\phi}{\phi_0} \right) \left( 1 - \frac{1 - e^{-A^2}}{A^2} \right) \xi_1(A). \tag{5}
\]

In this form, \( \rho_{\chi} \) represents the density of WIMPs, the factor \( (\mu/\mu_W^2 Q^2 f) \) sets the WIMP-nucleon scattering cross section and the final bracket is a calculation of the suppression/enhancement of capture resulting from differences in mass between WIMPs and nuclei in the Earth (for a detailed explanation of WIMP capture, the reader is referred to [24]). This “resonance” can be clearly seen in Figure 1 by the peaks which occur at WIMP masses that are similar to the most abundant elements in the Earth’s core. Further, it should be noted that this equation only considers direct capture of WIMPs, and any WIMPs that don’t lose enough energy to be captured but undergo subsequent interactions with the Earth could enhance this capture rate by as much as a factor of 100.

#### 3.2. Updated cross sections from LUX experiment

The WIMP-nuclei cross sections used in [17], when used with the capture rate, lead to large amounts of produced heat when compared to the DM-independent internal heat flow of the Earth, which has been found using terrestrial borehole experiments to be \( \sim 44.2 \text{ TW} \) [25]. The latest (2017) results from the Large Underground Xenon (LUX) experiment [26] suggest significantly lower cross-sections, which leads to a suppression of the overall heat generation. The total heat generated when the Earth passes through an UCMH using Equation 5 and the LUX cross-sections can be seen in Figure 1. Using the values for the heat capacity and mass of the core of the Earth used in [18], this temperature increase can be estimated, and it was found that for the relatively small UCMH mass used in [20], \( \Delta T = 0.037 \text{ K} \). For a UCMH mass of 100 \( M_{\odot} \), this value increases to \( \Delta T = 3.9 \text{ K} \). These changes in temperature are much lower than the quoted
values in [18], and small compared to the temperature of the Earth’s core without DM effects, believed to be thousands of K [27].

![Graph: Heat generation by WIMPs in Earth's core.](image)

**Figure 1.** The total amount of heat generated by annihilating WIMPs captured in the core of the Earth during traversal of an UCMH. The blue curve represents the heat generated using previous estimates of the WIMP-nuclei scattering cross sections, and the black curve shows heat generated using the 2017 data on cross-sections from the LUX experiment. The dotted red line at 44.2 TW shows the DM-independent heat flow of the Earth. The largest peak occurs at $m_\chi = m_{56}$ Fe, with a maximum value of $Q = 3706$ TW.

4. Carcinogenesis from WIMPs

There is evidence that suggests ionising radiation is a "universal carcinogen", able to form cancers in most of the tissue types of most species, at any age [28]. This could help support claims that mass extinction events have been partly or fully caused by large increases in the radiation levels received by living organisms on Earth. A hypothesis proposed in Ref. [20] tries to estimate the efficacy of carcinogenesis for WIMPs inside a DM clump that pass directly through the Earth. By investigating the deposition of energy into tissue, from direct collisions of WIMPs and secondary recoiled oxygen nuclei, it was proposed that these effects would have a non-negligible impact on life on the planet. This hypothesis was later revisited by Ref. [21], where it was found that this effect would have a much weaker impact than estimated before.

4.1. Estimating the efficacy of carcinogenesis from WIMPs

A measure of the health risk associated with exposure to different radiation types, called the equivalent dose, is defined as

$$\text{equivalent dose (Sv)} = RBE \cdot \text{absorbed dose (Gy)},$$

where $RBE$ stands for the Relative Biological Effectiveness value, and the absorbed dose represents the amount of energy deposited into a target material by the radiation. The absorbed dose is measured in units of J/kg or Gy (gray) and is independent of the radiation type. The RBE is a number used to scale the effectiveness of different radiation types, and is conventionally defined relative to a specific type, usually X-rays.

The equivalent dose, having units of J/kg but measured specifically in Sv (sievert), represents the stochastic health risk associated with exposure to different radiation types. To find this value, the absorbed dose and RBE values for WIMPs and recoiled nuclei need to be estimated. Since oxygen nuclei constitute the majority of all recoiled tissue nuclei [20, 21], this work only considers the effects of recoiled oxygen nuclei. This approximation produces accurate results for simple tissue compositions, but more detailed tissue compositions would require an analysis.
involving all recoiled nuclei. The approximate absorbed dose was calculated by multiplying a scattering rate $S$ by the average recoil energy $\langle T \rangle$ and the duration of a typical clump crossing, for a range of WIMP masses. The scattering rate was calculated as

$$S = \left( \sum_i f_i \frac{\sigma N_{m_i}}{m_i} \right) \left( \frac{\rho_\chi}{m_\chi} \right) v_{\text{disp}},$$

where the index $i$ represents each element found in the tissue, $f$ is a total scattering cross section, $\sigma N$ is the spin-independent (SI) WIMP-nucleon cross section, and $\rho_\chi, v_{\text{disp}}$ are the WIMP density and velocity dispersion. The LUX results [26] were used for the WIMP-nucleon cross section.

RBE values for specific types of radiation are usually quantified through experiment. It was found in Ref. [29] that the RBE of several heavy-ions depends both on the absorbed dose and on the Linear Energy Transfer (LET) value, which is a measure of the length scale in which the radiation deposits its energy into the tissue. This dependence showed a peak in the RBE when the LET value was in the range 100-200 keV/µm, with higher RBE when the dose rate was low. SRIM [30] was used to estimate the LET of oxygen nuclei recoiled from collisions with WIMPs, having an average energy of 25 keV and incident on a representative tissue composition [20]. The results, which show energy deposition via ionisation and the generation of phonons, are shown in Figure 2. Because the LET of WIMP collisions with tissue elements at this time have not be estimated, and under the naive assumption that the RBE of WIMPs is also dependent on the LET value, the RBE and any further effect of direct WIMP collisions has to be neglected.

4.2. Results

![Figure 2. Energy deposition into representative tissue C$_4$H$_{10}$O$_{17}$N used by Ref. [20] from an oxygen ion of 25 keV, by ionisation of target material and by phonons produced by incident ion. The maximum total LET for oxygen in this tissue type is $\sim$ 138 keV/µm.](image)

The total LET of recoiled oxygen nuclei in a representative tissue composition was found to be approximately 138 keV/µm. An estimate of the RBE corresponding to this LET value is taken from [31], which set a range of 1.9-3.1 for the RBE of oxygen nuclei incident on human HCC cell lines at an LET of 146 keV/µm. These values, when used together with the typical duration of a clump crossing in the calculation of the equivalent dose for oxygen recoils, yield
a maximum dose of $1.5935 \times 10^{-5}$ Sv. When compared to the average natural radiation dose rate of 0.4-4.4 mSv/year [21] protracted over the same period, the risk of this effect having a significant effect on large populations seems unlikely.

5. Conclusion
The possibility of Earth interacting with a dense clump of DM could bring with it disruption to life on Earth. The generation of heat from annihilating WIMPs in the core of the Earth can lead to temperature increases of up to 3.9 K for large UCMHs. Although the instantaneous heat generation is large, the global and long-term effects from the small temperature changes are uncertain. Also, the onset of cancers from recoiled oxygen collisions with tissue elements leads to an equivalent dose of $\sim 15.9 \mu$Sv, the effect of which could be enhanced if direct WIMP collisions have an LET value that is conducive to DNA damage.

The results from both of these hypotheses are lower than previous estimates, which can be attributed to the new WIMP cross section limits obtained by the LUX experiment. However, when these effects are considered with other potential mechanisms for extinction from DM like gravitational perturbations of the Oort cloud, they could still provide a supporting explanation for mass extinction events on Earth.
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Abstract. Planck stars form when a collapsing shell of matter within a black hole reaches the Planck density, roughly equivalent to the mass being compressed into a volumetric size near that of the proton, and rebounds outwards. These Planck stars have been considered as accounting for both non-repeating fast radio bursts and short gamma ray bursts, whilst offering a comparatively low energy perspective onto quantum gravity. The observation of such an event would require black hole masses much smaller than a solar mass, which could be provided by primordial black hole dark matter models. We discuss the low energy isotropic background emissions produced by decaying primordial black holes at all epochs and derive constraints from the spectrum of the extragalactic background light. We find that, in order to avoid exceeding known extragalactic background light emissions, we must restrict the total energy emitted at low frequencies by a Planck star exploding in the present epoch to be less than $10^{43}$ erg or restrict the primordial black hole population far below any existing limits. This casts doubt on whether exploding Planck stars could actually account for non-repeating fast radio bursts, as they are speculated to in the literature.

1. Introduction

The concept of a “Planck star” has been proposed in the literature [1] as producing both non-singular black hole spacetimes and solving the information-loss problem [2, 3]. It is argued, through loop quantum gravity calculations [4], that the collapsing shell of matter within the event horizon will stop collapsing at a finite density (the Planck density) due to quantum-gravitational pressure [1] and then proceeds to bounce outward in a manner similar to certain collapsing universes in loop quantum cosmology [5]. The now expanding matter within the black hole then tunnels through the horizon producing a white hole [6]. The bounce and tunnelling happen very rapidly in the rest-frame of the black hole [1], but due to time dilation the process takes longer than the lifetime of the universe for black holes above $10^{-7} M_\odot$ [7, 6] but remains more rapid than Hawking evaporation [1]. The photon gas, captured during Primordial Black Hole (PBH) formation in the early universe, and then released by the white hole retains a temperature on the order of a TeV [8]. This intriguing possibility has been argued [6] to be able to account for both fast radio bursts [9], with dimensional arguments for emissions around a wavelength equal to the black hole diameter [8], and short gamma-ray bursts provided by the escaping photon gas [8]. Moreover, this scenario offers a comparatively low energy window into the physics of quantum gravity. However, observing such an event requires the presence of black holes with masses considerably below that of the sun.

Fortunately, the possibility of the formation of low-mass PBHs in the very early universe
has a long history in the literature (an early argument can be found in [10]) and have often been put forward as potential candidates for dark matter [11]. Early interest was focussed upon PBHs with masses below that of the sun, but, stringent constraints (see [12] and references therein) prevent PBHs from composing a large fraction of cosmologically relevant dark matter. These constraints, however, assumed the mass distribution of PBHs to be monochromatic and recent work has been able to show that extended mass distributions can either evade [13] or satisfy [14] the constraints that ruled out PBHs as a major component of cosmological dark matter. These works focussed on lognormal differential mass distributions, as these have been shown to approximately model the seeding of PBH density perturbations by many different inflationary scenarios [15, 16, 17]. In particular, the distributions satisfying existing constraints and supplying the bulk of cosmological dark matter have a mean mass around $10^{-9} \text{M}_\odot$ [13] which has been part of a new interest in more massive PBHs [18, 19, 20] as it correlates with the mass range of black holes observed by LIGO [21].

In this work we will study the possibility of an isotropic radio background produced by exploding Planck stars using lognormal mass distributions that evade the existing constraints (with a mean mass around $10^{-9} \text{M}_\odot$ [13]) and those that satisfy constraints [14] (with a mean mass in the LIGO range). This will be done by comparing predicted background spectra to those of known isotropic backgrounds in the same frequency range, known as the Extra-galactic Background Light (EBL) with data taken from [22] and references therein. We use this comparison to determine a limit on the maximum fraction of the mass-energy of the PBH that is converted into radio emissions as it decays through the Planck star mechanism. In particular we show that, for both PBH mass distributions studied, the maximal energy in radio emissions is around $10^{13}$ erg (at a $3\sigma$ confidence interval) for a $10^{-7} \text{M}_\odot$ PBH exploding in the present epoch. This suggests that such Planck star explosions cannot act as a candidate for fast radio burst emission. These are the first stringent empirical constraints placed on this quantum gravity scenario for black hole decay.

This paper is structured as follows: in section 2 we lay out the formalism for calculating the low-frequency background produced by decaying PBHs up until the present epoch. In section 3 we detail the EBL data used and how we draw constraints from it. Finally, in section 4 and 5 we display and discuss our results.

2. Low-Frequency Emission

The flux of the low-frequency background radiation generated by exploding Planck stars from the time of matter radiation equality will be taken to be

$$
\Phi(\lambda) = \int_{z_{eq}}^{0} dz \frac{dV}{dz} N_r(z) \frac{d\tau}{dz} \frac{c}{2R_{BH}(z)} \frac{\chi(\lambda, z)}{4\pi D_L^2},
$$

where $\frac{dV}{dz}$ is the differential co-moving volume element, $\frac{2R_{BH}(z)}{c}$ is the assumed time taken for emission of the energy of the PBH exploding at $z$, $N_r(z)$ is the differential density of exploding Planck stars per unit time at redshift $z$, $\chi(\lambda, z)$ is the spectral energy distribution of an individual explosion and $D_L$ is the co-moving distance at redshift $z$.

$N_r$ we calculate as follows: take some differential density of primordial black holes per unit mass $N(M)$ and

$$
N(M) dM = N(\tau) d\tau .
$$

Thus, using the relation for the lifetime $\tau$ of the black hole of mass $M$ [1]

$$
\tau = \left( \frac{M}{M_{pl}} \right)^2 t_{pl},
$$
we can find the necessary factor of $\frac{dM}{d\tau}$. Here $t_{pl}$ and $M_{pl}$ are the Planck time and mass respectively. The form of $N(M)$ will be taken, following both [14, 13], to be lognormal, as this has been shown to fit a wide range of inflationary formation models for PBHs [15, 16, 17]. $N(M)$ will then be normalised to some fraction $f_{pbh}$ of the total dark matter density being composed of primordial black holes.

At present the functional shape of $\chi$ is unknown for low frequencies [7, 8]. However, it is argued in [7, 1, 6] that the majority of low-frequency emission will take place at a wavelength equal to twice the radius of the exploding black hole $R_{bh}$. Therefore, we will assume the function $\chi$ has a thermal shape and peaks at $\lambda = 2R_{bh}$. The energy emitted in radio will then be normalised to some fraction $\chi_0$ of the total mass-energy of the black hole. Additionally, cosmological redshift effects must be taken into account, we do so with the formula [6]

$$\lambda_{obs} \sim \lambda_{em}(1 + z)\sqrt{\frac{H_0^{-1}}{6k\Omega_{\Lambda}^{3/2}}} \sinh^{-1}\left(\frac{\Omega_{\Lambda}}{\Omega_m(1 + z)^3}\right)^{1/2},$$

where $\lambda_{obs}$ and $\lambda_{em}$ are the observed and emitted wavelengths, $H_0$ is the Hubble constant from [23], $\Omega_m$ and $\Omega_{\Lambda}$ are the matter and cosmological constant density parameters (also from [23]), and $k = 0.05$ is a pure number originating from loop quantum gravity calculations [4].

3. EBL Data
We source EBL spectral data from [22] and references therein. This will then be compared to the projected low-frequency background emission from Planck star explosions. This comparison will be informative as we should expect the Planck star emissions over all epochs to contribute an extra component to isotropic low-frequency backgrounds. Any value of the free parameter product $f_{pbh}\chi_0$ that allows the Planck star spectrum to exceed the known background by $3\sigma$ confidence level or more is then taken as excluded.

4. Results
In figure 1 we see an example where we take a mass function $N(M)$ from [14] with mean $\mu = 10.0$ $M_{\odot}$ and deviation $\sigma = 0.25$ (as this can have PBHs constitute almost all dark matter when considering limits from the CMB, micro-lensing, and ultra-faint dwarf galaxies). The minimal $\chi^2$ fitting performed yields a result that $\chi_0f_{pbh} < 10^{-34}$. Since for this model of the PBH mass function $f \sim 1$ [14], we can see that this yields an extremely stringent limit on the amount of energy emitted in low-frequency by these Planck star explosions. If we take a Planck star, exploding at the present epoch, with mass $\sim 10^{-7}$ $M_{\odot}$, the total energy yield of the explosion is $\sim 10^{47}$ erg, making it an attractive prospect for explaining non-repeating fast radio bursts [6, 8]. However, with such a severe constraint available we can see that the energy in radio is $\lesssim 10^{13}$ erg. Alternatively we can assume the Planck star supplies a large portion of its energy to radio emission and thus can explain a non-repeating fast radio burst. Then we must conclude that it is $f_{pbh}$ that is extremely tiny and then that very few radio bursts could be the result of Planck star events.

Additionally, we repeated this calculation when $\mu = 10^{-9}$ $M_{\odot}$ and $\sigma = 0.5$, shown in [13] to be able to constitute $f_{pbh} \sim 1$ by evading any constraints, we still find that $\chi_0f_{pbh} < 10^{-35}$. 
5. Conclusions

We have demonstrated that, using EBL data, we can restrict the total energy emitted at low frequencies by a Planck star object exploding in the present epoch to $\lesssim 10^{13}$ erg, or that only a tiny PBH population is compatible with the Planck star hypothesis. This constraint depends slightly upon the choice of primordial black hole mass distribution. However, we employ a mass distribution model that is shown to approximately describe a wide range of models where the PBH over-densities are seeded by inflation [15, 16, 17]. Despite our two featured mass-function models differing in their mean PBH mass by many orders of magnitude only one order of magnitude separates their limits on the Planck star low frequency emissions. We note that, although the spectral energy distribution of the explosion is unknown at low energies, we employ a simple thermal model due to its steeply peaked nature and thus do not expect the exact nature of the distribution to strongly effect these limits (as the distribution is expected to be steeply peaked anyway [6]). An aditional consideration one could take would be whether Planck star emissions are beamed, which would require a revision to our use of an isotropic equivalent flux, and comparison to an isotropic background. To fully consider this point, however, would require a definite mechanism for the low frequency emissions and possibly a careful analysis of the white-hole spacetime produced by the Planck star tunnelling through the event horizon of the PBH. Beaming scenarios are therefore left to future work, with the caveat that our results here assume no beaming takes place.

Thus, the constraints derived here cast doubt upon whether or not exploding Planck stars, described by the model employed here, could account for non-repeating fast radio bursts as speculated by [6, 8], as their low-energy output is shown here to be comparatively small in order for emissions over all epochs to avoid exceeding the known low frequency isotropic backgrounds with both viable PBH distributions used. In addition, even if their energy production is sufficient for a fast radio burst, this would place extremely strong limits on the population of PBHs compatible with the Planck star scenario. This, in turn, could imply such explosion events must be very uncommon and could explain very few fast radio burst events.

Figure 1. Comparison of low-frequency Planck star background (PS) to EBL data from [22] and the CMB spectrum [23]. Values of $\chi f_{pbh} > 10^{-34}$ are excluded at a $3\sigma$ confidence level.
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Abstract. The recently discovered LMC P3 is the most luminous gamma-ray binary detected to date. The source was discovered with Fermi-LAT gamma-ray observations which showed a 10.301 ± 0.002 d period. The gamma-ray emission is associated with the previously detected point-like X-ray source CXOU J053600.0-67350, within the supernova remnant DEM L241, and this binary was previously classified as a high mass X-ray binary where the optical companion is an O5III(f) star. The source has also been detected at very high energies with the H.E.S.S. gamma-ray telescope, though in only one phase bin. We have used the High Resolution Spectrograph (HRS) with the Southern African Large Telescope (SALT) to obtain the best binary solution so far for this source, showing that source is slightly eccentric (∼0.4) and constrained the phases of superior and inferior conjunction. The Fermi-LAT and H.E.S.S. results are discussed in relation to the new binary solution.

1. Introduction
Gamma-ray binaries are a rare class of high mass binaries which emit the majority of their radiation in the gamma-ray regime; see e.g. Dubus [1] for a review of these sources. The systems all show orbitally modulated non-thermal emission from radio up to very high energy gammarays. So far only seven sources have been discovered, all of which consist of a compact object (in the mass range of a neutron star or black hole) orbiting around an O or Be star. For only two sources, namely PSR B1259-63 and PSR J2032+4127, has the nature of the compact object been confirmed as a neutron star due to the detection of pulsed emission [2, 3]. Assuming all the systems contain a pulsar, the non-thermal emission is produced at the shock that forms between the pulsar and stellar winds, where particle are accelerated and then subsequently cool via synchrotron and inverse Compton scattering. Gamma-ray binaries, therefore, provide a unique case for studying particle acceleration around compact objects.

The gamma-ray binary LMC P3 is the first gamma-ray binary discovered outside of the Milky Way Galaxy [4]. Fermi-LAT observations showed a 10.301 ± 0.002 d period and subsequent optical, radio and X-ray observations showed variability on the same period. However, the radio and X-ray light curves are in anti-phase with the Fermi-LAT observations. Such an anti-correlation is also seen in, for example, LS 5039 [5, 6, 7]. The source has also been detected...
by the H.E.S.S. telescope, though only in one phase bin, which is also in anti-phase with the Fermi-LAT observations [8].

The anti-correlation between the GeV and TeV emission could be the result of $\gamma\gamma$ absorption of the photons, see e.g. H.E.S.S. Collaboration [8]. When the pulsar is near to superior conjunction, the observed GeV flux is a maximum, due to the favourable scattering angle for inverse Compton emission. However, this is also the position for maximum $\gamma\gamma$ absorption, and therefore, the TeV emission is a maximum near inferior conjunction.

We have recently undertaken observations of this binary with the Southern African Large Telescope (SALT), and have improved on the orbital parameters. In this paper we briefly discuss the consequences of the updated parameters for gamma-ray production in the system.

2. SALT observations
LMC P3 was observed with the High Resolution Spectrograph (HRS) [9, 10, 11] on SALT [12] between 2016 September 14 and 2017 February 06 in Low Resolution Mode ($R = 14000$). The radial velocity was determined using cross-correlation with the IRAF/RVSAO package, against a template created from the observations. The adopted solution shows an eccentricity of $e \approx 0.4$ and places inferior conjunction near phase $\phi \approx 0.24$ and inferior conjunction near $\phi \approx 0.98$, with periastron at $\phi \approx 0.13$ [13]. This confirms that the maximum in the Fermi-LAT light curve (at $\phi = 0$) is near superior conjunction, while the maximum in the H.E.S.S. light curve (between $\phi = 0.2 - 0.4$) is near inferior conjunction.

3. Point source modelling
In order to investigate the consequences of this updated orbital parameters, we have modelled the anisotropic inverse Compton and $\gamma\gamma$ absorption from the system, using a point-source approximation, i.e. the optical companion is treated as a point source. The gamma-ray emission is also assumed to originate from a point centred on the pulsar. The binary separation is calculated assuming the mass of the compact object to be $M_X = 1.4 M_\odot$, and the mass of the optical companion $M_{\text{star}} = 33.5 M_\odot$, and the scattering angles are calculated for a binary inclination of $i = 45^\circ$.

The anisotropic inverse Compton emission has been calculated using the analytical approximations presented in Khangulyan et al. [14] as implemented using the NAIMA package [15]. A constant electron spectrum, with an index of $p = 2$ was assumed at all phases, and the target photon energy density was calculated by approximating the star as a black-body emitter with a temperature of $T_{\text{star}} = 39400$K. The $\gamma\gamma$ absorption was calculated using the point-source approximation given in Dubus [16].

In addition, we considered the influence of mild Doppler boosting on the emission, since numerical simulations have suggested the flow at the outer regions of the shock may become mildly relativistic, see e.g. Bogovalov et al. [17].

4. Results
Figure 1 shows the H.E.S.S. light curve compared to the point-source approximation modelling. Since we are initially only investigating the shape of the light curve, the modelled flux has been normalized to the H.E.S.S. measurement. The inverse Compton emission peaks around phase $\phi = 0.1$, slightly after superior conjunction because of the increasing photon energy density nearer to periastron. This is more favourable with the Fermi-LAT light curve, but is not consistent with the H.E.S.S. observations. The introduction of $\gamma\gamma$ absorption shifts the peak in the emission closer to phase $\phi \approx 0.2$ which is more consistent with the H.E.S.S. observations. A similar result is obtained for mild Doppler boosting ($\Gamma = 2$), though the rise and fall time of the emission is much faster, an effect that will become stronger for larger values of $\Gamma$. 
5. Discussion
The preliminary modelling shows that the updated parameters can shift the peak in the TeV light curve closer to the observed light curve. However, it should be noted that since the source is faint, the peak in the H.E.S.S. light curve is confined to a wide phase bin $\phi = 0.2 - 0.4$. Further observations will help to refine the exactly phase at which the light curve peaks. In addition, a wider range of binary parameters (e.g. inclination angle) as well as particle injection and Doppler boosting should be investigated.

6. Conclusion
The gamma-ray binary LMC P3 has recently been detected in the Large Magellanic Cloud. The multi-wavelength observations show the Fermi-LAT light curves are in anti-correlation with the radio, X-ray and TeV gamma-ray light curves, with H.E.S.S. only detecting the source in one phase bin. We have undertaken SALT/HRS observations and have updated the orbital parameters, showing the system is slightly eccentric, with inferior conjunction lying close to the period of maximum TeV emission. We have undertaken preliminary gamma-ray modelling of the system assuming a point source approximation and analytical approximations. We show the combined effect of $\gamma\gamma$ absorption and/or Doppler boosting of the emission can help to explain the H.E.S.S. observations, but that more detailed modelling is required.
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Abstract. One of the best tools we have in geophysical modelling is the ability to interpolate the horizontal geomagnetic field at the surface of the Earth. This is especially useful in regions, such as southern Africa, where there is a sparse array of absolute magnetometers available for geomagnetic field measurements. In terms of geomagnetic field interpolation, the spherical elementary current systems (SECS) spatial interpolation scheme has shown to be very successful, and the planar approximation of this method adequate for modelling at mid-latitudes. The SECS interpolation scheme is physics based, making use of the Biot-Savart law and equivalent ionospheric currents to interpolate measured geomagnetic field data. As with most interpolation methods, more data points result in lower error. Therefore, we adapt the SECS method to work with variometers. These instruments measure variations in magnetic field and are more abundant in southern Africa. Merging the two resulting interpolated datasets, the initial absolute geomagnetic field interpolation can be significantly improved. This improved interpolation scheme is not only incredibly useful locally, where a sparse magnetometer array is a challenge, but can also be applied just as effectively in other cases across the globe where there are numerous magnetometers and variometers available.

1. Introduction

In southern Africa, we are lucky enough to have 4 geomagnetic stations which form part of the INTERMAGNET network and measure the absolute geomagnetic field. These stations are located in Hermanus (HER), Hartebeesthoek (HBK), Tsumeb (TSU) and Keetmanshoop (KMH) respectively (see Figure 1). Although this is a very sparse grid, it is in fact typical and many other regions globally have even fewer stations. Partly what makes these stations so difficult to set-up is the cost involved with the equipment and maintenance needed to measure the baseline geomagnetic field accurately. To get around the sparsity of measurement sites, interpolation has to be used. Much more common worldwide are variometers, which do not measure the baseline, but rather the change in the magnetic field. In southern Africa we have a host of these, for example the pulsation magnetometers at Waterberg (WAT) and Sutherland (SUT) and the magnetotelluric station at Kakamas (KMS). Including the additional information from these denser variometers arrays can improve the geomagnetic field interpolation.

1.1. SECS Interpolation

The spherical elementary current systems (SECS) interpolation technique is a physics based interpolation scheme that adds significant robustness when compared to other purely mathematical interpolation schemes such as Fourier, spherical cap or spherical harmonic interpolation schemes [1]. From Helmholtz’s theorem, any current flowing on a surface can be broken into a curl-free part (which allows current flow in and out of surface) and a divergence-free part (which allows current flow on surface). When considering real world ionospheric and
magnetospheric currents, it is the divergence-free part that is typically measured by ground-based magnetometers [2]. Furthermore, any real system of currents can be approximated by an equivalent current surface at some arbitrary height. Some studies have used multiple current surfaces to separate the external contribution from the induced current contribution. These studies result in estimations of the actual ionospheric and magnetospheric currents themselves [3–5]. When considering only the horizontal components of the geomagnetic field, it has been shown that a single external equivalent current system suffices [6]. In addition, SECS interpolation has been shown to be particularly accurate given geomagnetically active days and a sparse grid, making it ideal for a southern African context [6].

Assuming Earth-centred spherical coordinates \((r, \theta, \phi)\), the divergence-free current at a point \(\vec{r}'\) on the current surface \(R_{\text{surf}}\), \(\theta\) away from a pole at \(\vec{r}\) is,

\[
\vec{J}_{\text{df}}(\vec{r}) = \frac{I}{4\pi R_{\text{surf}}} \cot \left(\frac{\theta}{2}\right) \vec{e}_\phi = \frac{\int_S \vec{r}' \cdot \vec{\nabla} \times \vec{J}(\vec{r}') dS}{4\pi R_{\text{surf}}} \cot \left(\frac{\theta}{2}\right) \vec{e}_\phi.
\] (1)

Assuming cylindrical coordinates \((r = \sqrt{x^2 + y^2}, \phi, z)\)[7], with a current element of amplitude of \(I\) at height \(h\), the surface current density would be,

\[
\vec{J}_{\text{df}} = \frac{I}{2\pi r} \vec{e}_\phi.
\] (2)

There are a number of factors affecting this planar approximation including an small angle assumption and the resolution of stations. Nevertheless, this approximation of the SECS model has been used effectively for geomagnetic field modelling in a southern African context before [8,9]. Assuming \(z\) is downwards and a harmonic time dependence (i.e. \(e^{i\omega t}\))[3], the electric field resulting from the element would be,

\[
\vec{E} = -\frac{i\omega \mu_0 I}{4\pi} \sqrt{r^2 + h^2} - \frac{h}{r} \vec{e}_\phi.
\] (3)

The corresponding magnetic field would then be,

\[
\vec{B} = \frac{\mu_0 I}{4\pi r} \left( \left(1 - \frac{h}{\sqrt{r^2 + h^2}}\right) \vec{e}_r + \left(\frac{r}{\sqrt{r^2 + h^2}}\right) \vec{e}_z \right).
\] (4)
Given these governing equations for a single current element at a single point in time, a grid of elementary current elements (say \( n \) elements) set-up to cover some defined spatial extent. These elements are collected into a vector \( I \). Measured geomagnetic field data from magnetometers (say \( m \) stations) is then used to constrain elementary currents, again using the governing equations. As can be expected, \( m < n \). These magnetometer stations are collected into a separate vector \( B \). To improve accuracy, as much of the Earth’s own magnetic field must be subtracted from the measured magnetic field to ensure that most of the contribution is from the external current systems. Any remaining offset should largely be absorbed by the equivalent currents. A transfer function matrix \( T \) relates the elementary currents and the measured geomagnetic field, such that we have the matrix equation \( B = T \cdot I \). Since we are only interested in the horizontal field, only the \( e_r \) component of the magnetic field is used. This transfer function is only dependent on the spatial relationship between the elementary current and the magnetometer station. The matrix equation calculation is that performed separately for the \( x \) (N-S) and \( y \) (E-W) components of \( I \) and \( B \) respectively, and this process is done for each time step. More specifically,

\[
\begin{bmatrix}
B_{x,y:1} \\
\vdots \\
B_{x,y:m}
\end{bmatrix} =
\begin{bmatrix}
T_{x,y:11} & \cdots & T_{x,y:1n} \\
\vdots & \ddots & \vdots \\
T_{x,y:m1} & \cdots & T_{x,y:mn}
\end{bmatrix}
\begin{bmatrix}
I_1 \\
\vdots \\
I_n
\end{bmatrix}
\]

(5)

where,

\[
T_{x,y:ij} = \frac{\mu_0}{4\pi r} \left( 1 - \frac{h}{\sqrt{r^2 + h^2}} \right).
\]

(6)

Since the dimensions of \( T \) is \( m \times n \) and non-square, \( I \) is calculated using the quasi-inverse \( T^{-1} \), i.e. \( I = T^{-1} \cdot B \). This quasi inverse \( T^{-1} \) is obtained from singular value decomposition. Once the vector \( I \) is defined by the measured magnetic field, it can be used interpolate the magnetic field to any other point of of interest, i.e. \( B' = T' \cdot I \) (see Figure 2). The physical consistency and adherence to Maxwell’s equations makes the SECS interpolation method incredibly robust.

2. dSECS

Although variometers are not absolute, they can very accurately measure the change in the magnetic field, i.e. \( \Delta B = B(t_i) - B(t_{i-1}) \). Since the SECS method is entirely linear in time, \( \Delta B \) can be interpolated in the same way as \( B \) using the same method (\( T \) is purely a spatial constant). The only difference in this case is that \( I \) becomes \( \Delta I \),

\[
B(t_i) - B(t_{i-1}) = T \cdot I(t_i) - T \cdot I(t_{i-1}) = T \cdot (I(t_i) - I(t_{i-1}))
\]

\[
\Delta B = T \cdot \Delta I.
\]

(7)

With more variometers than absolute magnetometers (magnetometers can act as variometers as well), the confidence in \( \Delta B \) interpolation is much higher than that for \( B \). \( \Delta B \) is also what is typically used for geoelectric studies.

3. Merging SECS and dSECS

Using the greater accuracy in the interpolation of \( \Delta B \), we can improve the interpolation of \( B \). In order to do this, we consider the two resulting time series of \( B \) and \( \Delta B \). Let us assume \( B \) is of length \( N + 1 \) and hence \( \Delta B \) is of length \( N \). Given a set of perturbations \( \epsilon \), the two resulting time series can be equated,

\[
\Delta B_1 = (B_2 + \epsilon_2) - (B_1 + \epsilon_1)
\]

\[
\vdots
\]

\[
\Delta B_N = (B_{N+1} + \epsilon_{N+1}) - (B_N + \epsilon_N).
\]

(8)
This can then be rewritten in a matrix equation of the form \( Ax = \vec{b} \),

\[
\begin{bmatrix}
-1 & 1 & 0 & \cdots & 0 \\
0 & -1 & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -1 & 1
\end{bmatrix}
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\vdots \\
\epsilon_{N+1}
\end{bmatrix}
= \begin{bmatrix}
\Delta B_1 + B_1 - B_2 \\
\Delta B_2 + B_2 - B_3 \\
\vdots \\
\Delta B_N + B_N - B_{N+1}
\end{bmatrix}.
\]

Although the sparse matrix \( A \) is non-square, it has a very well behaved quasi-inverse. This quasi-inverse is again used as before to solve for the perturbations \( \vec{x} \), since all the components in \( \vec{b} \) are known. Each original interpolated \( B_i \) is updated by its corresponding perturbation \( \epsilon_i \) for each time step, with the resulting interpolation now also constrained by the more accurate interpolated \( \Delta B \).

4. Results

In order to validate the method an elementary current grid spanning 34.5-18.5\(^\circ\)S and 6.5-28.0\(^\circ\)E was used, which is roughly 1 200km in the East-West direction and 1 700km in the North-South direction. This grid had dimensions 13 x 18 in these respective directions, which in turn relates to a grid spacing of roughly 100km in both directions. In preprocessing the data, the Enhanced Magnetic Model (EMM2017) was used to subtract as much of the Earth’s magnetic field as possible to allow the dSECS method to focus on the external contributions. Figure 3 shows the resulting interpolated magnetic field and the interpolated change in the magnetic field over the this same elementary current grid.

From the stations described in section 1, KMH was used as the validation point for the dSECS method. For this validation, 4 different geomagnetic storms in 2015 were used. There were some

![Figure 3. Typical results of SECS and dSECS interpolations over southern Africa. Blue vectors indicate the interpolated field and the red vectors indicate the measured field used to interpolate. The green vector is measured data not included in the interpolation and used for validation.](attachment:figure3.png)
data gaps as a result of data availability of all the instruments, but the resulting validation set included quiet time, sudden storm commencement, main phase and recovery phase. Figure 4 shows the resulting time series for one of these storms for the \( B_x \) component. Also shown is the SYM-H index. This is a global index of the ring current and is indicative of the state of the geomagnetic field. For the period shown, there is a distinct sudden storm commencement after a period of quiet time, which is followed by the main phase of the storm. This period has a complex structure with significant fluctuations in the geomagnetic field (large \( |\Delta B| \)).

![Figure 4](image)

**Figure 4.** The performance of the different interpolation schemes is shown for the \( B_x \) component of the geomagnetic field at Keetmanshoop (KMH) during a geomagnetic storm.

5. Discussion and Conclusion
From the resulting modelling and error distributions, it is evident that including the variometers improves geomagnetic field interpolation. When considering the total error distributions (see Figure 5), in all magnetic field components the standard deviation is significantly smaller for the dSECS method (between 38-52\% improvement). All dSECS error distributions also tend more towards Gaussian error distributions when compared to the typical SECS method. This suggests that there is less systematic error and more random or sampling error. For the KMH dataset used, there was a known issue with the decimal point rounding that would be a source of such sampling error. It is interesting to note that the \( B_y \) component benefits most from the inclusion of variometers. At midlatitudes, this component is typically associated with induction effects which tend to be more localised. Hence the addition of more local variometers is most likely what drives this improvement. Typically, the \( B_x \) component is most affected during storm times which may suggest the slightly less Gaussian error distribution. When considering the total horizontal field error though, we again have a roughly Gaussian error distribution which is significantly improved by including variometers.
Figure 5. The total error distribution in the baseline subtracted geomagnetic field components for 4 different geomagnetic storms in 2015 are shown, which includes over 22 000 data points. These error distributions are compared to a best-fit Gaussian for the dSECS error distribution.

With the dSECS method validated and showing improvement, the method can be used not only for geomagnetic field interpolation but also geoelectric field studies. Geoelectric field studies require $\Delta B$, and hence only variometers are needed.Variometers are much cheaper than absolute magnetometers and more robust, making them feasible for large array implementations. Ultimately, the larger and more dense the array, the greater the interpolation accuracy.
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Abstract. A well known result of special relativity is that an object, moving with constant speed away from an inertial observer, has its proper length along the direction of observation reduced due to the Lorentz contraction. Although some might describe this effect as the relativistic length transformation, a more appropriate use of this term could apply to how the observed length of the object changes as the observer goes from the original inertial frame to a new one. Therefore the relativistic length transformation might yield an elongation or a contraction, depending on the circumstances. The general result for parallel velocities is derived. The important concept of the length transformation does not seem to be presented in this way in introductory texts. As an example of its application, the result is used to substantially simplify the derivation given in a well-known electrodynamics textbook of the relativistic transformation of the electric field, where the physical interpretation of the length transformation is obscured by the mathematics.

1. Introduction
Consider an object which has proper length \( L_0 \), as measured when it is stationary relative to the observer. If it is later moving parallel to its length at speed \( v \), then it appears to instead have the contracted length

\[
L_0 \sqrt{1 - \frac{v^2}{c^2}} = \frac{L_0}{\gamma_v} \quad \text{… (1)}
\]

where \( \gamma_v = 1/\sqrt{1 - \frac{v^2}{c^2}} \) is the Lorentz factor [1]. This well-known result is of fundamental importance, but does it represent the general relativistic length transformation? The answer depends on what one means by length transformation, but this short paper aims to show that there is more to the relativistic length transformation than just the Lorentz contraction. The important concept of the length transformation does not seem to be presented in this way in introductory texts. Here the result is derived and then applied, as an example, to obtain the relativistic transformation of the electric field. The explicit use of the length transformation in this context provides a derivation which is clear on a physical basis and not obscured by copious mathematics.

2. The relativistic length transformation
Consider an observer in an inertial frame \( S \) observing a spaceship travelling with constant speed \( u \) towards a distant planet. This observer measures the length of the spaceship as \( L \). This is not the proper length of the spaceship, since the observer is seeing it already Lorentz contracted according to
$$L = \frac{L_0}{\gamma_u} = L_0 \sqrt{1 - \frac{u^2}{c^2}} \quad \ldots \ (2)$$

where $\gamma_u = 1/\sqrt{1 - \frac{u^2}{c^2}}$ is the appropriate Lorentz factor.

For our purposes, we consider the length transformation as the relationship between the original length $L$ as observed in this inertial frame $S$, and the new length $\bar{L}$ of the spaceship as observed from a new inertial reference frame $\bar{S}$ moving at speed $v$ relative to frame $S$.

For simplicity we consider the new frame $\bar{S}$ to move at speed $v$ along the direction parallel to the spaceship motion, so that all motions are along the same axis. The velocity of the spaceship relative to frame $\bar{S}$ can be obtained with the Einstein velocity addition rule [1]

$$\vec{\bar{u}} = \frac{\vec{u} - \vec{v}}{1 - \frac{uv}{c^2}} \quad \ldots \ (3)$$

and it therefore has length

$$\bar{L} = \frac{L_0}{\gamma} = L_0 \sqrt{1 - \frac{\bar{u}^2}{c^2}} \quad \ldots \ (4)$$

The length transformation is therefore given by

$$\frac{\bar{L}}{L} = \frac{1}{\sqrt{1 - \frac{\bar{u}^2}{c^2}}} \quad \frac{1}{\sqrt{1 - \frac{u^2}{c^2}}} \quad \ldots \ (5)$$

The part in the square root of the numerator, namely

$$1 - \frac{1}{c^2} \left( \frac{u - v}{1 - \frac{uv}{c^2}} \right)^2 = \frac{c^2(1 - uv/c^2)^2 - (u - v)^2}{c^2(1 - uv/c^2)^2} = \frac{c^2 \left( 1 - \frac{2uv}{c^2} + \frac{u^2v^2}{c^4} \right) - (u^2 - 2uv + v^2)}{c^2(1 - uv/c^2)^2}$$

can be simplified to

$$\frac{c^2 + \frac{v^2}{c^2} - u^2 - v^2}{c^2(1 - uv/c^2)^2} = \frac{(c^2 - v^2) \left( 1 - \frac{u^2}{c^2} \right) \left( 1 - \frac{v^2}{c^2} \right)}{c^2(1 - uv/c^2)^2} = \frac{(1 - \frac{v^2}{c^2}) \left( 1 - \frac{u^2}{c^2} \right)}{(1 - uv/c^2)^2}.$$

Hence

$$\bar{L} = \frac{L}{\gamma_v \left( 1 - \frac{v^2}{c^2} \right)} = \frac{L}{\gamma_v \left( 1 - \frac{u^2}{c^2} \right)} \quad \ldots \ (6)$$

The relativistic length transformation therefore consists of the Lorentz contraction factor $\gamma_v$, together with the additional factor $1 - uv/c^2$. This additional factor plays a key part later in the derivation given for the relativistic transformation of the electric field.

Equation 6 reduces, as it must, to the special case $\bar{L} = \frac{L_0}{\gamma}$ when $v = 0$. In the range $0 < v < u$ there is actually an increase in the observed length of the spaceship, until when $v = u$ the observer and spaceship are stationary relative to one another and

$$\bar{L}_{\text{max}} = \frac{L}{\gamma_u(1 - \frac{u^2}{c^2})} = \gamma_u L = L_0. \quad \ldots \ (7)$$

This is illustrated in figure 1.
For larger speeds a length contraction relative to the proper length $L_0$ occurs and there is some speed $v > u$ for which $\tilde{L} = L$ again, i.e. when there is no change in the observed length despite the change in the observer’s inertial reference frame. Some analysis reveals that this occurs when

$$v = \frac{2c^2}{c^2 + u^2}u$$

as may readily be verified by substitution into equation (6). It may be noted that an alternative manner to obtain this result is to simply set $\tilde{u} = -u$ in equation 3.

3. Transformation of the electric field considered as a consequence of the length transformation

This general length transformation can, for example, be used to simply derive the transformation of the transverse component of an electric field for a change in reference frame. Consider a parallel plate capacitor with plates of equal but opposite surface densities $\pm \sigma$ lying parallel to the XZ plane and moving with speed $u$ in the X direction. Ignoring edge-effects, this produces an electric field $E_y = \frac{\sigma}{\varepsilon_0}$ and a magnetic field $B_z = \mu_0 \sigma u$ in the region between the plates [2].

![Figure 2. Moving parallel plate capacitor in original reference frame.](image-url)
If the observer now moves along the X direction at speed $v$, there is a length transformation in the X direction i.e. contraction by the factor $\gamma_v (1 - uv/c^2)$, while the transverse Y and Z lengths are not affected. This does not affect the general geometry of the system and in the new frame

$$\tilde{E}_y = \frac{\sigma}{\varepsilon_0} = \frac{\sigma \gamma_v (1 - uv/c^2)}{\varepsilon_0} \quad \ldots (9)$$

where the surface charge density has increased by the factor of the length contraction in the X direction. Therefore $\tilde{E}_y = \gamma_v \left[ \frac{\sigma}{\varepsilon_0} - \frac{\sigma uv}{\varepsilon_0 c^2} \right]$. The first term in the bracket is the electric field in the original reference frame. Since $\frac{1}{\varepsilon_0 c^2} = \mu_0$ the second term is $\mu_0 \sigma uv$ and so

$$\tilde{E}_y = \gamma_v \left[ E_y - vB_z \right]. \quad \ldots (10)$$

The second term in the bracket, involving the magnetic field, is therefore a direct consequence of the additional factor in equation 6 besides the Lorentz contraction for the length transformation. This derivation is given, for example, by Griffiths in his textbook *Introduction to Electrodynamics* [2]. However, the length transformation is not made explicit and the derivation is therefore significantly more complicated than necessary, which detracts from the presentation and obscures the focus on the physical concepts. The length transformation is expected to be a useful concept in many problems involving special relativity.

4. Conclusion

A description of the relativistic length transformation has been provided which is more general than the well known Lorentz contraction, which may be considered as a particular case. From the derived result a change in the observer’s inertial reference frame may also result in a length increase or there may be no change in the length despite the change of the observer’s inertial reference frame. Use of the relativistic length transformation, where appropriate, can simplify the physics both conceptually and mathematically, which has been illustrated here for a derivation of the transformation of the transverse component of an electric field for a change in reference frame.
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Abstract. The migration behaviour of selenium (Se) implanted into polycrystalline SiC was investigated using Rutherford backscattering spectrometry (RBS). Se ions of 200 keV were implanted into polycrystalline SiC samples to a fluence of $1 \times 10^{16}$ cm$^{-2}$ at room temperature. Some of the implanted samples were annealed in vacuum at temperatures ranging from 1000 to 1500°C in steps of 100 °C for 10 hours. No diffusion was observed at annealing temperatures up to 1300°C. Diffusion of Se was observed after annealing at 1400°C and increased with annealing temperature. This diffusion was accompanied by a peak shift towards the surface and loss of implanted Se. From fitting of the Se profiles, diffusion coefficients of $8.0 \times 10^{-21}$ and $1.1 \times 10^{-20}$ m$^2$s$^{-1}$ were estimated at 1400°C and 1500°C, respectively.

1. Introduction

Silicon carbide (SiC) is considered as one of the few lightweight covalently bonded ceramics with interesting properties, such as a low thermal expansion coefficient and high thermal conductivity, mechanical strength and hardness [1]. The outstanding properties of SiC, make it suitable for applications in the petrochemical and specifically, for the purpose of this work, the nuclear industries [2]. The safety of modern nuclear reactors depends on the retainment of all the radioactive fission products that may leak into the environment during its operation [3]. In the Pebble Bed Modular Reactor (PBMR) which is one of Very High Temperature Reactors (VHTR), the containment of fission products (FP) within Tristructural-isotropic (TRISO) fuel particles is critical to the successful and safe operation of the reactor. The SiC layer is a very important layer in these particles because it has a number of very crucial functions, such as structural support and acting as the main fission products barrier [4][5].

Selenium (Se) is a non-metallic element with atomic number 34. It has many radioactive isotopes such as $^{72}$Se, $^{75}$Se, $^{78}$Se, $^{80}$Se and $^{82}$Se. $^{79}$Se is a component of spent nuclear fuel, and is found in high-level radioactive wastes resulting from processing spent fuel associated with the operation of nuclear reactors and fuel reprocessing plants. The health hazards of $^{79}$Se come from the beta particles emitted during its radioactive decay, and the main concern is associated with the increased likelihood of
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inducing cancer [6]. $^{80}$Se is one of the stable isotopes, the most prevalent, comprising about half of natural selenium [6]. It is both naturally occurring and produced by fission [7].

The extremely low diffusivities for impurities in SiC is one of the reasons SiC is used as the fission product barrier in TRISO fuel [8]. The migration behaviour of fission products such as strontium, iodine, cesium and silver in SiC at temperatures above 1000°C have been studied extensively [9]. There is no reported information on the migration behaviour of selenium in SiC which is important in order to ensure the efficiency of SiC layer.

In this study, we investigate the migration behaviour of $^{80}$Se implanted into polycrystalline 3C-SiC at room temperature to a fluence of $1 \times 10^{16}$ cm$^{-2}$ at temperatures above 900°C.

2. Experimental procedure
Polycrystalline 3C-SiC wafers from Valley Design Corporation were used in this investigation. Se ions with energy of 200 keV were implanted into the wafers to a fluence of $1 \times 10^{16}$ cm$^{-2}$ at room temperature. The implantation was performed at the Friedrich-Schiller-University Jena, Germany. Some of the implanted samples were isochronal annealed in vacuum using a computer controlled Webb 77 graphite furnace at temperatures ranging from 1000 to 1500°C in steps of 100°C for 10 hours. Se profiles of the as-implanted and annealed samples were monitored using Rutherford backscattering spectrometry (RBS) of the Van de Graaff accelerator at the University of Pretoria, which uses certain principles of operation [10]. RBS was performed at room temperature using He$^+$-particles with energy of 1.6 MeV. The beam current was approximately 15 nA. 8 $\mu$C was collected per measurement. The RBS spectra were converted to depth in nm using the energy loss data and density of pristine SiC (3.21 gcm$^{-3}$). The depth profiles were fitted to a Gaussian function to extract the projected ranges ($R_p$) and stragglings ($\Delta R_p$) for each sample and also to the solution of the Fick diffusion equation for a Gaussian as-implanted profile to extract the diffusion coefficients [11].

3. Results and discussion
In Fig. 1, the Se depth profile of as-implanted sample is compared with that one simulated using TRIM 2012 software [12] assuming a displacement threshold energy ($E_d$) of 20 eV for C and 35 eV for Si [2]. The experimental projected range ($R_p$) of 87.7 nm was slightly lower than the theoretical value of 89.6 nm. The value obtained is within the experimental error of the RBS measurements about 2% and the uncertainties of the SRIM simulations. The experimental straggling ($\Delta R_p$) value is about 11% larger than that obtained by theoretical simulation viz. 29.9 and 26.5 nm. This discrepancy in the $\Delta R_p$ might be implies to the fact that re-distribution of Se is already taking placed during implantation process. The implanted selenium profile is almost a Gaussian distribution with the kurtosis ($\beta = 2.9$) and skewness ($\gamma = 0.28$). For a true Gaussian distribution ($\beta = 3$) and ($\gamma = 0$). What is also evident in Fig. 1 is that the maximum damage of about 1.3 dpa is at about 70 nm below the surface as compared to the experimental $R_p$ of 87.7 nm. If one assumes that 0.3 dpa amorphises SiC [13], it is quite clear that 125 nm layer of SiC from the surface is amorphized. From these results it is quite clear that the majority of implanted Se is embed in the amorphous SiC.
To investigate the migration behaviour of Se in polycrystalline SiC, the implanted samples were subjected to sequential isochronal annealing at temperatures ranging from 1000 to 1500°C in steps of 100°C for 10 hours. The Se depth profiles obtained from RBS before and after annealing are shown in Fig. 2. Neither a change in implanted Se profile nor broadening was observed after annealing at temperatures from 1000 up to 1200°C. These indicated the lack of detectable diffusion after annealing at these temperatures. The RBS profiles for the 1300°C samples indicated a small broadening of the profile and shift of the peak position of the Se profile. However, both were within the experimental error of the depth scale of our RBS measurements. For the 1400°C and 1500°C annealed samples there were measurable (only just for the 1400°C sample) broadening of the profiles and shift of the peak positions towards the surface (see Fig. 3(a) for the latter). Broadening of the profile is an indication of Fickian diffusion of the Se [11]. What was also noticeable was a general decrease in the heights of the profiles. To quantify this, the total integrated counts of the RBS Se signal (counts) were taken. The results are shown in Fig. 3(b). There was also a very slight asymmetry near the surface (i.e. $x = 0$) in the Se profiles at these two temperatures. This is due to evaporation into the vacuum of the Se atoms which diffused to the surface. The boiling point of Se is 685°C is significantly less than the annealing temperatures.
Figure 2. Depth profiles of selenium implanted in 3C–SiC at room temperature and after sequential isochronal annealing from 1000 to 1500 °C for 10 hours.

Figure 3. (a) The peak shift (b) retained ratio (calculated as the ratio of the total integrated counts of Se after annealing to that of as-implanted) of the Se profile as a function of annealing temperature.

To extract the diffusion coefficient of Se in polycrystalline SiC, the Se depth profiles obtained from RBS were fitted to the solution of the Fick diffusion equation for Gaussian as-implanted profile and with a perfect sink at the surface (see Fig. 4) [11]. The diffusion coefficients of \((8.0 \pm 0.24) \times 10^{-21}\) and \((1.1 \pm 0.33) \times 10^{-20}\) m\(^2\)s\(^{-1}\) were extracted at 1400 and 1500°C, respectively. No previous Se
diffusion in SiC data were obtained in literature hence the obtained diffusion coefficients were not compared with any literature values.

Figure 4. Example of the fitting of the diffusion equation solution to the depth profiles of the sample (a) as-implanted (Gaussian fit only), (b) annealed at 1300°C

4. Conclusion
In this work, the migration behaviour of Se in polycrystalline SiC has been studied in terms of diffusion. Se⁺ of 200 keV was implanted at RT to a fluence of $1 \times 10^{16}$ cm⁻². The implanted sample was isochronally annealed at temperatures ranging from 1000 to 1500°C in steps of 100°C for 10 h. The effect of annealing on Se implanted on SiC and its migration behaviour was investigated using RBS. No diffusion was observed after annealing at temperatures from 1000 up to 1300°C. The diffusion of Se began after annealing at 1400°C and increased with temperature. Also, the Se peak profile began shifting towards the surface after annealing at 1400°C and became more pronounced at 1500°C. This shift was accompanied by loss of Se from the surface. Significant loss, viz. about 40%, was observed at 1500°C. From fitting of the Se profile in the annealed samples, diffusion coefficients were extracted for the samples annealed at 1400°C and 1500°C.
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Abstract. The use of phthalocyanines in Photodynamic Therapy (PDT) has greatly influenced the approach towards the treatment of cancer. PDT is very efficient in eradicating cancer cells but its efficacy depends on the correct choice of Photosensitizer (PS) used. This study, therefore, investigated the effectiveness of Sulfonated Aluminium Phthalocyanine mix (AlPcSmix) in PDT of cervical cancer, which, in developing countries, including South Africa, is a common type of cancer. A working solution of AlPcS mix was prepared in phosphate buffered saline, PBS. Cervical cancer HeLa cells (ATCC® CCL2™) were cultured in Dulbecco’s Modified Eagle’s Medium supplemented with 10% Foetal Bovine Serum and incubated at 37 °C, 5% CO₂ and 85% humidity. The cells were treated with varying concentrations of AlPcS mix and irradiated using 673 nm diode laser at fluences of 5, 10 and 20 J/cm². Cellular responses were evaluated 24h post-irradiation to assess changes in cell structure, number and ability to survive after treatment. Results indicated that AlPcS mix localized in cytoplasm, mitochondria and lysosomes, and cellular responses showed dose-dependent structural changes, with decreased cell numbers and impaired ability to grow. The study presented AlPcS mix as an excellent choice of PS for use in PDT and the eradication of cervical cancer cells in vitro.

1. Introduction

Cervical cancer is a very common gynecologic malignancy in many parts of the world including South Africa. The burden of cervical cancer is due to lack of effective therapies which result in frequent cancer recurrences and migration to other organs (metastasis). Currently, surgery, chemotherapy and radiation are used for treatment. These therapies are associated with frequent recurrent rates and reduced quality of life for instance surgery, results in loss of fertility [1].

Modern advances in the field of applied physics in medicine, biomedical physics, has significantly modified methods of diagnosis and treatment of human diseases. Since antiquity, the use of light to treat skin diseases and other medical conditions has been in practice but only recently significant modern advances have been introduced to actively target specific diseases like cancer [2]. Photodynamic Therapy (PDT) is a treatment modality that uses light to activate a dye, referred to as Photosensitizer (PS) which reacts with molecular oxygen in its excited triplet state to produce singlet oxygen and other reactive oxygen species that cause damage to cancer cells [3]. This PS is administered into the body and actively localizes in the cancer tissue which upon light exposure, the cancer is eradicated. PDT has therefore gained much attention because of its specificity, noninvasiveness, minimal side effects and
tolerance to repeated doses [4]. It is therefore a potential treatment option for patients with both cervical intraepithelial lesions and advanced cases of cervical cancer.

Numerous PSs have been used to treat various types of cancer since the beginning of the era of PDT. Among these PSs, Phthalocyanines have shown great potential in eradiating cancer cells in many studies. Like other PSs, the effectiveness of these PSs can however be further improved by chemical and biologic modifications e.g., addition of sulfur groups to the original chemical structure, and coupling to transition/poor metals. Metallation and sulfonation influences their cellular uptake by increasing solubility and also affect the intracellular distribution pattern, stability and pharmacokinetics, in vivo [5]. In this study we used Sulfonated Aluminium Phthalocyanine mix to treat cervical cancer.

2. Materials and methods
AlPcS\textsubscript{mix} was prepared in phosphate buffered saline, PBS, to a final working concentration of 0.01M. The excitation/activation wavelength was determined using Uv-Vis Spectrophotometry detecting the spectrum of AlPcS\textsubscript{mix} from 400 – 800nm wavelengths.

Cervical cancer cells were commercially purchased from the ATCC, HeLa cells (ATCC® CCL2™) and cultured in Dulbecco’s Modified Eagle’s Medium supplemented with 10% Foetal Bovine Serum, 1% pen-strep, 1% amphotericin B and incubated at 37 °C, 5% CO\textsubscript{2} and 85% humidity. For PDT experiments, 3×10\textsuperscript{5} cells were seeded in 3.4cm\textsuperscript{2} cell culture dishes and treated with AlPcS\textsubscript{mix} at concentrations of 5, 15 and 25 µM per plate. After 12 hours of incubation to allow maximum absorption of the PS by the cells, the cells were washed 3 times with pre-warmed Hank’s Balanced Salt Solution, HBSS, to remove all traces of unabsorbed PS. Subcellular localization of the PS was observed using fluorescence microscopy. The treated cells were then irradiated using 673 nm diode laser (Oriel Corporation), supplied by the National Laser Center (NLC) of South-Africa. Cell groups were irradiated at fluences of 5, 10 and 20 J/cm\textsuperscript{2} (Table 1).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description/Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser type</td>
<td>Semiconductor diode</td>
</tr>
<tr>
<td>Wavelength</td>
<td>673 nm</td>
</tr>
<tr>
<td>Pulsed or continuous</td>
<td>Continuous</td>
</tr>
<tr>
<td>Power Output</td>
<td>93 mW</td>
</tr>
<tr>
<td>Power density</td>
<td>10.25 mW/cm\textsuperscript{2}</td>
</tr>
<tr>
<td>Spot size</td>
<td>9.1cm\textsuperscript{2}</td>
</tr>
<tr>
<td>Fluence</td>
<td>5, 10, 20 J/cm\textsuperscript{2}</td>
</tr>
<tr>
<td>Irradiation times</td>
<td>8, 16, 32 minutes</td>
</tr>
</tbody>
</table>

Included in the experiments were a set of control groups that contained cells only without treatment with PS or irradiation. Laser negative control groups comprised of the three concentrations without laser irradiation and PS negative control groups comprised of cells that were irradiated with 5, 10 and 20 J/cm\textsuperscript{2} without addition of PS. Each PS concentration was irradiated at all three fluences. After irradiation of cells, the plates were re-incubated at 37°C, 5% CO\textsubscript{2} and 85% humidity. Cellular responses were evaluated 24h post-irradiation using trypan blue viability assay to assess the cells survival (viability), adenosine triphosphate (ATP) assay, to determine cell number increase (proliferation) based on cellular ATP quantification, which indicates the presence of metabolically active cells, and bright field microscopy for structural changes (morphology).

All individual sets of experiments were repeated three times (n=3). Statistical analysis was performed using SigmaPlot software version 13.0. The student t-test was performed to determine the statistical difference between the control and experimental groups. One tailed student’s t-test was performed to
compare different groups. Statistical significant difference between the untreated control and the experimental groups is shown in graphs as (*) for \(p<0.05\), (**) for \(p<0.01\), (***) for \(p<0.001\), and (ns) for no significant difference, where \(p\) denotes the probability. The standard error on all plotted graphs is represented by error bars, respectively.

3. Results

Results indicated that AlPcS\(_{\text{mix}}\) accumulated in the cytoplasm was significantly localized in lysosomes and mitochondria. At the end of the investigation, control cells appeared healthy and maintained their normal cell structure and size. PDT on the other hand caused significant changes in morphology seen as cell rounding, blebbing and detachment from the surface of the culture dishes as shown in Figure 1 below.

![Cellular morphology of control and PDT treated cells](image)

**Figure 1.** Cellular morphology of control and PDT treated cells seen under 100X magnification demonstrating the continuous growth of cells as a monolayer in the control group and a marked alteration of the morphology in PDT treated cells indicating cell shrinkage, blebbing and detachment from the surface.

Cellular responses showed dose-dependent structural changes, with significant (\(p<0.001\)) decrease in cell viability (Figure 2) and proliferation (Figure 3) compared to the control. As shown in Figure 2 below, the control group (No PS, no irradiation) presented with a high cell viability indicating that the cells remained viable at the end of the experimental period. Cells treated with PS alone and those treated with laser alone showed similar results. PDT treated cells indicated a dose dependent decrease in cell survival (\(p<0.001\)), with a marked decrease in viability seen in cells that received the highest dose of treatment (25 \(\mu\)M of PS and 20 J/cm\(^2\)).

The number of metabolically active cells was determined by detection of ATP. There was a marked decrease in cell proliferation in PDT treated cells, as compared to the control cells and untreated cells (Figure 3). The high luminescence signal seen with the control indicated increased proliferation of the cells, and the cells treated with either of the variables alone. PDT treated cells on the other hand showed a significant decrease in ATP production (\(p<0.001\)), in a dose dependent manner with the highest decrease observed in cells that were treated with 25 \(\mu\)M of AlPcS\(_{\text{mix}}\) at a fluence of 20J.
Figure 2. Post-irradiation cell viability showing a dose dependent decrease in cell survival. The control group and groups treated with either of the variables alone showed no significant decrease in viability (ns). All PDT groups compared to the control, indicated significant decrease in cell viability ($p<0.001$) after 24 h incubation post treatment.

Figure 3. Post-irradiation ATP Luminescent signal of cells indicating proliferation. Control cells and groups treated with either of the variables alone did not show significant decrease in cell proliferation (ns). There was significant decrease in proliferation of PDT treated cells ($p<0.001$) after 24 h.

4. Discussion and conclusion
Singlet oxygen and other reactive oxygen species are produced by the PS in its activated state. These highly reactive oxygen species directly cause cell death by interactions with cellular components and oxidation of biomolecules causing the observed cell damages [6]. In simple terms, PDT induces cell death by virtue of photochemical interactions of light and a PS which in the presence of molecular oxygen, yields a set of chemical reactions that generate ROS and other free radical species causing membrane damage. In this set up, the different concentrations of the PS caused a significant dose dependent damage upon activation by laser light, with the extent of damage directly proportional to the concentration used. Similarly, the different fluences activated the PS at different rates with higher fluences causing more damage to the cells. Decreased cell viability in PDT treated cells was observed using Trypan Blue viability assay which adequately represented the ability of PDT to cause cell death through ROS generation. To further confirm this observation, ATP proliferation assay significantly presented decreased proliferation of the treated cells. After 24 hours, PDT treated cells also completely lost their morphological characteristics and died.

AlPcS$_{\text{mix}}$ has shown desired therapeutic effects in many solid tumours in previous studies [7, 8]. Zharkova et al used AlPcS$_{\text{mix}}$ to treat patients with various types of cancer, in vivo, from which the majority showed complete regression of the tumours. In another study by Kresfelder et al [8], it was shown that AlPcS$_{\text{mix}}$ induced sufficient cell death in oesophageal cancer cells with significant alteration of the post-irradiation cell proliferation. It was also demonstrated in the same study that AlPcS$_{\text{mix}}$ had the most prominent effect when compared to a different PS, GePcS$_{\text{mix}}$.

Results obtained indicate the effectiveness of AlPcS$_{\text{mix}}$ in PDT and the eradication of cervical cancer cells in vitro. Observable phenotypic changes with significant decrease in viability and proliferation were demonstrated. We therefore suggest in our study that AlPcS$_{\text{mix}}$ can be considered for use as a photosensitizing agent for cervical lesions and cervical cancer cells. Future studies should consider checking this effect on normal cervical cells to adequately determine the specificity of PSs in treating cancer. Further research is now expected to examine the therapeutic effectiveness of AlPcS$_{\text{mix}}$ in vivo.
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Experimental and Numerical Measurement of the thermal performance for parabolic trough solar concentrators
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Abstract Parabolic trough mirror plants are a popular design for conversion of solar energy to electricity via thermal processes. The receiver unit (RU) for absorbing the concentrated solar radiation is limited to a maximum temperatures (580°C) and is responsible for efficiency losses mainly via thermal radiation. We built a RU in the laboratory to study the thermal performance for different designs and we companied this study with a mathematical module implemented on a simulation code. In this work, the simulation and the first set of experiments show a good agreement, validating applicability of the code.

1. Introduction
A parabolic trough solar thermal power plant consists of a series of parabolic mirrors concentrating solar radiation onto a linear focal line along which the receiver unit is positioned. The receiver heats up and in turn imparts a large portion of its heat to a heat transfer fluid circulating within. This heat transfer fluid can then be utilized in a steam cycle to generate electricity. The receiver is one of the most complex parts and the efficiency of the entire system is largely determined by it. It has to be carefully designed in such a way so as to minimize the energy losses. Every part of the receiver unit is a topic of ongoing research, such as the working fluid that can be used, and also the optical, chemical, and thermal properties of the concerned material [1].

Typically, the receiver unit consists of a blackened absorber pipe (AP) encapsulated by the glass cover (GC), (See Fig. (1a)). There is a vacuum in between to minimize convective heat losses [2]. For the conduction losses, the thermal contacts between the receiver pipe and the glass cover are kept to a minimum. The heat transfer fluid (HTF) inside the receiver pipe is heated by the concentrated solar radiation. The hot HTF can be used in generating electricity through a steam cycle or in thermochemical applications [3]. The dominant heat losses at high temperatures are due to the thermal emission (IR) from the receiver pipe. There is a conventional method to minimize the IR by painting the receiver pipe with a spectrally selective coating, a dielectric film that absorbs well in the visible region of the solar spectrum and emits poorly in the IR region. Much work has been published in regard to the selective coating and their properties [4]. The main weakness of selective coating is that it prevents the receiver pipe from being heated to high temperature, since it thermally decomposes at about 680 K. [5], [6].

An alternative option to the selective coating is to reduce the thermal emission from the glass cover tube of a trough collector by trapping IR via a reflective surface on the part of the glass not facing the trough. The solar radiation inlet may be coated with a hot mirror type coating [7–10], i.e., Indium-Tin-Oxide and applying the reflective cavity around the absorber [11], which is shown in Fig. (1b).
Measuring the heat losses of the receiver unit of the parabolic trough is an effective way to determine the efficiency of the RU especially at a higher Heat transfer fluid (HTF) temperature. It allows us to judge the performance of different RU designs. In this work, we studied the thermal performance of the RU by measuring the heat losses experimentally and compared our results with our simulation code, which is based on a mathematical model of the system.

2. Experiment description

The Receiver Unit (RU) or heat collector element was tested indoor. Two heating elements inside the absorber pipe of the RU brought the HTF temperature to a desirable test temperature. In one experimental set, the glass tube was evacuated, in the other air was left inside the annulus. The heating element power was adjusted to a desired power value using a variac. Once the RU reached a steady state temperature, the electrical power required to maintain the HTF temperature equaled the heat loss of the RU at that temperature. Further, the temperatures along the RU elements were constant. The heat loss of the RU was tested at different temperatures corresponding to heating power generation of the heating elements from 50 W to 1.5 kW in roughly 50 W increments. Heat losses were reported per meter of RU. The temperature around the absorber pipe and the glass cover was measured with thermocouples and hence we could calculate the emittance of AP and the heat loss to the environment at different temperatures.

The length of the tested RU was 2.7 m at 25 °C (It will expand by about 9 mm at 300 °C with a mild steel absorber pipe outer/inner diameter of 3.2/2.8 cm and a two pieces of a Pyrex glass cover outer/inner diameter of 5.8/5.4 cm with a length of 1.35 m each. The Pyrex glass pieces were joined together with a brass section in the centre of the AP. We vacuum insulated the central brass piece, glass covers and the AP together using flame resistant high temperature silicon. The high temperature silicon also acted as a thermal insulator between the joints in this experiment.

The heating elements were two 1.2 m with 8 mm outer diameter. In order to prevent the heating element from touching the AP, we introduced spacers to center the heating elements. These spacers can be made from steel with a small size and sharp edge toward the AP inner surface to minimize the losses through it. Thermocouples measured the temperature of the outer surface of the AP and GC. Thermocouples were introduced to determine the average temperatures and heating behavior of the RU. The Absorber pipe and Glass cover temperatures were measured using two and four K-type thermocouples respectively. A good contact between the thermocouples and the surface was required for accurate measurement. Figs.2 and 3 show more details about the setup.

As indicated in Fig. 3, the thermocouples wires are insulated with a thermally resistance braided tube and grouped together at the end. Their ends are connected to the control and measurement unit. Furthermore, two holes through the end piece are made to allow the AP thermocouples wires get out and connected to the control and measurement unit via vacuum tight exits. The control and measurement unit allowed us to regulate and adjust the heater power in accordance to temperature requirements.
3. Theory and simulation study

The source of the thermal energy is an electrical resistance heater wire with a constant rate of heat generation and can be modified by a variac. Fig. 3 shows the total heat transfer of the system and the interactions between its components. The physical basis of our model starts with a comprehensive description of the thermal interaction. Under steady operating conditions, the absorber pipe and the glass cover reach a different stagnation temperature. In addition, the heat loss and the heat gain of each element in the RU must equal the total rate of heat generation of the heating elements $\dot{E}_{gen}$

$$\dot{q}_{GC,amb} = \dot{q}_{GC,cond} = \dot{q}_{AP,GC} = \dot{q}_{AP,cond} = \dot{E}_{gen},$$

where $\dot{q}_{GC,amb}$ is the rate of the heat transfer from the glass cover (GC) to the surroundings, $\dot{q}_{GC,cond}$ is the conduction through the GC layer, $\dot{q}_{AP,GC}$ is the heat transfer from AP to GC, and $\dot{q}_{AP,cond}$ is the conduction through the AP.

The calculations start from the heat loss to the ambient because the ambient temperature is always known. We initially guess the unknown outer GC surface temperature $T_{g,a}$ iteratively, until the steady operating condition at which $\dot{q}_{GC,amb} = \dot{E}_{gen}$ is fulfilled. The heat rate $\dot{q}_{GC,amb}$ consists of natural convection and radiation heat transfer from the glass cover to the ambient.
The air properties during the calculation were selected at $T_{avg} = \frac{T_{g,o} + T_{amb}}{2}$. We could then evaluate $T_{g,i}$ at which the rate of heat loss due to the conduction through GC equal $\dot{E}_{gen}$. In the same way, $T_{ab,o}$ is evaluated through iteration until fulfilling $\dot{q}_{AP,GC} = \dot{E}_{gen}$, where $\dot{q}_{AP,GC}$ consists of the rate of the heat transfer between the AP and GC by convection and radiation. The convection heat transfer inside the evacuated annulus was ignored. Finally, $T_{ab,i}$ was evaluated such that the conduction heat loss through the AP equaled $\dot{E}_{gen}$. This simulation code was implemented using Python and is shown in Fig. 5.

4. Results

The initial experimental results tested for a normal RU reference unit without any coating. The aim was to validate our theoretical framework and simulation using experimental results. Two experiments were performed testing the thermal behaviour of the RU; 1) with air inside the annulus, and 2) with the annulus evacuated. The simulation predicted differing temperature readings for them, which we wanted to verify experimentally. The tested RU is shown in Fig. 2.

In Fig. 6 and 7, the heat loss per meter of the RU length is depicted as a function of the absorber pipe and glass cover temperatures respectively. In the figures, “Sim” indicates simulation and “Exp” indicates experimental. In Fig. 6, the discrepancy between the simulation and experimental work in both cases vacuum and air in the annulus are 2% and 5.6% respectively.
Figure 5: Algorithm for simulation code

Figure 6: a) Heat loss versus AP temperature (Air in the annulus).

b) Heat loss versus AP temperature (Vacuum in the annulus).

The simulation predicted a higher AP temperature for the vacuum system, since there the convective heat transfer has been eliminated, and the only for heat to escape is via radiation. This is clearly shown in the experimental results, where the AP temperature is measurably higher in the vacuum case.

In all cases the simulation seems to predict a greater heat loss. This seems to suggest that some of the material property values need to be re-evaluated. Further, the edge heat loss effects need to be incorporated.

In Fig. 7, the simulation predicts that the GC temperature for the case of vacuum and air in the annulus is the same at a fixed value of the heat power generation, since the heat dissipation mechanism from the
Figure 7: a) Heat loss versus GC temperature (Air in the annulus).

GC to the ambient is similar. Further, the discrepancy between the simulation and experimental work in both cases vacuum and air in the annulus are 6% and 3% respectively.

5. Conclusion
We tested a receiver unit (RU) of the parabolic trough collector indoor, in order to validate our theoretical and numerical framework. Two experiments were performed, for which the simulation predicted different results. Experimental data verified the results of the simulation to within 2% and 6% discrepancy for the absorber pipe temperature in the case of vacuum and air in the annulus respectively. Also, a discrepancy of 6% and 3% for the glass cover in the case of vacuum and air in the annulus respectively. This successful set of validations encourages us to continue testing our proposed designs using this experimental setup.
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Abstract. This report highlights the use of defects to change the electronic properties of bulk molybdenum disulphide (MoS₂). The defects introduced also have significant effects on the thermal properties. We further demonstrate the effects of altering the atom arrangement or introducing other atoms in the lattice, has on the electronic properties of MoS₂ and other metal dichalcogenides. Pristine MoS₂ is p-type semiconductor and it can also be turned into an n-type semiconductor, depending on the choice of impurity introduced. We have demonstrate this by using plots of Seebeck coefficients against chemical potential. The high Seebeck coefficients observed suggest that defect modified MoS₂ is a potential candidate for thermoelectric applications. The anisotropic nature of the electronic properties of MoS₂ is demonstrated for the thermal conductivity and electronic conductivity as a function of chemical potential. The induced defects lead to bandgap reductions ranging between 10.7% and 100%, relative to the pristine MoS₂.

1. Introduction

Bulk MoS₂ is a quasi-2D Material. Subject to the coordination of Mo atoms within a single layer and the stacking order of single layers, there are three known polytypes: 1T, 2H, and 3R of MoS₂. The 2H polytype is reported to be abundant in the earth’s crust [1, 2] and with the discovery of direct bandgap in 2D MoS₂, there was a shift in research, away from the traditional applications like dry lubricants, hydrodesulphurisation catalysts, and cathode materials for lithium ion batteries towards possible applications in electronics [3]. The indirect bandgap in multi-layered MoS₂ still finds utility in electronic devices, and it can also be utilised in chemical applications such as hydrogen evolution reaction and chemical sensing [4, 5, 6].

The properties of monolayer MoS₂ have been studied both theoretically and experimentally [7, 8]. Reports on field effect transistors and phototransistors based on monolayer MoS₂ have suggested monolayer MoS₂ as a promising candidate materials for novel electronics and photonics devices [9]. First-principles calculations demonstrated a bandgap tuning in bilayer MoS₂ sheets by applying a perpendicular external electric field and they predicted that the electronic properties of armchair MoS₂ weakly dependent on width of the ribbon, whereas the zigzag MoS₂ exhibits metallic behavior [10]. The electronic properties of monolayer and multilayer MoS₂ have also been engineered by imposing compressive and tensile strains and they have shown to lead to a reduction in bandgap [11, 12]. The introduction of functional
groups (H, CH₃, CF₃, OCH₃, NH₂) into MoS₂ has also been examined and yielded a bandgap of ≈1 eV for the 1T polytype of MoS₂, using density functional theory (DFT) [13]. Most of the DFT works on MoS₂ bandgap tuning have been done only on 1D or 2D of 1T polytype of MoS₂. This study focuses on bulk MoS₂ -2H polytype tunability, driven by these demands, and seeks ways of altering the bandgap of bulk MoS₂ using a simpler approach of altering the atomic positions by either removing or introducing mainly an extra Mo or S atoms, which are constituent elements of MoS₂. Working with only MoS₂ constituent elements also avoids the introduction of toxic elements in possible applications. However, tungsten (W) was introduced in the crystal lattice of MoS₂ for the sake of comparison, and the choice motivated by the fact that it also forms a layered material with sulphur (WS₂).

2. Methodology

The simulations were based on density functional theory (DFT) modeling method, as implemented in quantum espresso (QE) [14] code. We used Perdew-Burke-Ernzerhof (PBE) functionals [15], which belong to generalised gradient approximation (GGA) functionals for exchange correlation energy $E_{XC}$.

A supercell of $2 \times 2 \times 2$ was constructed, based on the six atoms unit cell for the hexagonal polytype (2H) of MoS₂. The convergence test was done using plane wave cutoff energy of 75 Ry, with energy and forces convergence thresholds set at $10^{-6}$ and $10^{-4}$, respectively. Defects were then introduced by either adding or removing atoms to/from the lattice, translating to a 2 % defect concentration. After system relaxation, we evaluated the band structure and defects of MoS₂, using density functional theory (DFT) modeling method, as implemented in quantum espresso (QE) [14] code. We used Perdew-Burke-Ernzerhof (PBE) exchange correlation energy $E_{XC}$ functionals, which belong to generalised gradient approximation (GGA) functionals for exchange correlation energy $E_{XC}$.

A supercell of $2 \times 2 \times 2$ was constructed, based on the six atoms unit cell for the hexagonal polytype (2H) of MoS₂. The convergence test was done using plane wave cutoff energy of 75 Ry, with energy and forces convergence thresholds set at $10^{-6}$ and $10^{-4}$, respectively. Defects were then introduced by either adding or removing atoms to/from the lattice, translating to a 2 % defect concentration. After system relaxation, we evaluated the band structure and defects of MoS₂, using density functional theory (DFT) modeling method, as implemented in quantum espresso (QE) [14] code. We used Perdew-Burke-Ernzerhof (PBE) exchange correlation energy $E_{XC}$ functionals, which belong to generalised gradient approximation (GGA) functionals for exchange correlation energy $E_{XC}$.

A supercell of $2 \times 2 \times 2$ was constructed, based on the six atoms unit cell for the hexagonal polytype (2H) of MoS₂. The convergence test was done using plane wave cutoff energy of 75 Ry, with energy and forces convergence thresholds set at $10^{-6}$ and $10^{-4}$, respectively. Defects were then introduced by either adding or removing atoms to/from the lattice, translating to a 2 % defect concentration. After system relaxation, we evaluated the band structure and defects of MoS₂, using density functional theory (DFT) modeling method, as implemented in quantum espresso (QE) [14] code. We used Perdew-Burke-Ernzerhof (PBE) exchange correlation energy $E_{XC}$ functionals, which belong to generalised gradient approximation (GGA) functionals for exchange correlation energy $E_{XC}$.

A supercell of $2 \times 2 \times 2$ was constructed, based on the six atoms unit cell for the hexagonal polytype (2H) of MoS₂. The convergence test was done using plane wave cutoff energy of 75 Ry, with energy and forces convergence thresholds set at $10^{-6}$ and $10^{-4}$, respectively. Defects were then introduced by either adding or removing atoms to/from the lattice, translating to a 2 % defect concentration. After system relaxation, we evaluated the band structure and defects of MoS₂, using density functional theory (DFT) modeling method, as implemented in quantum espresso (QE) [14] code. We used Perdew-Burke-Ernzerhof (PBE) exchange correlation energy $E_{XC}$ functionals, which belong to generalised gradient approximation (GGA) functionals for exchange correlation energy $E_{XC}$.
\[\sigma_{\alpha\beta}(T;\mu) = \frac{1}{\Omega} \int \sigma_{\alpha\beta}(\varepsilon) \left[ -\frac{\partial f_{\mu}(T;\mu)}{\partial \varepsilon} \right] d\varepsilon, \quad (4)\]

\[\kappa_{\alpha\beta}(T;\mu) = \frac{1}{e^2 T \Omega} \int \sigma_{\alpha\beta}(\varepsilon)(\varepsilon - \mu)^2 \left[ -\frac{\partial f_{\mu}(T;\mu)}{\partial \varepsilon} \right] d\varepsilon, \quad (5)\]

\[S_{\alpha\beta}(T;\mu) = \frac{(\sigma^{-1})_{\gamma\alpha}}{e T \Omega} \int \sigma_{\gamma\beta}(\varepsilon)(\varepsilon - \mu) \left[ -\frac{\partial f_{\mu}(T;\mu)}{\partial \varepsilon} \right] d\varepsilon, \quad (6)\]

where \(\sigma_{\alpha\beta}\), \(\kappa_{\alpha\beta}\) and \(S_{\alpha\beta}\) are the electrical conductivity, electronic thermal conductivity and thermopower, respectively. The projected energy conductivity \(\sigma_{\alpha\beta}(\varepsilon)\) is defined as:

\[\sigma_{\alpha\beta}(\varepsilon) = \frac{1}{N} \sum_{i,k} \sigma_{\alpha\beta}(i,k) \frac{\sigma(\varepsilon - \varepsilon_{i,k})}{d\varepsilon}, \quad (7)\]

with

\[\sigma_{\alpha\beta}(i,k) = e^2 \tau_{i,k} \nu_{\alpha}(i,k) \nu_{\beta}(i,k), \quad \nu_{\alpha}(i,k) = \frac{1}{\hbar} \frac{\partial \varepsilon_{i,k}}{\partial k_{\alpha}}, \quad (8)\]

where \(\tau\) is the electronic relaxation time, \(\nu_{\alpha}\) is the group velocity; which is calculated from the band structure \(\varepsilon_{i,k}\). Since the electronic scattering is taken to be independent of energy, the transport properties are therefore integrated within the BoltzTraP code.

3. Results and Discussion

First we discuss the effects on electronic bandgap upon introduction or removal of atoms. This created vacancies or interstitial defects, intercalation.

3.1. Electronic properties

Figs. 1(a) and 1(b) show the supercell structure of hexagonal pristine MoS\(_2\) of 48 atoms (16 Mo atoms and 32 S atoms) and its corresponding band structure, alongside its projected density of states (PDOS).

All the defect enhanced band structures (not included in this report) showed a decrease in energy band gap (\(E_g\)) compared to the \(E_g\) for pristine MoS\(_2\). This is clearly shown in Table 1, whereby transition metal interstitials (Mo-interstitial and W-interstitial), lead to the highest energy bandgap reduction. The Mo-interstitials actually turned the semiconductor MoS\(_2\) into a conductor [17].

<table>
<thead>
<tr>
<th>Structure defect</th>
<th>Bandgap (E_g) (eV)</th>
<th>% Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pristine</td>
<td>1.32</td>
<td></td>
</tr>
<tr>
<td>Mo-vacancy</td>
<td>0.551</td>
<td>58.2</td>
</tr>
<tr>
<td>Mo-intercalation</td>
<td>0.651</td>
<td>50.7</td>
</tr>
<tr>
<td>Mo-interstitial</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>S-vacancy</td>
<td>0.438</td>
<td>66.8</td>
</tr>
<tr>
<td>S-intercalation</td>
<td>1.18</td>
<td>10.7</td>
</tr>
<tr>
<td>W-interstitial</td>
<td>0.336</td>
<td>74.5</td>
</tr>
</tbody>
</table>
3.2. Thermal and transport properties

Calculations of the electronic conductivities (\(\sigma\)), as well as of the electronic contribution to the thermal conductivity (\(\kappa\)), were also carried out for the pristine MoS\(_2\), MoS\(_2\) with Mo and W atom interstitials. We report both \(\sigma\) and \(\kappa\) at 300 K and in the \(xx\) direction, since \(xx\) and \(yy\) are the same. Major differences are found in the \(zz\) direction, where \(\sigma\) and \(\kappa\) diminish due to the anisotropic nature of MoS\(_2\). MoS\(_2\) remained anisotropic even after the introduction of Mo and W interstitials.

From Figure 2 the energy bandgaps calculated using BoltzTraP code are similar to what we got from QE code, except for the pristine material, with a difference of 0.04 eV. The \(\sigma\) for pristine MoS\(_2\), MoS\(_2\) with Mo and W atom interstitials (Mo\(_i\) and W\(_i\), respectively), are as follows: 5.6 \(\times 10^6\); 3.534 \(\times 10^6\) and 2.918 \(\times 10^6\) (\(\Omega\cdot\text{m}\))\(^{-1}\), respectively. This implies that the introduction of Mo and W atoms increased the resistivity (\(\rho\)) of MoS\(_2\), with W interstitial recording the highest values of \(\rho\) of 3.427 \(\times 10^{-7}\) \(\Omega\cdot\text{m}\).

Figure 2 also shows the effects after introducing defects in the lattice of MoS\(_2\), on the thermal conductivity. The thermal conductivity decreased in the same order as the electronic conductivities, pristine MoS\(_2\) with 36.8 W\(\cdot\text{m}^{-1}\cdot\text{K}^{-1}\), MoS\(_2\) with Mo interstitial, 23.43 W\(\cdot\text{m}^{-1}\cdot\text{K}^{-1}\) and MoS\(_2\) with W interstitial 20.67 W\(\cdot\text{m}^{-1}\cdot\text{K}^{-1}\).

Another characteristic noted upon defect creation, was the ability to change a p-type semiconductor into an n-type semiconductor. When the Seebeck coefficient (\(S\)) is greater than zero at the chemical potential \(\mu = 0\), then we have a p-type semiconductor; and if \(S < 0\) at \(\mu = 0\) we have a n-type semiconductor [18]. Figs. 3(a), 3(b) and 3(c) show how MoS\(_2\) semiconductor behaviour is affected by the introduction of Mo and W ions at 300 K, 500 K and 800 K. Generally, increase in temperature shows decrease in \(S\), except in Fig. 3(b) where temperature increase led to a rise in \(S\), up to 500 K after which a reduction in \(S\) was observed at 800 K.

MoS\(_2\) with a Mo interstitial changes from a p-type to an n-type as shown in Fig. 3(b). However, MoS\(_2\) with a W interstitial remains a p-type semiconductor just like pristine MoS\(_2\).
An increase in temperature from 300 K to 800 K reduced the Seebeck coefficient (S) in both pristine MoS\textsubscript{2} and MoS\textsubscript{2} with Mo interstitial, but in the case of MoS\textsubscript{2} with W interstitial, increase in temperature increased Seebeck coefficient. At 300 K, we obtained S values of 2379 μV/K, 109 μV/K, and 544 μV/K for pristine MoS\textsubscript{2}, MoS\textsubscript{2} with Mo interstitial and MoS\textsubscript{2} with W interstitial, respectively. Our S values were quite high compared to the 1400 μV/K reported by Lee \textit{et al.}\cite{19} at 300 K and using μ ≈ ± 0.1 eV, for pristine MoS\textsubscript{2}. Since S is directly related to thermopower, our defect modified MoS\textsubscript{2} is good candidate for thermoelectric applications. High efficiency of a thermoelectric material is determined by the figure of merit (ZT) given by:

\[ ZT = S^2σT/κ, \]  

where S is the Seebeck coefficient, σ is the electrical conductivity, and κ is the thermal conductivity at a given temperature T. Note that κ = κ\textsubscript{e} + κ\textsubscript{p}, where κ\textsubscript{e} and κ\textsubscript{p} are the electronic and phononic contributions to the thermal conductivity. However, we didn’t calculate ZT due to our computational resources limitation.

Thermal conductivities (κ) after introduction of Mo interstitials into MoS\textsubscript{2} dropped from 36.8 W·m\textsuperscript{-1}·K\textsuperscript{-1} to 23.43 W·m\textsuperscript{-1}·K\textsuperscript{-1}. These finding are in agreement with a report by Jin \textit{et al.}\cite{20}. A similar drop in κ was noted with a W interstitial, which amounts to 20.67 W·m\textsuperscript{-1}·K\textsuperscript{-1}. The electronic conductivies (σ) dropped from 5.1 × 10\textsuperscript{6} Ω\textsuperscript{-1}·m\textsuperscript{-1} to 3.5 × 10\textsuperscript{6} Ω\textsuperscript{-1}·m\textsuperscript{-1}, for MoS\textsubscript{2} with Mo interstitial; and to 2.9 × 10\textsuperscript{6} Ω\textsuperscript{-1}·m\textsuperscript{-1}, for MoS\textsubscript{2} with W interstitial. Introduction of
defects in MoS$_2$ could be the key for new applications of MoS$_2$ [21]. A similar drop in $\kappa$ was noted with a W interstitial, which amounts to $20.67 \text{ W} \cdot \text{m}^{-1} \cdot \text{K}^{-1}$. The electronic conductivities ($\sigma$) dropped from $5.1 \times 10^6 \text{ } \Omega^{-1} \cdot \text{m}^{-1}$ to $3.5 \times 10^6 \text{ } \Omega^{-1} \cdot \text{m}^{-1}$, for MoS$_2$ with Mo interstitial; and to $2.9 \times 10^6 \text{ } \Omega^{-1} \cdot \text{m}^{-1}$, for MoS$_2$ with W interstitial. Introduction of defects in MoS$_2$ could be the key for new applications of MoS$_2$ [21]. The ability to change MoS$_2$ energy conversion devices, like solar cells from its usual p-type semiconductor to an n-type behaviour which could have applications in semiconductor junctions where higher conductivity is desired [22].

4. Conclusion
We have shown how the MoS$_2$ energy bandgap could be tuned, by defect creation. A reduction of the bandgap between 10.7% and 100% has been achieved where metal interstitials (Mo and W) show the highest reductions of 74.5% and 100% for tungsten and molybdenum atoms, respectively. Thermal conductivities ($\kappa$) after introduction of Mo and W interstitial into MoS$_2$ dropped by about 36% and 44 %, respectively. Similarly, a reduction of the electronic conductivities ($\sigma$) was noted as 31 % for Mo interstitial and 43 % in the case of MoS$_2$ with W interstitial. From the Seebeck coefficient results, the ability to change MoS$_2$ semiconductor type has the potential of being used in a wider range of energy conversion devices. Based on our results, the technique we used could be extended to other transition metal dichalcogenides (TMD) as well.
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Abstract. Density functional theory (DFT) has been used to study the electronic and optical properties of selected Croconate dye molecules (CR2-I and CR3-Br). The generalized gradient approximation (GGA) was used in the scheme of Perdew-Burke Ernzerhof to describe the exchange-correlation function as implemented in the CASTEP package in material studio of BIOVIA. The calculations are based on the determinations of Absorption spectrum, UV-Vis spectrum, Light Harvesting Efficiency and HOMO-LUMO gap of the dye molecules. The calculated HOMO-LUMO gap was found to be 2.08 eV and 1.09 eV for CR2-I and CR3-Br respectively, the highest percentage of light harvesting efficiency was found to be 97 % for CR2-I and 98 % for CR3-Br. The results obtained shows that CR2-I and CR3-Br dye molecules can improve the efficiency of DSSCs as they shows absorption shift to the near infrared, which increase the absorption range from the visible on the solar spectrum.

1. Introduction

Solar energy is the perfect key to sustainable development for future energy requirements. Solar cells are promising devices to generate clean energy. Dye sensitive solar cells (DSSCs) consist of a photo electrode which combines semiconductor material (TiO₂) and sensitized dye molecule [1]. The dye molecule is a sensitizer material that absorbs photons from the sun, excites an electron into semiconductor, while the electrolyte regenerate the excited dye to complete the electron transport [2-3]. It’s role requires well matched energy level to facilitate efficient electron injection and dye regeneration, strong physical anchoring to photoanode, sufficient absorption of solar light, and stable operation for a long period [1-3].

Corneliu et al [4] investigated various single and double deprotonated forms of the dye bound to a TiO₂ cluster, taking advantage of the presence of the carboxyl (–CO₂H), hydroxyl (–OH), and sulfonic (–SO₃H) groups as possible anchors. They reported that anchoring modes of the dye onto the TiO₂ surface are of crucial importance to the DSSCs performance through the bonding type and the extent of electronic coupling between the dye excited state and the conduction band edge of the semiconductor [4]. As most of the theoretical studies so far have been focused on the sensitzers with the carboxyl groups as anchors, with advantage of the opportunity offered by the protonated form of the Mordant Yellow 10 dye, which has – OH, –CO₂H and –SO₃H groups. These theoretical studies are based on understanding various anchors, binding configurations as well as propensities for electron transfer [4]. On the same work Corneliu et al [4] reported the results of density functional theory (DFT) and time-dependent DFT (TD-DFT) studies of several coumarin-based dyes, as well as complex systems consisting of the dye bound to a TiO₂ cluster. They provide the electronic structure and simulated UV-Vis spectra of the dyes and discussed the properties of the adsorbed dye molecule on the TiO₂ surface, which matches with the solar spectrum. Their results were compared with the experimental data available and discuss the key issues that influence the device performance like absorption spectra, the energy level alignment between the dye, the oxide and the electrolyte, and the adsorption of the dye to the substrate. In the current study we focuses on the understanding of different properties (electronic and optical properties) of selected Croconate dye molecules shown in figure 1 (CR2-I and CR3-Br) using the density functional theory (DFT).
Figure 1 shows the structures of Croconate dye molecules investigated in this study, CR 2-I and CR 3-Br with halide functional group and containing the oxyallyl subgroup in the parent structure. CR 2-I and CR 3-Br exhibit strong absorption in the infrared, and possess donor–acceptor–donor type structure. These dye molecules can be synthesized easily and give rise to DSSCs that are flexible and interact strongly with light.

2. Computational method

The structures of the selected Croconate dye molecules were built using a Material Studio package. The dye molecules structure was cleaned so that the atoms are reoriented in their lattice positions. Geometrical optimization and calculation of optical absorption of the dye molecules were performed by the CASTEP code in Material Studio package using density functional theory (DFT), which uses a plane-wave pseudopotential method of generalized gradient approximation (GGA) in the scheme of Perdew-Bruke-Ernzerhof (PBE) to describe the exchange-correlation functional using the coarse quality and all band/EDFT as electronic minimizer [6]. The ground state structures obtained through geometrical optimization structures were imported into a new 3D atomistic window and the calculation of electronic properties and UV-Vis of the dye molecule were performed using the VAMP module within the Material Studio package [7].

3. Results and discussion

3.1. Excitation and absorption spectrum of the Dyes

The UV-Vis spectrum of the two dye molecules used in this study shows that these molecules can absorb more photons at visible spectrum to the near infrared region of solar spectrum with a stronger peak at 610 nm with oscillator strength (Absorbance) of 1.78 for CR3-Bromine and a stronger peak at 635nm with oscillator strength (Absorbance) of 1.51 for CR2-Iodine. There are some weak absorption peaks near the infrared region for both CR2-iodine and CR3-Bromine. The following spectrum shows that there is an activity in visible to near infrared region of the solar spectrum, therefore these molecules can enhance the performance of solar cells.
Figure 2: Calculated UV-Vis spectrum for CR2-Iodine and CR3-Bromine dye molecules.

Light harvesting efficiency of CR2-Iodine and CR3-Bromine at the absorption peaks was calculated using equation:

\[ LHE(\lambda) = 1 - 10^{-f} \]  \hspace{1cm} (1)

where \( f \) denotes the absorption also called the oscillator strength of sensitizer at a given wavelength (\( \lambda \)).

Table 1: LHE of CR2-Iodine at a particular wavelength

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Absorption</th>
<th>LHE</th>
<th>LHE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>635</td>
<td>1.51</td>
<td>0.97</td>
<td>97</td>
</tr>
<tr>
<td>777</td>
<td>0.018</td>
<td>0.04</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: LHE of CR3-Bromine at a particular wavelength

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Absorption</th>
<th>LHE</th>
<th>LHE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>610</td>
<td>1.78</td>
<td>0.98</td>
<td>98</td>
</tr>
<tr>
<td>837</td>
<td>0.03</td>
<td>0.05</td>
<td>5</td>
</tr>
<tr>
<td>912</td>
<td>0.09</td>
<td>0.18</td>
<td>18</td>
</tr>
</tbody>
</table>

The light harvesting efficiency (LHE) of the sensitizer affects the short-circuit current density (\( J_{sc} \)), and hence, the overall power conversion efficiency (\( \eta \)). The calculated LHE values of CR2-I and CR3-Br found are shown in Table 1 and Table 2 respectively. The maximum values of LHE found to be 0.97 (97 %) at \( \lambda_{\text{max}} = 635 \) nm and 0.98 (98 %) at \( \lambda_{\text{max}} = 610 \) nm.

3.2. Optical absorption property of the dye molecules

Figure 3 illustrate the optical absorption property of CR2-I and CR3-Br dye molecules. The figure shows an absorption activity in the visible to near infrared region. The absorption in the ultraviolet region for CR2-I and CR3-Br are common for many synthesizer. The results illustrate that Croconate dyes CR2-I and CR3-Br as synthesizers in DSSCs can shift the absorption of photons from the ultraviolet region to the visible to near infrared region, hence improve the practical performance of DSSCs.
3.3. Energy levels and isodensity surfaces of the dyes

Table 3: The HOMO, LUMO and HOMO-LUMO energy gap of CR 2-I and CR 3-Br dye molecules.

<table>
<thead>
<tr>
<th>DYE MOLECULE</th>
<th>HOMO (eV)</th>
<th>LUMO (eV)</th>
<th>HOMO-LUMO GAP (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR2-I</td>
<td>-6.53</td>
<td>-4.45</td>
<td>2.08</td>
</tr>
<tr>
<td>CR3-Br</td>
<td>-6.88</td>
<td>-5.79</td>
<td>1.09</td>
</tr>
</tbody>
</table>

Table 3 shows the molecular orbitals of CR2-I and CR3-Br. The HOMO energies of CR2-I and CR3-Br are −6.53 eV and −6.88 eV respectively, the LUMO energies of CR2-I and CR3-Br are −4.45 eV and −6.88 eV respectively. The HOMO–LUMO energy gap (HLG) values of CR2-I and CR3-Br were 2.08 eV and 1.09 eV respectively. The smaller HOMO–LUMO gap favors the absorption of photons in the long-wavelength region. Figure 4 shows the molecular orbitals involved in the dominant electron transitions of CR2-I and CR3-Br.
4. Conclusion
First principle DFT studies were used to investigate the electronic and optical properties of selected Croconate dye molecules (CR2-I and CR3-Br) with halide functional group. The HOMO-LUMO gap values of two molecules are less than the band gap values of TiO$_2$ semiconductors, and this means that electron injection from excited dye molecules to the conduction band of TiO$_2$ semiconductor will be efficient. The UV-Vis spectrum and optical absorption spectrum of the two molecules shows the photon absorption activity in the visible to near infrared region, hence the use of these dye molecules can improve the practical performance of DSSCs.
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Abstract. In a recent paper we calculated the field equations of spin-3/2 fields in a $D$-dimensional Reissner-Nordström black hole spacetime whilst maintaining the gauge symmetry of the Rarita-Schwinger equation. We were also able to determine the quasi-normal modes of the associated gauge invariant variables using the WKB approximation and the asymptotic iteration method (AIM). However, it was found that for higher dimension, and especially for the near extremal cases, the effective potential developed another maximum. The shape of the potential posed difficulties for the WKB approximations, as well as the AIM. As such, in these proceedings we explore the connection between the AIM and the continued fraction method, and determine a possible reason for the difficulty in calculating the quasi-normal modes for spin-3/2 fields in this spacetime.

1. Introduction

The Rarita-Schwinger equation describes the equations of motion of spin-3/2 fields on a Reissner-Nordström (RN) spacetime by making use of a supercovariant derivative, that is:

$$\gamma^{\mu\nu\alpha} \tilde{D}_\nu \psi_\alpha = 0,$$  \hspace{1cm} (1)

where

$$\gamma^{\mu\nu\alpha} = \gamma^\mu \gamma^\nu \gamma^\alpha - \gamma^\mu g^{\nu\alpha} + \gamma^\nu g^{\mu\alpha} - \gamma^\alpha g^{\mu\nu}$$  \hspace{1cm} (2)

is the antisymmetric product of Dirac matrices, $\psi_\alpha$ is the spin-3/2 field and

$$\tilde{D}_\mu = \nabla_\mu + \frac{1}{2} \sqrt{\frac{D - 3}{2(D - 2)}} \gamma_\mu F_\mu^\rho + \frac{i}{4 \sqrt{2(D - 2)(D - 3)}} \gamma_{\mu \rho \sigma} F^{\rho \sigma}$$  \hspace{1cm} (3)

is the supercovariant derivative calculated in Ref.[1]. This equation preserves the gauge invariance of the Rarita-Schwinger equation that was noted in Refs.[2, 3]. However, when attempting to calculate the quasi-normal modes (QNMs) several parameter choices do not lead to convergent or reliable numbers when using the WKB approximation and the asymptotic iteration method (AIM) [1].

For the WKB approximation it was found that unreliable QNM results were those where the parameter choices led to higher order terms dominating over the lower order terms. Recall that
the WKB approximation is generated from a series expansion, and as such results where higher order terms dominate over lower order ones cannot be considered reliable. As for the AIM, the results did not converge for such choices of parameters, making them unreliable also, where it was found that as the number of iterations in this method were increased, these results did not converge to any one number. As such, in our previous work [1], no numbers for these QNMs were given for such parameter choices.

It was proposed that this peculiar behaviour was due to a second maxima developing in the effective potential, where this was clearly visible in higher dimensions \( D > 7 \) and when the charge of the black hole approached its extremal value. Given that the WKB approximation, when applied to black hole studies, involves expanding the potential around its maximum value and then matching two WKB solutions from either side of this maximal region of the potential, having two maxima renders the approximation unreliable in its current form. However, it remains unclear as to why the AIM would break down, given all previous investigations have found it to be quite stable [4, 5, 6].

As such, it is the aim of this proceedings to investigate these unreliable quasi-normal frequencies with a third method for calculating QNMs, that of the continued fraction method (CFM) [7], and to test the claim that the AIM and the CFM are connected [8].

2. The spin-3/2 fields equations in a RN spacetime

Using the line element for the RN spacetime,

\[
    ds^2 = -f dt^2 + \frac{1}{f} dr^2 + r^2 d\Omega_{D-2}^2,
\]

where \( f = 1 - 2M/r^{D-3} + Q^2/r^{2D-6} \), and \( d\Omega_{D-2} \) denotes the metric of the \( D-2 \) sphere (over-bars will represent terms from this metric), our wave functions for the spin-3/2 fields can be constructed from “non TT eigenmodes” and “TT eigenmodes” [1, 2].

Focussing on the non-TT eigenfunctions, where a large number of the unreliable QNMs were observed in Ref.[1], the radial and temporal wave functions can be written as:

\[
    \psi_r = \phi_r \otimes \bar{\psi}_r(\bar{\lambda}) \quad \text{and} \quad \psi_t = \phi_t \otimes \bar{\psi}_t(\bar{\lambda}),
\]

where \( \bar{\psi}_r(\bar{\lambda}) \) is an eigenspinor on the \( D-2 \) sphere with eigenvalue \( i\bar{\lambda} \) given by \( \bar{\lambda} = (j + (D-3)/2) \), where \( j = 3/2, 5/2, 7/2, \ldots \). Our angular wave function is written as:

\[
    \psi_{\theta_i} = \phi^{(1)}_{\theta} \otimes \bar{\nabla}_{\theta_i} \bar{\psi}_r(\bar{\lambda}) + \phi^{(2)}_{\theta} \otimes \bar{\gamma}_{\theta} \bar{\psi}_r(\bar{\lambda}),
\]

where \( \phi^{(1)}_{\theta}, \phi^{(2)}_{\theta} \) are functions of \( r \) and \( t \) which behave like 2-spinors.

Using the Weyl gauge, \( \phi_t = 0 \), we introduce a gauge invariant variable

\[
    \Phi = -\left( \frac{\sqrt{f}}{2} i\sigma^3 + \frac{iQ}{2r^{D-3}} \right) \phi^{(1)}_{\theta} + \phi^{(2)}_{\theta},
\]

to determine the independent equations of motion. Component-wise we can write \( \Phi \) as:

\[
    \Phi = \begin{pmatrix} \phi_1 e^{-i\omega t} \\ \phi_2 e^{-i\omega t} \end{pmatrix},
\]

where \( \phi_1 \) and \( \phi_2 \) are purely radially dependent terms. To simplify the equations we further set

\[
    \phi_1 = \left( \frac{D-2}{2} \right)^2 \frac{f - (\bar{\lambda} + C)^2}{Br^{(D-4)/2}f^{1/4}} \bar{\phi}_1 \quad \text{and} \quad \phi_2 = \left( \frac{D-2}{2} \right)^2 \frac{f - (\bar{\lambda} - C)^2}{Ar^{(D-4)/2}f^{1/4}} \bar{\phi}_2.
\]
This leads to a set of decoupled second-order differential equations in the tortoise coordinates, defined by $dr_* = dr/f(r)$:

\[
\begin{align*}
-\dfrac{d^2}{dr_*^2} \tilde{\phi}_1 + V_1 \tilde{\phi}_1 &= \omega^2 \tilde{\phi}_1, \\
-\dfrac{d^2}{dr_*^2} \tilde{\phi}_2 + V_2 \tilde{\phi}_2 &= \omega^2 \tilde{\phi}_2,
\end{align*}
\]

where $V_{1,2} = \pm f(r) dW/dr + W^2$ and

\[
W = \frac{(D-3)\sqrt{f}}{r_{AB}} \left[ (\tilde{\lambda} + C) \frac{2}{D-2} AB + \frac{D-2}{2} (C + \tilde{\lambda} (1 - f)) \right] - \frac{D-4}{r(D-2)} \sqrt{f} (\tilde{\lambda} + C),
\]

\[
A = \frac{D-2}{2} \sqrt{f} + (\tilde{\lambda} + C), \quad B = \frac{D-2}{2} \sqrt{f} - (\tilde{\lambda} + C) \quad \text{and} \quad C = (D-2) \frac{Q}{2r(D-3)}.
\]

3. The asymptotic iteration method

In our previous works we had used the AIM to generate some of our QNMs. In the AIM we first single out the asymptotic behaviour, which is due to the QNM boundary condition that the wave function must have the form of $\tilde{\phi}_1 \sim e^{\pm i \omega r_*}$. Our first step is to determine the tortoise coordinates for the specific spacetime we are considering, that is the spacetime for specific values of $Q$ and $D$. Plugging this into the wave function we then transform our wave function to the coordinates

\[
\xi^2 = 1 - \frac{r_+}{r},
\]

where $r_+ = \left( M + \sqrt{M^2 - Q^2} \right)^{1/(D-3)}$, such that $\xi \in [0, 1]$. Once our wave function has been written in terms of this new coordinate $\xi$ we separate out the asymptotic behaviour and write our wave function as $\tilde{\phi}_1 = \beta(\xi) \chi(\xi)$, where $\beta(\xi)$ contains the asymptotic behaviour. In the case of $Q = 0$ and $D = 4$ we have that the wave function is written as

\[
\tilde{\phi}_1 = \xi^{4M\omega} \left( 1 - \xi^2 \right)^{-2iM\omega} e^{\frac{2iM\omega}{1-\xi^2}} \chi(\xi).
\]

The lowest order coefficients on the AIM can be obtained as:

\[
\begin{align*}
\lambda_0 &= 2 \frac{\beta'(\xi)}{\beta(\xi)} + \frac{(-\xi)^{-2} (1 - \xi^2)^2 - 4(1 - \xi^2)}{f \left( \frac{2M}{1-\xi^2} \right)} f' \left( \frac{2M}{1-\xi^2} \right), \\
\beta(\xi) &= \frac{\beta''(\xi)}{\beta(\xi)} + \frac{\beta'(\xi)}{\beta(\xi)} \left( \frac{(-\xi)^{-2} (1 - \xi^2)^2 - 4(1 - \xi^2)}{f \left( \frac{2M}{1-\xi^2} \right)} f' \left( \frac{2M}{1-\xi^2} \right) \right) + \frac{16M^2 \xi^2}{f \left( \frac{2M}{1-\xi^2} \right)^2 (1 - \xi^2)^4} \left( \omega^2 - V \left( \frac{2M}{1-\xi^2} \right) \right),
\end{align*}
\]

where we have let

\[
\beta(\xi) = \xi^{4M\omega} \left( 1 - \xi^2 \right)^{-2iM\omega} e^{\frac{2iM\omega}{1-\xi^2}},
\]
and \( f(x) = 1 - 2M/x^D + Q^2/x^{2D-6} \). As such the AIM differential equation is:

\[
\frac{d^2\chi}{d\xi^2} = \lambda_0(\xi) \frac{d\chi}{d\xi} + s_0(\xi)\chi. \tag{17}
\]

The higher order \( \lambda \) and \( s \) can be calculated from the relations:

\[
\lambda_n = \lambda_{n-1}' + s_{n-1} + \lambda_0 \lambda_{n-1} \quad \text{and} \quad s_n = s_{n-1}' + s_0 \lambda_{n-1}, \tag{18}
\]

with the quasi-normal frequencies, \( \omega \), being obtained from the equation:

\[
s_n \lambda_{n+1} - s_{n+1} \lambda_n = 0. \tag{19}
\]

Iterating this method for a sufficiently large number of iterations, the QNMs usually become stable, indicating that we have found the \( \omega \) we are looking for. However, this was not the case for several modes in our previous work [1].

As was noted in Ref.[8], the AIM and CFM are closely connected. However, the correspondence espoused by Ref.[8] is overly simplistic given it only links two of the three terms of the typical CFM recurrence relation to the \( \lambda_0 \) and \( s_0 \) of the AIM. The third term remains unrelated (see Eq. (4) of Ref.[7]), despite its key role (see \( \alpha_n \) defined below). Furthermore, it was noted in the earlier works on the CFM (see Ref.[7, 9]), that the coefficients should only depend on parameters, not variables, as is the case for the \( \lambda_0 \) and \( s_0 \) defined in this scenario.

4. The continued fraction method

To analyse the connection between the CFM and AIM, we first recall that in the original work on the CFM, where a power series expansion of the wave function was done after the removal of asymptotic behaviour (cf. Eq. (14) above), that is:

\[
\chi(\xi) = \sum_{n=0}^{\infty} a_n \left( 1 - \frac{1}{\xi} \right)^n, \tag{20}
\]

where \( \chi \) is the wave function of the AIM differential equation, Eq. (17). The expansion coefficients, \( a_n \), are then defined by a three-term recurrence relation:

\[
\alpha_n a_{n+1} + \beta_n a_n + \gamma_n a_{n-1} = 0, \quad n = 1, 2, \ldots \tag{21}
\]

The recurrence coefficients are in this case:

\[
\begin{align*}
\alpha_n &= n(n+1), \\
\beta_n &= -n\xi(2 + \lambda_0 \xi), \\
\gamma_n &= -s_0 \xi^4
\end{align*} \tag{22}
\]

Note though that these coefficients should not depend on \( \xi \) [9], and furthermore \( \gamma_n \) has no \( n \) dependence, yet in Ref.[8] it was the \( \alpha_n \), which was undefined in their correspondence (though we do see here that it is unrelated to the \( \lambda_0 \) and \( s_0 \) functions of the AIM). Furthermore, due to the complicated functionality of \( \lambda_0 \) and \( s_0 \), it would seem impossible to remove all \( \xi \) dependencies from these coefficients, in general, even for other possible power series expansions. This could be why the AIM could not give reliable QNMs for higher dimension and near extremal cases, as these represent the most complicated forms for \( \lambda_0 \) and \( s_0 \).
If it were possible to compute the quasi-normal frequencies, they would be the complex values of $\omega$ for which the series defined by \[ F(\omega) = -\gamma_1 \frac{\alpha_1 \gamma_2}{\beta_1} - \frac{\alpha_2 \gamma_3}{\beta_2} - \frac{\alpha_3 \gamma_4}{\beta_3} - \ldots \] converges uniformly as $\xi \to \infty$ (where the convergence of this series is a separate issue from the convergence of the continued fraction). This analytic function is empirically found to converge for all $\omega$ that are not purely positive imaginary. This restriction is related to the absence of a minimal solution to recurrence relations, Eq. (21) \[ 7 \].

Now when $\omega$ is a QNM, $\omega_n$, the sequence of the expansion coefficients is the minimal solution to the recurrence relation, Eq. (21), and the ratio of the first two expansion coefficients is equal to the value of this continued fraction:

$$\frac{a_1(\omega_n)}{a_0(\omega_n)} = F(\omega_n).$$

(24)

Since this ratio is also given for any $\omega$, we then have the equation

$$F(\omega_n) = -\frac{\beta_0(\omega_n)}{\alpha_0(\omega_n)},$$

(25)

which holds whenever $\omega$ is a QNM. However, whenever $\omega$ is not a QNM (and also not purely positive imaginary), the continued fraction still converges and the expression

$$\frac{\beta_0(\omega)}{\alpha_0(\omega)} + F(\omega)$$

is an analytic function of $\omega$ whose zeroes are the QNMs. Note that being analytic makes this expression an ideal target for a numerical root search.

However, that the recurrence coefficients cannot seemingly be found in a $\xi$ independent way means the whole CFM is not applicable \[ 9 \]. And whilst we have shown that the AIM and CFM can be related, though not as trivially as espoused in Ref. \[ 8 \], this correspondence breaks down when the recurrence coefficients do not depend solely on the parameters, but retain a variable dependence. This breakdown of a correspondence between the AIM and the CFM could explain the inability of the AIM to converge in this case, and warrants further investigation.
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Abstract. Relativistic hydrodynamics has been the tool of choice to simulate the dynamics of the quark-gluon plasma produced in heavy-ion collisions. Despite the success of hydrodynamics, it has several shortcomings stemming from the fact that it assumes a system close to equilibrium. An alternative to hydrodynamics is solving the Boltzmann equation, which describes the evolution of the full distribution function of the system without the close to equilibrium requirement. The Boltzmann equation, however, has hitherto proved computationally intractable. By using a novel algorithm, and leveraging the computational power of graphics processing units, we numerically integrate the Boltzmann equation in the relaxation time approximation.

1. Introduction
Recent heavy-ion experiments have confirmed the existence of a deconfined plasma of quarks and gluons, the Quark Gluon Plasma (QGP) [1, 2]. This provides an excellent experimental opportunity to study the dynamics of the strong nuclear force, which due to confinement, has historically proved challenging.

The phenomenology of the QGP has most extensively been studied using the methods of viscous hydrodynamics [3]. Hydrodynamics, however, has limitations, most notably, it only tracks the evolution of the energy-momentum tensor, and not the more microscopic, distribution function.

Thus hydrodynamics would be unable to predict certain phenomena, for example, the possible formation of a Bose-Einstein condensate, as has been suggested by [4]. Given these considerations, we would like to go beyond hydrodynamics and have access to the full distribution function. In order to study the evolution of the distribution function, we would have to solve the Boltzmann equation, given by

\[ \frac{d}{dt} f(x, p, t) = C[f(p, t)] - v \nabla f(x, p, t), \]

where \( f(x, p, t) \) is the distribution function evaluated at the point \( x \), momentum \( p \) at time \( t \). The \( v \nabla f(x, p, t) \) term describes the flow of matter through space. \( C[f(p), t] \) is the so-called collision term which is a functional that describes the interaction between different particles, and in principle requires us to determine interaction probabilities using Quantum Chromodynamics (QCD), as our goal is to simulate gluon interactions.
There have been attempts to solve the Boltzmann equation, both analytically and numerically [5, 6, 7]. These attempts have, however, assumed highly symmetric initial conditions, typically assuming exact boost-invariance and cylindrical symmetry. We, however, know that boost-invariance is just an approximate symmetry, and we would want to consider deviations from exact boost-invariance. We also know that they are not cylindrically symmetric [8].

Our goal will be to solve the Boltzmann equation with these symmetry requirements relaxed. We will, however, make a simplifying assumption regarding the collision term, instead of using a highly non-trivial collision term derived from QCD, we will rely on a simpler phenomenological model called the relaxation time approximation.

We will furthermore exclusively consider a plasma of gluons at this stage, neglecting quarks as they cannot participate in Bose-Einstein condensation.

2. The Relaxation Time approximation

The relaxation time approximation (RTA) is a staple of statistical physics and is conceptually very simple. We know by the Boltzmann H-theorem that the Boltzmann equation will, regardless of the details of the collision term, asymptotically drive the system into its equilibrium distribution. The RTA simply assumes that the system will asymptotically approach equilibrium with some characteristic relaxation time $\tau_{\text{rel}}$.

The relativistically covariant form of the Boltzmann equation under relaxation time approximation, initially described here [9], is given by the following

$$p^\alpha \partial_\alpha f(x, p, t) = p^\alpha u_\alpha \frac{f_{\text{eq}}(x, p; T, u, \mu) - f(x, p, t)}{\tau_{\text{rel}}}.$$  \hspace{1cm} (2)

where $f_{\text{eq}}$ is the appropriate equilibrium distribution function for the species of particle under investigation, in our case, we will consider the Bose-Einstein equilibrium distribution

$$f_{\text{eq}}(x, p; T, u, \mu) = (\exp((p^\alpha u_\alpha - \mu)/T) - 1)^{-1}.$$  \hspace{1cm} (3)

The spatial dependence of the distribution function is only present in the spatial dependence of the parameters $T, u^\alpha$ and $\mu$.

Energy-momentum conservation is ensured by the requirement that the 4-divergence of the energy-momentum tensor $(T^{\alpha\beta})$ vanishes,

$$\partial_\alpha T^{\alpha\beta} = 0,$$  \hspace{1cm} (4)

which under the RTA simplifies to

$$u_\alpha T^{\alpha\beta}_{[f]} = u_\alpha T^{\alpha\beta}_{\text{eq}}.$$  \hspace{1cm} (5)

If we define the rest frame as the frame in which the net energy flux vanishes, also called the Landau rest frame (LRF), this becomes

$$T^{\beta}_{[f]} u^\alpha = \mathcal{E}_{\text{eq}} u^\beta.$$  \hspace{1cm} (6)

The (only) positive eigenvalue ($\mathcal{E}_{\text{eq}}$) of this eigenvalue equation corresponds to the energy density in the LRF, and the associated eigenvector is the flow velocity as in eq (3). We can, optionally, enforce particle number conservation as well, this would generate the additional requirement,

$$\partial_\alpha J^\alpha = 0,$$  \hspace{1cm} (7)

where $J^\alpha$ is the 4-current density. Under the RTA, this condition becomes,

$$u_\alpha J^\alpha = N_{\text{eq}}.$$  \hspace{1cm} (8)
where \(N_{eq}\) is the local number density in the Landau rest frame. Using these we can determine the local temperature and chemical potential, using

\[
E_{eq} = \frac{3}{\pi^2} \text{Li}_4 \left( \exp\left(\frac{\mu}{T}\right) \right) T^4 \quad (9)
\]

\[
N_{eq} = \frac{1}{\pi^2} \text{Li}_3 \left( \exp\left(\frac{\mu}{T}\right) \right) T^3, \quad (10)
\]

where \(\text{Li}_n\) denotes the polylogarithm of order \(n\).

Thus the parameters \(T, u^\alpha\) and \(\mu\), the temperature, fluid flow velocity, and chemical potential respectively, are constrained and the only free parameter in the model is the relaxation time \(\tau_{rel}\).

Even though the Boltzmann equation under the relaxation time approximation is conceptually very simple, the temperature, flow velocity and, possibly, chemical potential are dynamic. The dynamic nature of these parameters have, thus far, rendered an exact analytic solution intractable without assuming a highly symmetric setting.

Thus we will resort to numerical methods to make headway.

3. Numerical Implementation

We want to simulate the evolution of the distribution function on a discretised phase-space. After setting up an initial grid of points, we perform free-streaming and relaxation steps independently. Free-streaming is performed by propagating the grid forward in time using the characteristic lines of the advection equation. In order to perform the relaxation step, we need access to the equilibrium parameters. We use a Gauss-Legendre integration scheme to calculate the energy-momentum tensor which is required to determine the equilibrium parameters. Which we can then use to update the function values using the right-hand side of eq (2).

There are a few significant numerical hurdles that need to be overcome.

Firstly, since we in general, do not want to be restricted to considering highly symmetric initial conditions (as other explorations of the Boltzmann equation tend to assume), we need to solve the Boltzmann equation in the full 6-dimensional phase space. The consequence of this high dimensionality is that the number of points that we are required to simulate to obtain a particular resolution of the distribution function scales rapidly with the size of the system. This is compounded by the fact that the system is rapidly expanding, especially in the longitudinal direction.

Another challenge is that we also have a large range of relevant momentum scales present in the problem. Typical initial conditions would be at least approximately boost-invariant, which would imply that the longitudinal momentum scale on which the distribution function has support grows exponentially with increasing rapidities. Thus for an accurate simulation, we require an appropriate resolution across all the relevant momentum scales.

Furthermore, due to time dilation, parts of the system at different rapidities evolve at possibly very different rates (in the lab frame). The consequence is that some parts of the system will conclude their evolution (i.e. thermalise) long before others, which is inefficient.

It will be convenient to choose the following set of coordinates,

\[
t = \tau \cosh \eta \quad (11)
\]

\[
z = \tau \sinh \eta \quad (12)
\]

\[
k^0 = k_\perp \cosh Y \quad (13)
\]

\[
k^z = k_\perp \sinh Y. \quad (14)
\]
As is convention, $z$ denotes the axis parallel to the beam. We will henceforth refer to these coordinates as eigentime ($\tau$), spacetime-rapidity ($\eta$) and momentum-rapidity ($Y$). In these coordinates, the Boltzmann equation reads,

$$\left( \frac{\partial}{\partial \tau} + \frac{1}{\tau} v_\eta \frac{\partial}{\partial \eta} + v_\perp \frac{\partial}{\partial x_\perp} \right) f = \frac{k_{\mu}u^\mu}{k_\perp \cosh(Y - \eta)} \frac{f - f_\infty}{\tau_{\text{rel}}}.$$ (15)

This set of coordinate transformations provide several benefits.

In the case of exact boost-invariance, and zero transverse flow velocity, the eigentime is equivalent to the local proper time, which is the natural timescale on which all parts of the system will evolve. Since physically relevant initial conditions must be approximately boost invariant, and the longitudinal flow velocity, in general, will be much larger than the transverse flow velocity, and thus the eigentime is still a good approximation of the local proper time.

Instead of continually expanding in the longitudinal direction, requiring an ever larger grid to accommodate the distribution function, the long term evolution is such that as $\tau \to \infty$, we have $\eta \to Y$, effectively a compression of the relevant phase space. Thus if the initial condition can be accommodated on the grid, the distribution function can be accommodated for all future times.

Due to locality, each cell can be independently updated, this allows us to develop an algorithm that computes these updates in parallel. This allows us to use Graphical Processing Units (GPUs) which have the ability to provide a large amount of computational power compared to traditional CPUs, as long as the algorithm used can be run in parallel.

4. Results

Using the RTA approximation and assuming boost invariance and cylindrical symmetry, we predict the temperature evolution in both the free-streaming ($\tau_{\text{rel}} \to \infty$) and hydrodynamic ($\tau_{\text{rel}} \to 0$) limits [7].

In particular in the free-streaming limit

$$\left( \frac{T(\tau)}{T(\tau_0)} \right) = \left( \frac{\tau}{\tau_0} \right)^{-\frac{1}{4}},$$ (16)

and for the hydrodynamic limit,

$$\left( \frac{T(\tau)}{T(\tau_0)} \right) = \left( \frac{\tau}{\tau_0} \right)^{-\frac{1}{5}}.$$ (17)
We see that we can not only reproduce the limiting cases but also produce reasonable results for intermediate values of $\tau_{rel}$.

This shows that our simulation is working as intended, and we can begin to investigate more interesting phenomena.

5. Conclusion and Outlook
In this work we have detailed our approach to numerically solving the Boltzmann equation under the relaxation time approximation, and showed preliminary success in reproducing analytical limits.

We hope to begin applying this new numerical tool to experimentally relevant initial conditions to investigate phenomena such as the possibility of Bose-Einstein condensation.

A natural extension of the project would be to consider more physically realistic collision terms. The modular nature of our software would allow us to rapidly prototype these collision terms.
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Abstract. We present a novel numerical scheme to solve the QCD Boltzmann equation in the soft scattering approximation, for the quenched limit of QCD. Using this we can readily investigate the evolution of spatially homogeneous systems of gluons distributed isotropically in momentum space. We numerically confirm results of Blaizot et al [1, 2], in particular that for so-called “overpopulated” initial conditions, a (transient) Bose-Einstein condensate could emerge during equilibriation, in a finite time. Beyond that, we analyze the dynamics of the formation of this condensate. The scheme is extended to systems with cylindrically symmetric momentum distributions, in order to investigate the effects of anisotropy. In particular, we compare the rates at which isotropization and equilibriation occur. We also compare our results from the soft scattering scheme to the relaxation time approximation.

1. Introduction
The study of quark-gluon plasma (QGP), the phase of strongly interacting matter formed as a result of relativistic nuclear collisions and consisting of quasi-free quarks and gluons, is of increasing relevance in modern physics [3]. It represents a testing ground for the Standard Model, as well as for finite temperature field theory and possible grand unification theories. It is also of cosmological significance, as the early universe was dominated by this phase of matter.

Experiments at the Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider (LHC) allow us to probe the energy scales at which the QGP is produced. Inferring its properties and phenomenological behaviour is a central goal of the heavy ion programs at these facilities. The theoretical tools that have been developed to describe it are manifold, as the various stages of a heavy ion collision represent very different physical regimes that demand similarly diverse mathematical formalisms to describe (see Fig. 1).

Prior to the collision, the nuclei are accelerated to near-light speed, with a Lorentz factor on the order of 100. They are therefore subject to strong Lorentz contraction along the beam axis. At these energies, the lifetime of gluons emitted from the valence quarks or other gluons is long enough to allow additional emissions of soft gluons from themselves. This process keeps increasing the number density of gluons until saturation occurs as recombination of gluons becomes non-negligible, forming the state of matter called the Color Glass Condensate (CGC). This regime of large gluon number is well approximated by classical dynamics [4-6].

In the following stage, a large number of gluons are liberated from the CGC. These gluons form a dense, off-equilibrium state called the glasma. Extensive hydrodynamic analyses of HIC indicate that as the medium expands, rapid thermalization occurs (characteristic time on
Figure 1. The stages of a heavy ion collision (from [3]).

the order of 1 fm) and a QGP in local equilibrium forms. The speed of this thermalization is indicative of strong interactions. As the medium continues to expand and decrease in temperature, it eventually drops below the deconfinement temperature \((T_c \approx 170\text{ MeV})\) and hadronization occurs [7-10].

Using relativistic kinetic theory as an alternative, in some respects more fundamental, approach to viscous hydrodynamics, we aim to describe the collective behaviour of the QGP from the earliest pre-equilibrium stages through thermalization and eventual freeze-out. To this end we numerically solve the relativistic Boltzmann equation.

2. The Boltzmann Transport Equation

The fundamental equation of kinetic theory is the Boltzmann transport equation. It is a non-linear integro-differential equation, for our purposes governing the evolution of the distribution function of a dilute gas of gluons “in a box”. (Quarks are omitted as the relevant regime is gluon-dominated). For a spatially homogeneous system under the assumption that \(2 \rightarrow 2\) processes dominate, it can be written as

\[
\partial_t f = \frac{1}{2} \int \frac{d^3p_2}{(2\pi)^3 2E_2} \frac{d^3p_3}{(2\pi)^3 2E_3} \frac{d^3p_4}{(2\pi)^3 2E_4} \frac{|M_{12\rightarrow34}|^2}{2E_1} \frac{(2\pi)^4}{2} \delta(p_1 + p_2 - p_3 - p_4)(f_3 f_4 \bar{f}_1 \bar{f}_2 - f_1 f_2 \bar{f}_3 \bar{f}_4).
\]

Here \(f_i\) is the distribution function of particle \(i\) with 4-momentum \(p_i = (E_i, \vec{p}_i)\). As shorthand, we write \(\bar{f}_i \equiv 1 + f_i\). The transition amplitude \(M\) of binary gluon scattering reads at tree level

\[
|M_{12\rightarrow34}|^2 = 72g^4 \left(3 - \frac{tu}{s^2} - \frac{su}{t^2} - \frac{st}{u^2}\right),
\]

where \(s, t\) and \(u\) are the familiar Mandelstam variables and \(g\) is related to the QCD coupling constant \(\alpha\) by \(g^2 = 4\pi\alpha\).

For small scattering angles, \(|t| \ll s\) and expression (2) simplifies to

\[
|M_{12\rightarrow34}|^2 \approx 144g^4 \frac{s^2}{t^2},
\]

which is to be regulated, e.g. by making the substitution

\[
\frac{1}{t^2} \rightarrow \frac{1}{(t - \mu^2)^2},
\]
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Contours of constant particle number and energy density at equilibrium. In the under- and critically populated cases, the values of the equilibrium parameters $T$ and $\mu$ are found where the lines intersect. In the critically populated case, the intersection occurs at the maximum possible value of $\mu = 0$. In the overpopulated case, no real solution for $\mu < 0$ exists and a condensate is necessary to contain the excess particles.

where $\mu$ is the screening mass. While this equation is a challenge to solve, the Boltzmann H-Theorem guarantees that regardless of initial condition, the equilibrium distribution function will be a Jüttner distribution [11],

$$f_{eq}(x, p) = \left[ e^{\frac{u(x) - \mu(x)}{T(x)}} - 1 \right]^{-1}.$$  \hspace{1cm} (5)

Here $T$, $u$ and $\mu$ parameterize the temperature, collective flow velocity and chemical potential, respectively.

There is one caveat; there exists a class of “overpopulated” initial distribution functions (see Fig. 2) which contain more gluons than can be “accommodated” in a Jüttner distribution while maintaining particle number and energy conservation. It has been argued [1] that under the assumption of gluon number conservation, a transient equilibrium state may form with a Bose-Einstein condensate.

3. The Fokker-Planck and Relaxation Time approximations

Under the assumption that small-scattering angles dominate, it is possible to write the RHS of Eq. 1 as the divergence of a current in momentum space [1],

$$D_t f = -\nabla \cdot J(p),$$  \hspace{1cm} (6)

where $J$ reads

$$J_i(p) = 9 \frac{g^4}{4\pi} L \int_k \mathcal{V}_{ij}(p, k) \left( f_p \tilde{f}_p \nabla_k f_k - f_k \tilde{f}_k \nabla_{ik} f_p \right).$$  \hspace{1cm} (7)

Introduced here is

$$\mathcal{V}^{ij} = (1 - v \cdot w) \delta^{ij} + \left( v^i u^j + v^j u^i \right),$$  \hspace{1cm} (8)

where to lighten notation we have defined $p \equiv p_1$, $k \equiv p_2$ and denoted the corresponding unit vectors by $w \equiv p/p$ and $v \equiv k/k$.

In Eq. 7, $L$ is the so-called Coulomb logarithm emerging in screened interactions with vector boson exchange, $L = \int_{q_{\min}}^{q_{\max}} \frac{dq}{q} = \ln \frac{q_{\max}}{q_{\min}}$ where $q_{\max}$ and $q_{\min}$ are cutoffs of the order of the
equilibrium temperature $T$ and Debye screening mass $m_D$, respectively [1]. We take $\mathcal{L}$ to be a constant of order 1 in our analysis.

It is convenient to rescale the time variable in Eq. 6 as $\tau = \frac{9}{4\pi} g^4 \mathcal{L} t$ to eliminate the constant factor in Eq. 7. The integral in currentIntegral can then be performed and yields [12]

$$\mathcal{J}(p) = I_a \nabla f + I_b f \hat{p} + (\nabla f \cdot \hat{p}) \mathcal{I} + (\nabla f \times \hat{p}) \times \mathcal{I},$$

(9)

where $I_a = \int f \bar{f}$, $I_b = \int \frac{2f}{p}$ and $\mathcal{I} \equiv (\mathcal{I}_x, \mathcal{I}_y, \mathcal{I}_z) = \int \frac{\vec{p} \cdot f \bar{f}}{p}$. $f$ are functionals of the distribution function $f$.

We have constructed an efficient flux-conservative numerical scheme [12] that allows us to solve the Boltzmann equation in the Fokker-Planck approximation, (6) + (9), for initial conditions cylindrically symmetric in momentum space.

It is worth comparing this scheme to the well-known Relaxation Time Approximation (RTA),

$$\partial_t f = \frac{p^\mu u_\mu}{p_0} f_\infty - \frac{f}{\tau_r},$$

(10)

where the constant $\tau_r$ is the characteristic relaxation time for which the approximation is named.

The RTA is easily solvable (and convergences to the same equilibrium distribution); however it lacks QCD-specific features and as we will see yields qualitatively different behavior to the Fokker-Planck approximation, which we argue is more physically motivated.

4. Results

Figs. 3-6 show the evolution in the special case of spherically symmetric, CGC-inspired initial conditions of the form

$$f(p) = f_0 \frac{1}{e^{(p-Q)/C} + 1},$$

(11)

where $f_0$ and $C$ are constants and $Q$ sets the momentum scale. For these figures, we have chosen $f_0 = 0.225$ and $C = 0.05Q$ (and $Q \to 1$), which is a moderately overpopulated initial condition where some 8% of the particles asymptotically condense. We denote the number density of the condensate by $n_c$.

Of particular note is the qualitative difference between the results from the Fokker-Planck and Relaxation Time Approximations. In particular, the condensate begins to form immediately in the RTA scheme, whereas the Fokker-Planck scheme exhibits a characteristic “lag”.

![Figure 3. Evolution of an overpopulated initial condition using the Fokker-Planck approximation.](image1)

![Figure 4. Corresponding evolution of the condensate for the system in Fig. 3.](image2)
Generalizing from spherically symmetric to cylindrically symmetric initial conditions, it becomes possible to explore the effects on anisotropy on the evolution of the distribution function. It is important to differentiate between isotropic distribution functions just boosted out of their rest frame and distribution functions that are “generically” anisotropic, i.e. even in their rest frame.

In order to study anisotropy of the second kind, we follow Strickland [13] and consider initial conditions of the form

$$f(\omega, p_z) \rightarrow \left( \sqrt{1 + \xi} \right) f \left( \sqrt{\omega^2 + \xi p_z^2}, p_z \right),$$

where \( \xi > -1 \) specifies the anisotropy and the factor of \( \sqrt{1 + \xi} \) is a normalization to preserve particle number and energy density while varying \( \xi \).

We can generalize our spherically symmetric initial condition (Eq. 11) using this anisotropization. Additionally (as we will see in Eq. 13) we introduce a boost parameter \( b \) which introduces a net flow in the \( z \)-direction. This can be interpreted as a boost out of the rest frame.

We are therefore interested in the family of initial conditions

$$f(\omega, p_z) = \left( \sqrt{1 + \xi} \right) \frac{f_0}{e^{\frac{1}{T} \left( \sqrt{\omega^2 + \xi p_z^2 + b p_z - Q} \right)}} + 1,$$

where \( \omega = |p| \). We extract the equilibration time by studying the entropy, evaluated towards final equilibrium. In particular we would like to compare it to the time taken for the initially anisotropic distribution function to isotropize.

To this end, as a measure of the anisotropy of a distribution function, we define the “anisotropy parameter”

$$\alpha = \frac{T_{LRF}^{22}}{T_{LRF}^{33}},$$

where \( T_{LRF}^{\mu\nu} \) is the energy-momentum tensor in the local rest frame. In the rest frame, for a cylindrically symmetric distribution function with some anisotropy, \( T^{11} = T^{22} = P_{\perp} \) is the transverse pressure of the fluid, while \( T^{33} = P_z \) is the longitudinal pressure. For an isotropic distribution they are equal; thus the ratio \( \alpha \) must approach 1 as the system isotropizes. Analogously, the ratio of the system’s entropy \( S \) to its equilibrium entropy \( S_{\infty} \) approaches 1 as the system equilibrates.
In Fig. 7, as a proof of concept we plot the evolution of the normalized entropy and anisotropy parameters associated with a representative initial condition. Fig. 8 shows a linearization of this evolution.

The gradients of the lines of best fit associated with the plots in Fig. 8 are identical within uncertainty (obtainable e.g. using statistical resampling methods) which corroborates that the rates of isotropization and equilibration are strongly correlated.

5. Conclusion
In summary, we have developed a numerical scheme to solve the relativistic Boltzmann equation for gluons in the small-scattering approximation under the assumption of cylindrically symmetric initial conditions and spatial homogeneity. Among our results, we have presented an argument for the formation of a transient Bose-Einstein condensate state for certain initial conditions. We have investigated the rate at which an anisotropic distribution function becomes isotropic and compared it to the rate of thermalization. Further, we have compared these results to the relaxation-time approximation to the Boltzmann equation.

Scope for further extension of this scheme exists, and such an extension is planned. In particular, it is desirable to extend the scheme to remove the assumption of spatial homogeneity and describe systems without symmetry assumptions in which the above scheme would essentially represent a single spatial cell. A challenge is the fact that the computational complexity scales geometrically with each additional degree of freedom - the so-called “curse of dimensionality”. (Boltzmann equation solvers as well as hydro-codes typically rely on assumptions of symmetry, and for good reason).
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Abstract. We present quantitative predictions for the spectra of photon bremsstrahlung from heavy quarks propagating through a strongly-coupled quark-gluon plasma using the techniques of AdS/CFT. The spectra are the result of including both drag and diffusion terms in the heavy flavor propagation in the plasma. The predictions show that future experimental upgrades and high-luminosity runs at the Large Hadron Collider at CERN will allow for a quantitative comparison between data and our calculations, providing novel insight into the non-trivial, emergent many-body dynamics of a non-Abelian gauge theory.

1. Introduction
Experimental indications give a mixed picture of the relevant dynamics of the quark-gluon plasma (QGP) created at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC). In particular, measurements of the distribution of low transverse momentum ($p_T \lesssim 2$ GeV/c) particles can be understood through near perfect viscous hydrodynamics with a rapid hydrodynamization time [1–7] or from parton cascades [8–13]. Similarly, observables related to single partons at high transverse momentum ($p_T \gtrsim 15$ GeV/c) can also be qualitatively described using energy loss models based on either strong-coupling AdS/CFT [14–22] or weak-coupling pQCD [23–39].

We therefore seek novel experimental handles to provide insight into the relevant dynamics of the quark-gluon plasma (QGP) produced at the temperatures $T_{QGP} \sim 400$ MeV accessible at RHIC and LHC. In particular with the massive increase in luminosity and detector sensitivity that will come to the LHC after upgrades, the study of rare observables becomes possible.

A natural observable of potential interest is the measurement of the photon bremsstrahlung associated with open heavy flavor propagation in QGP. Presumably the radiation pattern for photons will differ depending on whether the heavy quark undergoes rare hard scattering events as one expects from pQCD or if it rather is plowing through a strongly-coupled soup as described by AdS/CFT. (Note that photon tagged heavy flavor production is different and refers to the $2 \to 2$ or $2 \to 3$ prompt hard photon production at heavy ion collision time $t = 0$ that is clearly well described by standard perturbative field theory methods [40, 41].)

We provide here quantitative predictions for the photon bremsstrahlung produced by an open heavy quark strongly-coupled to a strongly-coupled plasma. In this exploratory study we use.
leading order heavy quark drag as derived from a steady state string setup in AdS/CFT [42, 43]. The influence of fluctuations [44–46] in the momentum loss experienced by the heavy quark may be an important contribution, but we leave it to future work.

2. Setup

We treat the heavy quark–anti-quark pair produced at the initial nuclear overlap at \( t = 0 \) and moving in opposite directions as a classical current [47]

\[
j^\mu(x) = Q e \theta(t) [\alpha^\mu(t) \delta^{(3)}(\vec{x} - \vec{x}(t)) - \bar{\nu}^\mu(t) \delta^{(3)}(\vec{x} + \bar{x}(t))]. \tag{1}
\]

coupled to the electromagnetic field

\[
\mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} + j_\mu A^\mu. \tag{2}
\]

In Eq. 1, \( Q \) is the fractional electric charge carried by the heavy quark, \( \theta(t) \) is the usual Heaviside step function, and

\[
\begin{align*}
\nu^\mu(t) &= (1, \nu(t))^\mu \\
\bar{\nu}^\mu(t) &= (1, -\bar{\nu}(t))^\mu \\
\vec{x}(t) &= \vec{x}_0 + \int_0^t dt' \bar{\nu}(t').
\end{align*} \tag{3}
\]

For any generic current coupling to the electromagnetic field given by Eq. 2, one finds [16, 48] that the momentum differential energy distribution of the emitted electromagnetic radiation is given by

\[
\frac{dE}{d^3k} = -\frac{1}{2} \frac{1}{(2\pi)^3} \tilde{j}^\mu(k) \tilde{j}_\mu(-k), \tag{4}
\]

where

\[
\tilde{j}^\mu(k) = \int d^4x e^{-i\bar{k} \cdot x} j^\mu(x). \tag{5}
\]

2.1. Hard Production Electromagnetic Radiation

Since we will ultimately wish to compare to pQCD-based energy loss calculations for which there are usually non-trivial UV and IR catastrophes associated with the Factorization of the hard production and subsequent dynamics, we wish to compute the difference in the radiated energy in medium as compared to the vacuum. For the vacuum case, we have that, in the soft radiation approximation, the heavy quark pair does not lose momentum after it is produced. In this case we then take \( \nu(t) \equiv \nu_0 \) and \( \bar{x}(t) \equiv \bar{x}_0 t \) in Eq. 1. To perform the Fourier transform in Eq. 5 one must insert a small convergence factor \( \eta \). Evaluation of Eq. 5 then yields

\[
\tilde{j}^\mu_{\text{vac}}(k) = \lim_{\eta \to 0} \int d^4x e^{-i[\omega - i\eta]t + \bar{k} \cdot x(t)} j^\mu(x) \\
= \lim_{\eta \to 0} Q e \left[ \frac{\nu_0^\mu}{i \omega - i \bar{k} \cdot \nu_0 + \eta} - \frac{\bar{\nu}_0^\mu}{i \omega + i \bar{k} \cdot \bar{\nu}_0 + \eta} \right].
\]

\[
\begin{align*}
\tilde{j}^\mu_{\text{vac}}(k) &= \lim_{\eta \to 0} \int d^4x e^{-i[\omega - i\eta]t + \bar{k} \cdot x(t)} j^\mu(x) \\
&= \lim_{\eta \to 0} Q e \left[ \frac{\nu_0^\mu}{\omega - \bar{k} \cdot \nu_0} - \frac{\bar{\nu}_0^\mu}{\omega + \bar{k} \cdot \bar{\nu}_0} \right]. \tag{6}
\end{align*}
\]
After some manipulation and taking the motion of the quarks to be along the $z$ direction, with $\vec{k} \cdot \vec{v}_0 = \omega v_0 \cos \theta$, $\omega = k^0$, and $v_0 = |\vec{v}_0|$, we find Eq. 4 yields for the differential energy radiated in vacuum

$$\frac{dE_{\text{vac}}}{d^3k} = \frac{2}{(2\pi)^3} (Q e)^2 \frac{1}{\omega^2} \frac{v_0^2 \sin^2 \theta}{(1 - v_0^2 \cos^2 \theta)^2}. \quad (7)$$

As is usual, we see that the total integrated energy radiated by the vacuum current grows linearly with an artificially imposed UV cutoff $\omega_{\text{max}}$. Interestingly, the inclusion of the pair of quarks has tamed the usual IR divergence: the long wavelength physics knows that the total charge remains 0 as the $q\bar{q}$ pair separates.

2.2. AdS/CFT Induced Electromagnetic Radiation

The leading order energy loss of a heavy quark in a strongly-coupled $\mathcal{N} = 4$ SYM plasma is given by [42, 43]

$$\frac{dp}{dt} = -\mu \vec{p}, \quad \mu = \frac{\pi \sqrt{\lambda} T^2}{2 M_Q}, \quad (8)$$

where $\lambda = g^2 N_c$ is the 't Hooft coupling, $T$ is the temperature of the plasma, and $M_Q$ is the mass of the heavy quark.

From Eq. 8, and assuming motion is only in one dimension, we may solve for

$$p(t) = |\vec{p}(t)| = p_0 e^{-\mu t}$$
$$E(t) = \sqrt{m^2 + p^2(t)}$$
$$v(t) = p(t)/E(t)$$
$$x(t) = \frac{1}{2\mu} \ln \left[ \frac{E_0 + p_0}{E_0 - p_0} \times \frac{E(t) - p(t)}{E(t) + p(t)} \right]. \quad (9)$$

We may plug in our results from Eq. 9 into our equation for the Fourier transform of the current, Eq. 5, to find the Fourier transform of the current when the heavy quarks are subject to the AdS/CFT heavy quark drag. Unfortunately, the result cannot be evaluated analytically.

3. Results

Once we have the Fourier transform of the current associated with a heavy quark pair separating in a strongly-coupled AdS/CFT plasma, we may compute the difference in energy radiated by the heavy quark in medium minus the energy radiated in vacuum. We show in Fig. 1 (left) the result for $m_c = 1.5$ GeV/$c^2$ charm quarks and (right) $m_b = 4.75$ GeV/$c^2$ bottom quarks. Not surprisingly, the biggest medium modification to $\omega^2 dE/d^3k$ is centered at $\theta_{\text{max}} \sim m_Q/p_T$; one can show numerically that the depth of the difference at $\theta_{\text{max}}$ is a function of $(m_Q/p_T)^2$.

One can understand the reduction in emitted photon radiation shown in the plot as follows. In vacuum, the quarks are accelerated from rest to some non-zero velocity $v_0$ associated with the initial $p_T$ of the particles. The quarks in medium, on the other hand, immediately begin decelerating due to the presence of the plasma. The produced photons will always have some non-zero formation time. For the photons produced in-medium, the effective acceleration of the quark is smaller than that for the quark in vacuum because of the immediate deceleration. Therefore there is less radiation emitted from the in-medium quarks, and thus the suppression observed in the subtracted spectrum.
Figure 1: (Colour online) $dE/dk|_{\text{med}} - dE/dk|_{\text{vac}}$ for $T = 400$ MeV strongly-coupled $N = 4$ SYM plasma for (left) $m_c = 1.5$ GeV/$c^2$ charm quarks and (right) $m_b = 4.75$ GeV/$c^2$ bottom quarks. For both plots the quarks have $p_T = 200$ GeV/$c$, the photon has energy 20 GeV, and $\lambda = 12$. In both plots, the thicker red curve corresponds to both quarks traversing an infinite length plasma, the thick blue curve to both quarks traversing up to 5 fm of plasma, and the thick black curve to both quarks traversing up to 1 fm of plasma. For the dashed green curve, the quark moving in the $z$ direction traverses a distance of up to 5 fm while the away side quark traverses a 1 fm thick plasma; for the dashed orange curve, the distances are reversed.

4. Conclusions and Outlook

We presented the first prediction of photon bremsstrahlung for heavy quarks produced in a strongly-coupled $N = 4$ SYM plasma. We derived the spectrum of emitted QED radiation $dE/dk$ for a classical point current of given (potentially) time-dependent velocity in Eq. 4. We then focused on the trajectory of a heavy quark strongly coupled to a strongly coupled plasma as predicted by leading order AdS/CFT, in which case the momentum of the heavy quark is modified according to the usual drag result $dp/dt = -\mu p$, where $\mu = \pi \sqrt{\lambda} T^2/m_Q$. We plotted the difference in the spectra of the photons produced in medium compared to those produced in vacuum, $\omega^2 dE/dk|_{\text{med}} - \omega^2 dE/dk|_{\text{vac}}$, in Fig. 1. The presence of the medium suppresses the radiation emitted by heavy quark compared to that in the vacuum. Given the very small angle at which the modification is significant, $\theta_{\text{max}} = m_Q/p_T \ll 1$, it is currently unclear whether the current experiments at the LHC could distinguish between a modification to the production bremsstrahlung as shown here or a potential modification to the photons generated in the hadronization process in which the heavy quarks become heavy mesons.
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Abstract. The purpose of this paper is to investigate the oscillatory behavior of the universe through a Schrödinger-like Friedmann equation and a modified gravitational background described by the theory of $f(R)$ gravity. The motivation for this stems from the observed periodic behaviour of large-scale cosmological structures when described within the scope of the general theory of relativity. The analysis of the modified Friedmann equation for the dust epoch in power-law $f(R)$ models results in different behaviors for the wave-function of the universe. These oscillatory instances of the wave-function point towards a possible ordered pattern in the manner in which clustering occurs during the universe’s evolution.

1. Introduction
According to the Cosmological Principle (CP), matter in the universe is homogeneously and isotropically distributed; a principle that is confirmed by observations on sufficiently large scales ($1000h^{-1}$Mpc). However, observations show that the CP breaks on scales of the order $\sim 100h^{-1}$ Mpc and below, and the clustering property of cosmological objects (galaxies, clusters, superclusters, filaments) shows there exists some sort of hierarchy. Thus, there are suggestions that the distribution of galaxies is not random and that some fundamental mechanism has led to the formation of large-scale structure. Such an idea is built from the notion that the density inhomogeneities that are the primordial causes of the formation of structure in the universe are as a result of quantum fluctuations generated during inflation. One proposal is cosmological solutions with an overall Friedmannian expanding behaviour, corrected by small oscillatory regimes [1]. Given the cosmological scale factor $a(t)$ and redshift $z$, we have the Hubble parameter $H$ given by

$$\frac{\dot{a}}{a} = \frac{\Theta}{3} \equiv H = -\frac{\dot{z}}{1 + z},$$

wherein $\Theta$ represents the cosmological (volume) expansion parameter. Oscillations at a particular redshift can be considered as some sort of quantization [1, 2] and all quantities containing $H$ or $z$ have to oscillate. These oscillations affect several observational quantities, such as the number count of galaxies

$$\frac{dN}{d\Omega dL dz} = n(L, t_0) a_0^2 H^{-1} d^2,$$

where $dN$ is the number of galaxies in the solid angle $d\Omega$ having redshift between $z$ and $z + dz$ and luminosity between $L$ and $L + dL, n(L, t_0)$ that represents the number density of galaxies with luminosity $L$ that an observer sees at time $t_0$, $a_0$ is the value of the cosmological scale
factor today and \( d \) is the comoving distance defined as \( d = \int_{t_0}^{t} \frac{dt}{a} \). There have also been recent attempts to link gravitation with quantization, largely motivated by the need to unify two of theoretical physics’ most fundamental theories into one overarching framework. There are generally two main approaches in this endeavor:

- The whole universe as a quantum system of co-existing and non-interacting universes [4,5]
- The universe as a classical background: where primordial quantum processes gave rise to the current macroscopic structures [3,6]

Following Capozziello [1] and Rosen [7], one can recast the cosmological Friedmann equation

\[
\left( \frac{\dot{a}}{a} \right)^2 = \frac{1}{9} \Theta^2 = \frac{\mu}{3} - \frac{k}{a^2}
\]

as some sort of a Schrödinger equation (SE). To do so, we can rewrite the above equation as the equation of motion of a “particle” of mass \( m \):

\[
\frac{1}{2} m \ddot{a}^2 - \frac{m}{6} \mu a^2 = - \frac{1}{2} mk,
\]

where \( \Theta \equiv 3H \), \( \mu \) and \( k \) are, respectively, the cosmological (volume) expansion parameter, the energy density and spatial curvature of the universe. The total energy \( E \) of the particle can be thought of as being the sum of the kinetic \( T \) and potential \( V \) energies:

\[
E = T + V
\]

where

\[
T = \frac{1}{2} m \dot{a}^2, \quad V = -\frac{1}{6} m \mu a^2, \quad E = -\frac{1}{2} mk.
\]

One can also rewrite the Raychaudhuri (acceleration) equation

\[
\dot{a} = -\frac{1}{2} (\mu + 3p)
\]

in a way that mimics the equation of motion of the particle, otherwise given by

\[
m \ddot{a} = -\frac{dV}{da},
\]

where \( p \) is the isotropic pressure, related to the energy density of a perfect fluid through the equation of state parameter \( w \) as \( p = w\mu \). The particle’s momentum and Hamiltonian are defined, respectively, as

\[
\Pi \equiv m \dot{a}, \quad H \equiv \frac{\Pi^2}{2} + V(a).
\]

From the “first quantization” scheme, we have

\[
\Pi \rightarrow -i\hbar \frac{\partial}{\partial a}.
\]

Thus the SE for the wavefunction \( \Psi = \Psi(a, t) \) is given by

\[
i\hbar \frac{\partial \Psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \Psi}{\partial a^2} + V(a)\Psi.
\]
We can think of \( m \) as the mass of a galaxy, and \( |\Psi|^2 \) as the probability of finding the galaxy at \( a(t) \) or at a given redshift
\[
1 + z = \frac{a_0}{a},
\]
and thus, in the language of quantum physics, \( \Psi = \Psi(z, t) \) defines the probability amplitude to find a given object of mass \( m \) at a given redshift \( z \), at time \( t \). The stationary states of energy \( E \) are given by
\[
\Psi(a, t) = \psi(a)e^{-iEt/\hbar},
\]
and the time-independent Schrödinger equation (TISE) reads
\[
-\frac{\hbar^2}{2m} \frac{d^2\psi}{da^2} + V\psi = E\psi.
\]

2. \( f(R) \) Gravitation
\( f(R) \) models are a sub-class of fourth-order theories of gravitation, with an action given by [9]
\[
\mathcal{A}_{f(R)} = \frac{1}{2} \int d^4x \sqrt{-g} \left[ f(R) + 2\mathcal{L}_m \right],
\]
where \( R, g \) and \( \mathcal{L}_m \) are the Ricci scalar, the determinant of the metric tensor, and the matter Lagrangian. The \( f(R) \)-generalized Einstein field equations can be given by
\[
f'G_{ab} = T^m_{ab} + \frac{1}{2}(f - Rf')g_{ab} + \nabla_b \nabla_a f' - g_{ab} \nabla_c \nabla^c f'.
\]
Here primes symbolize derivatives with respect to \( R \), whereas \( G_{ab} \) and \( T^m_{ab} \) are the Einstein tensor and the energy-momentum tensor of matter respectively. These models provide the simplest generalizations to GR, and come with an extra degree of freedom. The cosmological viability of the models can be determined through observational and theoretical constraints. Some generic viability conditions on \( f \) include [8]:
- To ensure gravity remains attractive
  \[
f' > 0 \quad \forall R
\]
- For stable matter-dominated and high-curvature cosmological regimes (nontachyonic scalaron)
  \[
f'' > 0 \quad \forall R \gg f''
\]
- GR-like law of gravitation in the early universe (BBN, CMB constraints)
  \[
  \lim_{R \to \infty} \frac{f(R)}{R} = 1 \Rightarrow f' < 1
\]
- At recent epochs
  \[
  |f' - 1| \ll 1
\]

The matter-energy content of a universe filled with a perfect fluid is specified by
\[
T_{ab} = (\mu + p)u_au_b + pg_{ab}.
\]
The background curvature and total perfect fluid thermodynamics is described by [10]
\[
\mu = \frac{1}{f} \left[ \frac{1}{2}(Rf' - f) - \Theta f'' \right],
\]
\[
p = \frac{1}{f} \left[ \frac{1}{2}(f - Rf') + f'' \tilde{R} + f''' R^2 + \frac{2}{3} \Theta f'' \tilde{R} \right],
\]
\[
\mu \equiv \frac{\mu_m}{f} + \mu_R, \quad p \equiv \frac{p_m}{f} + p_R.
\]

\(^1\) In geometrized units: \( c = 8\pi G = 1 \).
3. The Cosmological Schrödinger Equation

In \( f(R) \) gravity, the Raychaudhuri equation generalizes to

\[
\frac{\ddot{a}}{a} = -\frac{1}{6} \left( \frac{\mu_m}{f'} + \mu_R + \frac{3\rho_m}{f'} + 3\rho_R \right)
\]

(23)

which in terms of the expressions for \( \mu_R, \rho_R \) and the trace equation \( (R = \mu - 3\rho) \) can be simplified as

\[
\frac{\ddot{a}}{a} = -\frac{1}{6f} \left( 2\mu_m - f - 2\Theta f'' \dot{R} \right).
\]

(24)

Similarly, the corresponding modified Friedmann equation in \( f(R) \) gravity is given by

\[
\frac{1}{9} \Theta^2 + \frac{k}{a^2} = \frac{1}{6f} \left( 2\mu_m + Rf' - f - 2\Theta f'' \dot{R} \right).
\]

(25)

But for FLRW models, it is also true that

\[
\frac{1}{9} \Theta^2 + \frac{k}{a^2} = \frac{1}{6} R - \frac{\ddot{a}}{a},
\]

(26)

one can therefore re-write equation (4) as

\[
\frac{1}{2} ma^2 - \frac{1}{2} \left( \frac{R}{6} - \frac{\ddot{a}}{a} \right) ma^2 = -\frac{1}{2} mk,
\]

(27)

with the potential

\[
V(a) = -\frac{1}{2} \left( \frac{R}{6} - \frac{\ddot{a}}{a} \right) ma^2.
\]

(28)

Now rearranging the TISE (14) for \( f(R) \) gravity yields

\[
\frac{d^2\psi}{da^2} = -\frac{2m}{\hbar^2} \left( E - V(a) \right) \psi = \left[ C - \frac{m^2}{6f^2\hbar^2} \left( 2\mu_m + Rf' - f - 2\Theta f'' \dot{R} \right) a^2 \right] \psi,
\]

(29)

where \( C = \frac{m^2k}{\hbar^2} \).

4. Oscillating Solutions

Let us now consider power-law \( f(R) \) models of the form

\[
f(R) = R^n,
\]

(30)

admitting scale factor solutions

\[
a(t) = a_0 t^{\frac{2n}{3(1+w)}}.
\]

(31)

For dust \((w=0)\) models, we get

\[
\Theta = 2n t, \quad R = \frac{4n(4n-3)}{3t^2}, \quad \mu_m = \frac{\mu_0}{a^3}.
\]

(32)

Here \( a_0 \) and \( \mu_0 \) are integration constants that can be normalized to unity when considering current values of the scale factor and the energy density of matter. Thus, for such models, the TISE (29) takes the form

\[
\frac{d^2\psi}{da^2} = \left\{ C - \frac{m^2}{3n\hbar^2a^3} \left[ \frac{4n(4n-3)}{3a^n} \right]^{1-n} + \frac{4nm^2(4n-3)}{18n^2a^{\frac{2n}{3}} + \frac{32nm^2(n-1)}{24a^{\frac{3-2n}{n}}} \right\} \psi.
\]

(33)
For $n = 1$, the above equation reduces to

$$\frac{d^2 \psi}{da^2} = \left[ C - \frac{B}{a} \right] \psi,$$

(34)

where $B \equiv \frac{m^2}{3\hbar^2}$ and we recover the GR solutions [1] obtained by Capozziello et al. For example, for a flat universe, $C = 0$ and we get a combination of Bessel functions as the general solution:

$$\psi(a) = C_1 \sqrt{a} J_1\left(2\sqrt{-B\sqrt{a}}\right) + C_2 \sqrt{a} Y_1\left(2\sqrt{-B\sqrt{a}}\right).$$

(35)

For $n = 3$, it can be shown that

$$\frac{d^2 \psi}{da^2} = \left[ C - Ba \right] \psi,$$

(36)

and the corresponding solutions are Airy functions of the form

$$\psi(a) = C_3 \text{Ai}\left(\frac{C - Ba}{B^{2/3}}\right) + C_4 \text{Bi}\left(\frac{C - Ba}{B^{2/3}}\right).$$

(37)

Figure (1) below shows the oscillatory behaviour of such exact-solution wavefunctions. Our investigations for the power-law models suggest that exact solutions are possible only for $n = 1$ and $n = 3$. Also, our numerical computations show no oscillatory behaviour of the solutions for $n < 1$, whereas oscillating solutions for $n = 1.5$ and $n = 2$ are presented in figure (2).

(a) Oscillating wavefunction for $n = 1$. 
(b) Oscillating wavefunction for $n = 3$. 

**Figure 1**: Exact solutions for $n = 1$ and $n = 3$. 


5. Conclusion
A breaking of homogeneity and isotropy on small scales with oscillating correlations between galaxies can be achieved with a Schrödinger-like equation. This work reproduces existing GR solutions and provides an even richer set of solutions for $f(R)$ gravity models, thus providing possible constraints on such models using observational data. For the power-law $f(R)$ model considered in this work, exact solutions have been obtained for $n = 1$ and $n = 3$ in the flat FLRW background, as well as numerical solutions for the $n = 1.5$ and $n = 2$ dust scenarios. A more detailed analysis of such oscillatory solutions with more viable $f(R)$ models and under more realistic initial conditions is currently underway.
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Abstract. The thermal conductivity of hadronic matter is studied using a microscopic transport model, which will be used to simulate ultra-relativistic heavy ion collisions at different energy densities $\varepsilon$, namely the Ultra-relativistic Quantum Molecular Dynamics (UrQMD). The molecular dynamics simulation is performed for a system of zero baryon number density and light meson species ($\pi, \rho$ and $K$) in a box with periodic boundary conditions. The equilibrium state is investigated by studying the chemical equilibrium and the thermal equilibrium of the system. The particle multiplicity equilibrates with time, and the energy spectra of different light mesons species have the same slopes and common temperatures when thermal equilibrium is reached. The thermal conductivity transport coefficient is calculated from the heat current - current correlations using the Green-Kubo relations.

1. Introduction

A large number of studies in heavy ion physics and high energy physics have been done using the results from the Relativistic Heavy Ion Collider (RHIC). Now with the restart of the Large Hadron Collider (LHC) physics programme, the field of high energy nuclear physics, and especially heavy ion physics, has gone into a new era. It is now possible to explore the properties of Quantum-Chromo-Dynamics (QCD) at unprecedented particle densities and temperatures, and at much higher energies than that produced at RHIC, from $\sqrt{s} = 200$ GeV to $\sqrt{s} = 14$ TeV at the LHC [1].

High energy heavy ion reactions are studied experimentally and theoretically to obtain information about the properties of nuclear matter under extreme conditions at high densities and temperatures, as well as about the phase transition to a new state of matter, the quark-gluon plasma (QGP) [2, 3]. This work reports on a transport coefficient, namely the thermal conductivity of hadron matter. Other transport coefficients such as shear and bulk viscosity are well discussed and documented [3, 4], but the study of the thermal conductivity transport coefficient is poorly documented, especially with the use of UrQMD model to simulate ultra-relativistic heavy ion collisions. The knowledge of this transport coefficient plays an important role in the development of a model such as the UrQMD model, and also the development of high energy heavy ion experiments such as LHC and RHIC.

Equilibration of the system is studied by evaluating particle number densities from chemical equilibrium, energy spectra as well as the temperatures from thermal equilibrium of different
light meson species in a cubic box, which imposes periodic boundary conditions. The infinite hadronic matter is modelled by initializing the system with light meson species namely, the pion ($\pi$), the rho ($\rho$) and the kaon ($K$). We focus on the hadronic scale temperature ($100 \text{ MeV} < T < 200 \text{ MeV}$) and zero baryon number density, which are expected to be realized in the central high energy nuclear collisions [5]. We then change energy density from $\varepsilon = 0.1 - 2.0 \text{ GeV/fm}^3$ and for each energy density we run the system with 200 events while keeping the volume and baryon number density constant until the equilibrium state is reached. The thermal conductivity transport coefficient is calculated from the heat current - current correlations using the Green-Kubo relations.

The rest of the paper is organized as follows: In section 2 we study the description of the UrQMD model. In section 3 we study equilibration properties of the system. In section 4 we calculate the thermal conductivity transport coefficient around the equilibrium state through the UrQMD model using Green-Kubo relations.

2. Short Description of the UrQMD Model
The Ultra-relativistic Quantum Molecular Dynamic model (UrQMD) is a microscopic model based on a phase space description of nuclear reactions. We use version 3.3 of the UrQMD model for this study. The UrQMD 3.3 hybrid approach extends previous ansatzes to combine the hydrodynamic and the transport models for the relativistic energies. The combination of these approaches into one single framework, it is done for a consistent description of the dynamics.

The UrQMD model describes the phenomenology of hadronic interactions at low and intermediate energies from a few hundreds MeV up to the new LHC energy of $\sqrt{s} = 14 \text{ TeV}$ per nucleon in the centre of mass system [6, 7]. The UrQMD collision term contains 55 different baryon species and 32 meson species, which are supplemented by their corresponding anti-particles and all the isospin-projected states [6, 8]. The properties of the baryons and the baryon-resonances which can be populated in UrQMD can be found in [8], together with their respective mesons and the meson-resonances. A collision between two hadrons will occur if

$$d_{\text{trans}} \leq \sqrt{\frac{\sigma_{\text{tot}}}{\pi}}, \quad \sigma_{\text{tot}} = \sigma(\sqrt{s}, \text{type}),$$

where $d_{\text{trans}}$ and $\sigma_{\text{tot}}$ are the impact parameter and the total cross-section of the two hadrons respectively [6]. In the UrQMD model, the total cross-section $\sigma_{\text{tot}}$ depends on the isospins of colliding particles, their flavour and the centre-of-mass energy $\sqrt{s}$. More details about the UrQMD model is presented in [6, 7, 8].

3. Equilibration of Hadronic Matter
To investigate the equilibration of a system, the UrQMD model is used to simulate the ultra-relativistic heavy ion collisions. A multi-particle production plays an important role in the equilibration of the hadronic gas [3]. The cubic box used for this study is initialised according to the following numbers of baryons and mesons: zero protons, 80 pions, 80 rhos and 80 kaons. For this study a cubic box with volume $V$ and a baryon number density $n_B = 0.00 \text{ fm}^{-3}$ is considered. The energy density $\varepsilon$, volume $V$ and the baryon number density $n_B$ in the box are fixed as input parameters and are conserved throughout the simulation. The energy density is defined as $\varepsilon = \frac{E}{V}$, where $E$ is the energy of $N$ particles and the three-momenta $p_i$ of the particles in the initial state are randomly distributed in the centre of mass system of the particles as shown in the equations below.

$$E = \sum_{i=1}^{N} \sqrt{m_i^2 + p_i^2}, \quad \sum_{i=1}^{N} p_i = 0.$$
3.1. Chemical Equilibrium

In this subsection the chemical equilibrium is studied from the particle number densities of different light meson species in a box with $V = 1000 \text{ fm}^3$, zero net baryon number density $n_B = 0.0 \text{ fm}^{-3}$ at different energy densities using UrQMD box calculations. Figure 1 (a) and (b) represents the time evolutions of the various meson number densities at $\varepsilon = 0.3$ and $0.4 \text{ GeV/fm}^3$ energy densities.

In figures 1 (a) and (b), the meson species indicate that the system does indeed reach chemical equilibrium. It is observed that the pions have large particle number densities and the reason could be the decay in the heavier mesons and other particles produced in the system to form pions. The saturation of the particle number densities indicate the realization of a local equilibrium. In conclusion, the chemical equilibrium of the system has been reached, as in both figures the saturation times are the same for all three mesons, regardless of the shape of each meson. In figure 1 (a) where $\varepsilon = 0.3 \text{ GeV/fm}^3$, the equilibrium time for all meson species is around $t = 22 \text{ fm/c}$ and for figure 1 (b) at a higher energy density of $\varepsilon = 0.4 \text{ GeV/fm}^3$, the equilibrium time is observed to have increased to $t = 32 \text{ fm/c}$. These results show that an increase in energy density influences the particle multiplicity inside the periodic box, which affect the equilibration time.
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**Figure 1:** The time evolution of particle number densities of light meson species ($\pi$, $\rho$ and K) at (a) $\varepsilon = 0.3 \text{ GeV/fm}^3$ and (b) $\varepsilon = 0.4 \text{ GeV/fm}^3$.

3.2. Thermal Equilibrium and Temperature

In this subsection the thermal equilibrium and the temperature from the energy distributions of different light meson species are studied. The possibility of the thermal equilibrium of the hadronic matter is studied by examining the energy distribution of the system in a box with periodic boundary conditions using the UrQMD model. The particle spectra are given by the momentum distribution as

$$\frac{dN_i}{d^3p} = \frac{dN}{4\pi E_p E} \propto C e^{(-\beta E_i)}.$$ \hspace{1cm} (3)

Figure 2 (a) and (b) represent the time evolutions of energy spectra of different meson species. The linear lines are fitted using the Boltzmann distribution, which is approximated by $C \exp(-\beta E_i)$ from Eq. 3, where $\beta = 1/T$ is the slope parameter of the distribution and $E_i$ is the energy of particle $i$. The results are plotted as a function of kinetic energy $K = E - m$, so that the horizontal axes for all the particle species coincide [9]. In figure 2 (a) and (b) it is
observed that the slopes of the energy distribution converge to common values of temperatures at different times above \( t = 180 \text{ fm/c} \) for \( \varepsilon = 0.2 \text{ GeV/fm}^3 \) and above \( t = 250 \text{ fm/c} \) for \( \varepsilon = 0.3 \text{ GeV/fm}^3 \). In thermal equilibrium the system is characterized by unique temperature \( T \) [9]. The thermal temperatures were extracted from the equilibrium state using the Boltzmann distribution such that \( T = 118.3 \text{ MeV} \) for \( \varepsilon = 0.2 \text{ GeV/fm}^3 \) and \( T = 150.1 \text{ MeV} \) for \( \varepsilon = 0.3 \text{ GeV/fm}^3 \).
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Figure 2: The energy distributions of light meson species (\( \pi, \rho \) and K) at (a) \( \varepsilon = 0.2 \text{ GeV/fm}^3 \) and \( t = 180 \text{ fm/c} \) and (b) \( \varepsilon = 0.3 \text{ GeV/fm}^3 \) and \( t = 250 \text{ fm/c} \). The lines are the Boltzmann fit which gives the extracted temperatures of \( T = 118.3 \text{ MeV} \) for (a) and \( T = 150.1 \text{ MeV} \) for (b).

4. Thermal Conductivity Transport Coefficient

The transport coefficients, such as the thermal conductivity \( \kappa \) and the shear viscosity \( \eta \), characterize the dynamics of the fluctuations of the dissipative fluxes in a medium [3]. The most often used method to investigate these coefficients is either through employing the kinetic theory or the field theory using the Green-Kubo formula [3].

The knowledge of various transport coefficients is important for the dissipative fluid dynamical model. One can calculate the coefficient of thermal conductivity from the fluctuation-dissipation theorem. The fluctuation-dissipation theorem tells us that the thermal conductivity is given by the heat current-current correlations [10]. Green and Kubo showed that the transport coefficients like heat conductivity, shear and bulk viscosity can be related to the correlation functions of the corresponding flux or the tensor in the thermal equilibrium [11]. The Green-Kubo formalism relates linear transport coefficients to near-equilibrium correlations of dissipative fluxes and treats dissipative fluxes as perturbations to local thermal equilibrium [12]. The relevant formula for the Green-Kubo relation for thermal conductivity can be written as [13]

\[
\kappa = \frac{V}{3T^2} \int_0^\infty \langle \mathbf{q}_i (0) \cdot \mathbf{q}_i (t) \rangle \, dt.
\]

In Eq. (4) the brackets \( <...> \) stand for the equilibrium average, and no summation is implied over the repeated indices [3, 13]. \( \kappa \) is the thermal conductivity. The vector \( \mathbf{q}_i \) is the Eckart's heat current along the \( i = x, y \) and \( z \) axes which is defined as

\[
\mathbf{q}_i = \frac{1}{V} \sum_{k=1}^{N} \mathbf{p}_k^i \left( \frac{p_k^2}{p_0^2} \right),
\]
where \( p^i \) is the momentum along the \( i = x, y \) and \( z \) axes, and \( p^2 = p_0^2 - p_x^2 - p_y^2 - p_z^2 \), which can be extracted from the UrQMD model output file. If the evolution of the fluctuations of the fluxes is described by the Maxwell-Cattaneo equation [13]. We adopt a relativistic microscopic model, namely the UrQMD [8] and perform molecular-dynamics for a hadron gas of mesons in a box to compute the thermal conductivity coefficient of the hadron gas.
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**Figure 3:** (a) The square expectation value of the heat current and (b) the thermal conductivity of the hadronic gas as a function of temperature.
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**Figure 4:** The relaxation time for the heat conductivity of a hadronic gas as a function of temperature.

Figure 3 (a) shows the square expectation of the heat current results obtained from the UrQMD model. The heat current increases with increase in temperature. These results are in good comparison with those obtained in [10], where a different model named URASIMA was used. The UrQMD square expectation of heat current is much smaller than that obtained in [10]. The reason might be that for this study we considered a situation with only meson species and zero baryon number.

Figure 3 (b) shows the thermal conductivity \( \kappa \) of a hadronic gas, which increases with an increase in temperature. Saturation is reached below \( T = 0.17 \text{ GeV} \), where the hadronic gas with zero baryon number density is expected to be realized in the central high energy nuclear collisions [3]. According to our simulation, we observed a strong temperature dependence. The temperature behavior of the thermal conductivity is \( \kappa \sim T^{2.88} \). The temperature dependence of thermal conductivity in this study is greater \( (T^{2.88} > T^2) \) than the one reported by [14], where the author used Effective Field Theory, and it is less \( (T^{2.88} < T^5) \) than the one reported by [10],
where the author used a different simulation model called URASIMA and a different system which includes the baryon number densities.

Due to the smaller number of studies done on the thermal conductivity coefficient, it is difficult to make a proper conclusion from the results obtained, but from a comparison with the few related studies, one can agree that the results are in good comparison with those reported by [10]. At the moment it is not very clear where the large fluctuation around $T = 160$ MeV come from in the above figures. Thus a similar study will be done in the future which will include the baryon number density and different mesons species at higher energies and large number of events in order to check if one of these factors does play a role for this large fluctuation. Figure 4 shows the relaxation time for the heat flux of a hot hadronic gas as a function of the temperature calculated from the UrQMD model by fitting the heat correlation functions. The heat relaxation time decreases with an increase in temperature similarly to the one reported in [3, 10].

5. Conclusion
From the presented results, it can be concluded that it is possible to calculate thermal conductivity transport coefficient using the UrQMD model. More study is still required for a better understanding of the results and the coefficient. The future studies will focus on how the thermal conductivity transport coefficient is affected by adding different numbers of meson species in the box, including baryon number density, in order to compare with other studies such as that reported by [10, 15], as well as to compare to those who used different models and statistical approach [14, 16].
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