A numerical study of heterogeneous annealing in a finite one-dimensional geometry
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Abstract. In this paper, a numerical investigation of initiation of thermal annealing of radiation-induced defects in a sample with finite dimensions is performed. The annealing is initiated by means of a thermal pulse that heats the sample to a specific temperature and set depth from its surface. The dependence of the annealing time on the initial defect density and on the parameters of the thermal pulse is studied.

1. Introduction

The irradiation of a material with high-energy particles causes the formation of different types of defects in its crystalline lattice. At any temperature above absolute zero, the defects anneal spontaneously and the rate of annealing increases with temperature. Therefore, in order to anneal crystal defects, the sample must be heated. Usually, the temperature is increased on the surface of the sample and is kept constant for some time [1]. For small samples, transient processes (heating) can be neglected and the temperature distribution can be assumed to be uniform over the sample. For large samples, on the contrary, transient processes can not be neglected and achieving a homogeneous temperature distribution can require considerable time and energy. However, in order to anneal defects throughout the volume of the sample, it is not always necessary to heat the entire sample. It is known that under certain circumstances it is possible to develop a self-propagating annealing similar to an autowave [2, 3]. Its initiation requires significantly less energy, and the annealing occurs in a much shorter time. In this case, the annealing actually takes place near the wave front, in the so-called annealing zone (Fig. 1). The annealing zone separates regions of the sample with and without defects and moves into the latter at a constant velocity. In the coordinate system that moves with this velocity, the temperature and defect distributions remain constant over the sample (Fig. 2). The density of defects in the annealing zone falls from its initial value ahead of the wave front to practically zero value behind the wave front. The width of the annealing region and the speed of its propagation depend on the characteristics of the sample and on the defect density.

However, in pure form, an autowave of annealing is realized only in an infinite sample, which is at absolute zero temperature, when spontaneous thermal annealing is completely “frozen”. Besides, it is assumed that the autowave is initiated infinitely far from the place of observation.

When a sample of finite size is annealed, the autowave regime can be realized as a part of inhomogeneously developing annealing, since transient processes, related to the initiation of an
autowave, or the influence of boundaries (sample surfaces), are always present in this case. It is therefore important to compare the sizes of the sample with the characteristic sizes of the annealing regions, of the wave initiation, and of the influence of the boundary regions. This comparison is especially indispensable at sample temperatures other than absolute zero, when the annealing wave is damped as a result of spontaneous annealing, which occurs throughout the sample volume: the defect density decreases, the influence of the thermo-concentration feedback weakens (reduces), and the criterion for the development of the autowave regime ceases to be satisfied. Thus, minimizing the annealing time of defects of a finite sample with given sizes at a nonzero initial temperature becomes nontrivial and requires the use of numerical methods.

2. Formulation of the problem and basic equations
Consider a sample having the form of a slab of thickness $L$, which is located in the region $0 < x < L$ and assumed to be infinite in lateral directions (one-dimensional problem). The initial distribution of defects over the volume of the sample is homogeneous and has a density $n_0$. The initial temperature of the sample is $T_0$ everywhere except for a subsurface layer at $x = 0$ with a depth $\Delta x < L$, where the temperature is higher by an amount of $\Delta T$.

Following [4], we take into account that when annealing each defect, an energy, which is approximately equal to the energies of formation of this defect, is released. The released energy is converted into heat and causes an increase in the temperature of the sample. Due to the increase in temperature, the annealing rate also increases. This forms a nonlinear feedback between the temperature and the density of the defects. Due to this feedback and the thermal conductivity of the sample, a self-propagating self-sustaining annealing mode can develop [2].

With this connection in mind, equations for the evolution of the defect density and temperature distributions take the following form

$$\frac{\partial n}{\partial t} = -\frac{n}{\tau},$$

$$\frac{\partial T}{\partial t} = \frac{\kappa}{c} \frac{\partial^2 T}{\partial x^2} + \frac{\theta n}{\tau}. \quad (1)$$

Here $c$ is the volumetric heat capacity and $\kappa$ is the thermal conductivity of the material; $\theta$ is
the energy released as a result of annealing of one defect. The characteristic lifetime of defects, \( \tau \), depends, as a rule, on the temperature according to the Arrhenius law:

\[
\tau^{-1} = \tau_0^{-1} \exp \left( -\frac{E_a}{k_B T} \right),
\]

(2)

where \( E_a \) is the activation energy of annealing, \( k_B \) is the Boltzmann constant and \( \tau_0 \) is a constant depending on material properties. Equations (1) are similar to the governing equations for combustion waves in a premixed solid fuel in a one-dimensional configuration [5].

The problem (1)–(2) is solved subject to the zero-flux boundary conditions:

\[
\frac{\partial n}{\partial x} \bigg|_{x=0} = \frac{\partial n}{\partial x} \bigg|_{x=L} = 0, \quad \frac{\partial T}{\partial x} \bigg|_{x=0} = \frac{\partial T}{\partial x} \bigg|_{x=L} = 0,
\]

(3)

and initial distributions of defect density and temperature (initial conditions):

\[
n(t = 0, x) = n_0, \quad 0 < x < L;
\]

\[
T(t = 0, x) = \begin{cases} T_0 + \Delta T, & 0 < x < \Delta x; \\ T_0, & \Delta x < x < L. \end{cases}
\]

(4)

The problem (1)–(4) was solved numerically with a Python program, developed and implemented as a part of the research project. In the algorithm employed by the program, a finite difference discretization was performed in space thus yielding a system of coupled nonlinear ordinary differential equations [6], which then were numerically integrated with the odeint submodule of the Python’s Scipy package [7]. The implemented solution method was verified by comparing results obtained by varying the spatial mesh size and by using different temporal integration algorithms. Additionally, for the homogeneous problem (see discussion in the next section) the results of numerical calculations were verified against analytical solutions.

For the sake of comparison with results presented in [3, 8], values of the model parameters, corresponding to aluminium, were used in our calculations, i.e. \( E_a = 0.55 \text{ eV}, \quad \theta = 5.4 \text{ eV}, \quad \tau_0 = 10^{-7} \text{ s}, \quad c = 2.57 \times 10^6 \text{ J/K m}^3 \text{ and } \kappa = 2.2 \times 10^2 \text{ W/m K.} \)

3. Results and discussion

In this work we define the annealing time, \( t^a \), as the time at which the total number of defects in the sample becomes less than 1% of its initial value. We investigate the dependence of the annealing time for different annealing initiation temperatures (\( \Delta T \)) and at various heating depths (\( \Delta x \)), including (for comparison) case \( \Delta T = 0 \), in which annealing occurs spontaneously. In this case, due to the symmetry of the problem, the annealing occurs homogeneously and the annealing time does not depend on the sample dimensions.

In the case of homogeneous spontaneous annealing, as shown in [8], the defect density decreases and the temperature increases as:

\[
\frac{t}{\tau_0} = \text{Ei} \left( \frac{T_a}{T} \right) - \text{Ei} \left( \frac{T_a}{T_0} \right) + \exp \left( \frac{T_a}{T_{\text{tot}}} \right) \left[ \text{Ei} \left( \frac{T_a}{T_0} \right) - \text{Ei} \left( \frac{T_a}{T_0} \right) \right] \]

(5)

where \( T_a = E_a/k_B \) is the activation energy in kelvin, \( T_{\text{tot}} = T_0 + \Theta_0 \) (here \( \Theta = \theta n/c \) is a temperature increase due to annealing of defects and \( \Theta_0 = \theta n_0/c \)) and Ei(·) is the exponential integral function, definition of which can be found, e.g., in [9]. Formula (5) provides an implicit dependence of temperature on time. A similar dependence for the defect density can be obtained by taking energy conservation into account. Indeed, in the process of homogeneous annealing in a thermally isolated system the energy stored in defects is converted to heat, hence \( T = T_{\text{tot}} - \Theta \), and (5) can be rewritten as an implicit dependence of defect density on time:
The annealing time, \( t^a \), can be determined analytically by substituting \( \Theta = \Theta_0 \times 1\% \) into formula (6). It follows from (6) that the annealing time decreases with increasing initial temperature and initial defect density. It also decreases with increasing energy released in the process of annealing of one defect, \( \theta \). For homogeneous initial distributions of temperature and defect density \( T_0 = 300 \, \text{K} \) and \( n_0 = 6.63 \times 10^{26} \, \text{m}^{-3} \), respectively, and for the energy released per one annealed defect \( \theta = 5.4 \, \text{eV} \), the annealing time is \( t^a = 13.63 \, \text{s} \). This value of the annealing time coincides with the value that was determined numerically in this study using the finite difference method. Since the autowave moves at a constant speed, the annealing rate of the annealing front using the rate of change of the fraction of the total number of defects, \( F = N/N_0 \), in time

\[
\frac{t}{\tau_0} = \text{Ei}\left(\frac{T_a}{T_{\text{tot}} - \Theta}\right) - \text{Ei}\left(\frac{T_a}{T_0}\right) + \exp\left(\frac{T_a}{T_{\text{tot}}}\right) \left[ \text{Ei}\left(\frac{T_a}{T_{\text{tot}}} - \Theta\right) - \text{Ei}\left(\frac{T_a}{T_{\text{tot}}} - \Theta\right) \right].
\]

(6)

In Fig. 3 we show the evolution of the annealing front in a sample of length \( L = 13 \, \text{cm} \) with the initial defect density \( n_0 = 6.63 \times 10^{26} \, \text{m}^{-3} \). One may observe that, in the autowave regime, defects in the sample anneal at a constant rate. The corresponding time evolution of the fraction of defects remaining in the sample is shown in Fig. 4 for different initiating energies. By using (7) we determined that the speed the annealing front is of \( v = 3.18 \, \text{cm/s} \).

The annealing front speed in the autowave regime can also be determined by observing the time required for the front to move through the sample. If we neglect the development time of the autowave regime and the influence of boundaries, then the annealing time in this regime is approximately \( t^a = (L - \Delta x)/v \), where \( v \) is the annealing propagation speed. Our calculations show that for a localized initial heat distribution at the left boundary of \( \Delta T = 280 \, \text{K} \) for \( \Delta x = 4 \, \text{mm} \), initial defect density \( n_0 = 6.63 \times 10^{26} \, \text{m}^{-3} \) and \( L = 13 \, \text{cm} \), the annealing time is \( t^a = 3.85 \, \text{s} \) and the annealing propagation speed is \( v = 3.27 \, \text{cm/s} \). The results of annealing time calculations for this set of parameters are presented in Figs. 5 and 6.

Alternatively, the annealing propagation speed in the autowave regime can be obtained from...
the dependence of the annealing time, $t_{a}$, on the heating depth, $\Delta x$. Thus, for two different heating depths, $\Delta x_1$ and $\Delta x_2$ and a fixed $\Delta T$, the propagation speed can be estimated from two corresponding annealing times with the formula, $v = - (\Delta x_2 - \Delta x_1) / (t_{a2} - t_{a1})$, where $t_{a1}$ and $t_{a2}$ are annealing times corresponding to $\Delta x_1$ and $\Delta x_2$, respectively. For $\Delta x_1 = 4$ mm and $\Delta x_2 = 14$ mm the annealing times are $t_{a1} = 3.85$ s and $t_{a2} = 3.28$ s, respectively, for an initiation temperature of $\Delta T = 280$ K. For this configuration, we calculated $v = 3.12$ cm/s.

Therefore, by taking all three estimated values of the annealing propagation speed ($v$) into account, we find an average value of $3.19 \pm 0.08$ cm/s (i.e. the spread of speed values in terms of relative standard deviation is within 2.4%).

When annealing is initiated by heating the left boundary of the sample, the annealing occurs inhomogeneously: heat flows from the left boundary to the right and the annealing follows the heat flow. At higher initiation temperatures the defects are annealed faster and for some combinations of parameters the self-propagating annealing wave develops (Figs. 5 and 6).

With the increase in the initiation energy (defined, per unit of surface, as $Q = c \Delta x \Delta T$), the duration and length of the transition regime decreases and tends to zero, an autowave regime appears and displaces the transient mode (Fig. 5). The autowave regime is realized at an earlier time and covers a larger and larger part of the sample. As the autowave regime develops, the annealing time decreases (first quickly and then slowly) and tends to its limit, which corresponds to the time which the autowave initiated at infinity passes the interval $L - \Delta x$ (Figs. 5 and 6).

Furthermore, according to Fig. 5, the influence of the increase in the initiation temperature $\Delta T$ is more prominent than the increase in the heating depth $\Delta x$. Indeed, at constant initiation energy $Q_0$, it is the rise in the initiation temperature and the reduction in the heating depth (rather than the converse) that leads to a decrease in the annealing time. This is due to the fact that the rate of annealing and the accompanying heat release are functions (exponential) of the temperature.

The initiation temperature affects the most strongly the modes in which the autowave formation occurs at the length of the sample. When annealing is realized in a mode close to a hybrid of homogeneous and autowave modes, the autowave regime does not have time to develop or it develops very rapidly. So an increase of $\Delta t$ at constant energy of initiation does not lead to a decrease in neither the annealing time nor its speed. Conversely, in the autowave regime, there is a slight increase in the annealing time with growth of $\Delta T$.

An increase in the initial defect density leads to a decrease in the annealing time (Fig. 7). This dependence arises from a nonlinear feedback between the temperature and the annealing rate.
of the defects: one can demonstrate that for uniform isothermal annealing, this time does not depend on the initial density of the defects. With the dominance of self-propagating annealing, an increase in the initial defect density leads to an increase of the speed of its propagation, as is clearly seen in Fig. 7, as well as to a change in the annealing time. When the initial defect density was increased by one percent, we observed an increase in the annealing speed to $v = 19.08 \text{ cm/s}$.

Initiation by a stronger heating pulse intensifies the annealing process and reduces the annealing time even further (Fig. 8).

4. Conclusion

Our calculations have shown that for a sample of a given size (13 cm) and for the parameters used, the annealing time decreases both with an increase in the initiation energy and with an increase in the initial defect density. We have found out that the speed of annealing propagation in the autowave regime is constant, and the time of homogeneous annealing does not depend on the size of the sample. Estimations of the speed of the autowave, performed in three different ways, show a good agreement (the relative standard deviation is within 2.4%).
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