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Message from the Conference Chair 

The University of Johannesburg successfully hosted the annual conference of the South African 
Institute of Physics from 7 to 11 July 2014. 

Winter schools in Astroparticle Physics and Magnetism preceded the actual SAIP conference. The 
former school was held in response to the major developments related to this field, such as the recent 
discoveries in particle physics and the ongoing astronomical infrastructure growth expected in southern 
Africa, the latter being a research niche at the University of Johannesburg. On that same Monday a 
photovoltaics workshop, the annual National Laser Centre rental pool meeting and a meeting of the 
AMS facility were also scheduled in parallel to the SAIP conference. 

The SAIP 2014 annual conference was officially opened by the Honourable Minister of Science and 
Technology, Naledi Pandor, on the evening of Monday 7 July. The function was also addressed by our 
SAIP President, Igle Gledhill, and members of the University of Johannesburg senior management. The 
evening was concluded by musical entertainment and a buffet dinner. 

The conference proper started on Tuesday 8 July, and included mesmerising hour-long plenary lectures 
from our invited dignitaries from Brazil, Germany, Japan, Sweden, the UK, the USA and South 
Africa on some of the currently most topical subjects in physics. Between these the conference 
participants got down to their business of presenting over 400 scientific talks and posters, discussing 
their results with their peers and in many cases submitting a full conference paper for these 
proceedings. On the final day of the conference 20 Science teachers joined the sessions, this being an 
initiative to grow the enthusiasm in physics within the ranks of our educators. 

The management of the University of Johannesburg is sincerely thanked for making a large section of 
its Auckland Park (Kingsway) campus available for the conference at no rental cost. This included the 
massive and very comfortable Auditorium, which proved to be a most appropriate venue for the opening 
and plenary sessions. The large and well-lit foyer proved to be a very popular dining, snacking and 
mixing area (partly due to the exhibitor stalls there, the quality food and the freely available coffee), 
and future organisers would be well advised to incorporate a similar facility in their planning. The 
individual sessions for the seven divisions took place in spacious lecture halls in the adjacent building, 
which included the poster displays in the large common area. The only major negative was that the 
country was hit by a substantial cold snap in the week of the conference, and we apologise for the 
inadequate heating arrangements during the event. 

A magnificent banquet at Helderfontein Estate in Kyalami concluded the conference. Prizes were here 
awarded to the top student presenters in each of the SAIP divisions. The highlight of the evening was 
the presentation of the De Beers Gold Medal to Manfred Hellberg for his outstanding lifetime service 
to the South African physics community. The evening concluded with the ceremonial handing over of 
the ‘SAIP mace’ to the organisers of the 2015 conference, Rhodes and Nelson Mandela Metropolitan 
Universities. I wish them very well for this, and know that it too will be an exceptional event. 

Proceedings of SAIP2014
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In conclusion, I thank everyone that helped in making this conference and these proceedings a success, 
especially to the members of the Local Organising Committee, but also to the other helpers, the UJ 
support staff, the paper peer reviewers, and of course the conference participants and contributors to the 
proceedings. 

Hartmut Winkler 
Chair: SAIP 2014 annual conference Local Organising Committee 
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Message from the Review Committee 

The Editors of the SAIP2014 Proceedings received 159 manuscripts for consideration by the deadline 
of 6 July 2014. A total of 147 of these manuscripts met the relevant criteria and were submitted to a 
full, double-blind, peer-review process involving 124 individual reviewers (some reviewed more than 
one manuscript). Of these reviewers, 118 were from the South African physics and astronomy 
community and 6 were scientists from other countries. From the 124 reviewers, 122 hold a PhD in 
physics or a closely related field. Once two independent content reviews had been received for a 
particular manuscript through this process, a team of three referees (including the editors of the 
Proceedings) were involved in processing the reviewed manuscript through corrections, acceptance 
or rejection from the Proceedings. At the conclusion of the review process, 108 manuscripts 
were accepted into the final Proceedings. This represents an acceptance rate of 68% of received 
manuscripts. 

The style of these proceedings is that of the (British) Institute of Physics Conference Series, similar to 
the three previous SAIP Proceedings. Authors were requested to ensure that the clearly defined layout 
and length specifications were adhered to in their submitted pdf documents. At the start of the reviewing 
process, an initial layout review was conducted on each manuscript. Manuscripts that deviated 
considerably from the specified layout specifications, while still broadly appropriate in their 
composition, were referred back to the authors for layout and length corrections before going out to 
Content Review. 

The response from the relatively small community of South African physicists who possess PhD's in 
taking on the hard work of professionally reviewing the manuscripts has been very gratifying. To 
get more than 115 out of a few hundred suitably qualified people to participate in the process 
reflects admirably on their generosity and commitment to the common good. Most of the reviews 
received were done with great care and diligence and to the highest standards. The editors wish to 
voice their deeply-felt thanks to the participating reviewers for their pro bono work. We also wish to 
thank Prof I Basson (UNISA) for her valuable and helpful inputs during the review process. The 
meticulous reviewing process described above has ensured that these Proceedings contain 
thoroughly peer-reviewed manuscripts of a high professional standard, which report on novel work 
that has not been published elsewhere.  

Finally, the editors wish to thank all of the authors for submitting their work to this rigorous process. 
It is our hope that the final product offered here constitutes a due outcome of their hard work. 

CA Engelbrecht (on behalf of the SAIP2014 Review Committee) 

Proceedings of SAIP2014
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Synthesis and characterization of the semiconducting

intermetallic compound FeGa3
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Johannesburg, South Africa

E-mail: mustafa@aims.ac.za

Abstract. FeGa3 polycrystalline samples were synthesised using the gallium self flux method.
The stoichiometry was confirmed via energy dispersive spectroscopy and the tetragonal crystal
structure was refined from X-ray diffraction data. Mössbauer effect spectroscopy was performed
down to 120 K at ambient pressure, as well as at 3 K and 4 GPa in a diamond anvil pressure cell,
and shows an absence of magnetic ordering at these temperatures and pressures. The isomer
shift and quadrupole splitting are consistent with a 3+ charge state for Fe with a 5/2 spin state.

1. Introduction
Materials with complex band structure have very interesting electronic, magnetic and transport
properties [1]. Recent phenomena such as the Kondo insulating state, heavy fermion behaviour
and unconventional superconductivity have been reported for those materials [2]. Such
phenomena are usually seen in the rare-earth compounds where the hybridization between
different electrons in the atoms forms narrow electronic bands or pseudo-gaps at the Fermi
level [3].

Ruthenium and iron compounds (such as RuAl2, RuGa3, FeSi, FeSb2, Fe2Al2 and FeGa3)
are semiconductor compounds in which the energy gap, of the order of 0.1 eV, is formed by
the hybridization between the d states of the transition metal with the p states of the group
13 or 14 elements [2]. These compounds are of interest due to their unusual transport and
magnetic behaviour [4]. Amongst the above compounds, FeSi and FeSb2 show strong correlated
electron properties similar to rare-earth based Kondo semiconductors. The distinguishing
feature between a Kondo semiconductor and a band-gap semiconductor is that, in the Kondo
semiconductor, the gap disappears upon heating already at temperatures and energies lower
than the energy gap. This feature has been observed in both FeSi and FeSb2 in the temperature
dependence of the optical conductivity [5].

FeGa3 is one of such intermetallic compounds which are composed of metallic elements, and
yet their combination is a semiconductor. The band gap in FeGa3 arises in particular from the
hybridization between the Fe 3d and Ga 4p states [6]. FeGa3 crystallizes in the tetragonal lattice
with space group P42/mnm (No. 136) [7]. In the tetragonal structure of FeGa3, Fe atoms occurs
as dimers along the (110) and (11̄0) directions, as it shown in figure 2 (b). The band gap of this
compound has been measured experimentally using photoemission spectroscopy and predicted
using density functional theory calculations within the local density approximation, where it was
found to be in the range 0.3 - 0.5 eV [6, 8]. This value is in good agreement with the observed
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Figure 1. Representative SEM image and EDS compositional maps of a polished FeGa3 sample.
A uniform distribution of the elements Fe and Ga is observed.

gap of 0.25 - 0.47 eV previously reported for FeGa3 [5, 7, 9, 10]. Lue et al. observed metallic
conductivity above 10 K in their electrical resistivity measurements [8]. The resistivity exhibits
a minimum at 160 K, below which it has negative temperature coefficient (semiconducting) and
above 160 K there is a typical metallic-like trend (positive temperature coefficient) [6].

The magnetism of FeGa3 is subject to debate and has not yet been directly observed. Some
measurements such as conductivity, magnetic susceptibility, Mössbauer spectroscopy and specific
heat have not shown strong magnetic correlations. This justifies the absence of magnetism at
room temperature [8, 11]. Recently, weakly coupled local moments have been suggested in
Co-doped FeGa3 by Bittar et al. [12]. In particular they postulate that the doping creates spin-
1/2 local moments and drives the compound from semiconducting to the metallic state [12].
Work done by Umeo et al. [4] pointed out that electron-type doping in this compound using Ge
introduces a crossover to a correlated metallic state at y ≈ 0.006 in FeGa3−yGey.

Here, we report on the synthesis and the characterisation of FeGa3 polycrystalline samples.
Mössbauer effect spectroscopy measurements have been performed down to 120 K at ambient
pressure, as well as at 3 K and at a pressure of 4 GPa. All the spectra show the characteristic line
shape of a quadrupole split doublet consistent with an Fe3+ charged state and a 5/2 spin state.
No evidence for a magnetic state has been detected, contrary to theoretical and experimental
work which propose spin polarons [11] and Fe dimers [13], respectively.

2. Experimental Details
FeGa3 polycrystalline samples were prepared via the self flux method described in Ref. [8].
High purity Ga (from Alfa Aesar, 99.99999%) and Fe (from Sigma Aldrich, 99.9%) were mixed
according to the molar ratio Fe15Ga85. The mixture was pressed into a pellet and loaded into an
alumina crucible which was vacuum sealed (p ∼ 10−5 Pa) inside a quartz ampoule under argon
gas. The sample was heated to 1000 ◦C at a rate of 500 ◦C/hr, held at this temperature for 40
hrs, cooled down to 850 ◦C for 12 hrs, cooled down again to 700 ◦C for 75 hrs and finally allowed
to cool to room temperature. Excess gallium was removed by heating the pellet and washing
with dilute HCl and deionised water. A photograph of the FeGa3 sample (showing large facets)
is shown in figure 2 (c).

The crystalline structure was checked by means of x-ray diffraction (XRD) measured with
monochromatic Cu Kα radiation on a powdered specimen using a Philips Panalytical X-Pert
PRO system. The XRD pattern was refined using the Jana 2006 program [14]. The stoichiometry
and the compositional homogeneity were checked with energy dispersive spectroscopy (EDS)
using a Tescan Vega3 electron microscope equipped with an Oxford EDS spectrometer. From the
EDS multi-spot analysis it was consistently found to be at the nominal value, within the detection
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the gap is in good agreement with the observed gap of 0.25 - 0.47 eV for FeGa3 previously
reported [5, 7, 9, 10]. Lue et al observed metallic conductivity above 10 K in their electrical
resistivity measurements [8]. The temperature dependence of the resistivity exhibits a minimum
at 160 K and after that starts increasing to beyond room temperature [6].

The magnetism of FeGa3 is subject to debate and has not yet been directly observed. Some
measurements such as conductivity, magnetic susceptibility, Mössbauer spectroscopy and specific
heat have not shown strong magnetic correlations, which justifies the absence of magnetism at
room temperature [8, 11]. Recently, weakly coupled local moments have been suggested in Co-
doped FeGa3 by Bittar et al. In particular they postulate that the doping creates a spin 1/2 local
moments and drives the compound from semiconducting to the metallic state [12]. Work done
by Umeo et al. [4] pointed out that electron-type doping in this compound using Ge introduces
a crossover to a correlated metallic state at y ⇡ 0.006 in FeGa3�yGey.

Here, we report on the synthesis and the characterization of single crystal FeGa3. Mössbauer
e↵ect spectroscopy measurements have been performed at various temperatures. The spectrum
obtained at 300 K, 150 K as well as 120 K is a quadrupole split doublet. An asymmetry is
present at 150 K and 120 K and will be discussed in this work.

2. Experimental Details
A single crystal of FeGa3 was prepared via the gallium flux method described in Ref. [8]. High
purity, Ga (from Alfa Aesar, 99.99999%) and Fe (from Sigma Aldrich, 99.9%) were mixed
according to the molar ratio Fe15Ga85. The mixture was pressed into a pellet and loaded into an
alumina crucible which was vacuum sealed (⇠ 10�5 Pa) inside a quartz ampoule under argon gas.
The sample was heated to 1000 �C at a rate of 500 �C/hr, held at this temperature for 40 hrs,
cooled down to 850 �C for 12 hrs, cooled down again to 700 �C for 75 hrs and finally allowed to
cool to room temperature. The stoichiometry was checked with energy dispersive spectroscopy
at a number of points on the sample and it was consistently found to be at the nominal value,
within the detection limits of the technique (FeGa2.98±0.05). Excess gallium was removed by
heating the pellet and washing with dilute HCl and deionized water. The polycrystalline with
large facets obtained was about 2 mm in diameter and it’s shown in figure 1.

Figure 1. Optical photograph of the polycrystalline with large facets. One block on the paper
is 1 mm.

The sample was crushed into powder for both X-ray di↵raction (XRD) and Mössbauer
spectroscopy. XRD taken with monochromatic Cu K↵ radiation on the powdered specimen
using a Philips Panalytical X-Pert PRO system was refined using the Jana 2006 program [13].
The thickness of the Mössbauer sample was ⇠ 11 mg/cm2. A constant acceleration spectrometer
with a conventional 57Co(Rh)-source was used. All analysis was referenced with respect to ↵-Fe.
Measurements to low temperature were performed in a top-loading cryostat, with source and
the sample kept at the same temperature.

(a)
(b)

(c)

Fe	  

Ga(1)	  

Ga(2)	  

Figure 2. (a) Experimental indexed XRD pattern for FeGa3 (red) along with the Rietveld
refinement (green). The peak positions are represented by vertical bars (black), while the
residual is in blue. (b) Schematics of the tetragonal unit cell of FeGa3, where Fe atoms are
represented by bigger red circles, and Ga(1) and Ga(2) atoms are represented by smaller blue
and green circles respectively. The Fe-Fe dimers are shown connected via red bars. (c) One
block in the photograph represents a scale of 1 mm.

Table 1. Structural parameters obtained from the Rietveld refinement of the crystal structure
based on the x-ray powder diffraction pattern measured at room temperature.

Lattice parameters values atom Wyckoff site x y z

a(Å) 6.2636 Fe 4f 0.3426(11) 0.3444(11) 0
b(Å) 6.2636 Ga(1) 4c 0 0.5 0
c(Å) 6.5550 Ga(2) 8j 0.1565(5) 0.1565(5) 0.2633(7)

limits of the technique (FeGa2.97±0.03). EDS elemental maps confirmed the homogeneity of the
samples, as reported in figure 1.

The sample was crushed into powder to a thickness of ∼ 11 mg/cm2 to perform Mössbauer
spectroscopy measurements. A constant acceleration spectrometer with a conventional 57Co(Rh)
source was used for Mössbauer measurements at ambient pressure. Measurements to low
temperature were performed in a top-loading cryostat, with both source and sample kept at
the same temperature. The Mössbauer spectrum at 3 K and p = 4 GPa was measured at
the beamline ID18 at the European synchrotron radiation facility [15] using the synchrotron
Mössbauer source (SMS). The sample was loaded into a Merrill-Basset diamond anvil cell (DAC).
Sample was pressurized in 200 µm cavity of a Re gasket pre-indented to a thickness of 20 µm.
Pressure was determined from the ruby fluorescence of tiny balls inserted in the cavity [16]. All
spectra were calibrated with respect to α-Fe.
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Figure 3. (a) Mössbauer spectra of the powdered sample recorded at 300 K, 150 K and 120 K
at ambient pressure. (b) Mössbauer spectrum measured at ID18 at 3 K and 4 GPa. The solid
red lines indicate the fit to the experimental data (open black circles).

3. Results and discussion
Figure 2 (a) shows the XRD pattern for FeGa3. The Rietveld refinement of the diffraction
pattern confirmed the tetragonal space group P42/mnm and Z = 4. The lattice parameters
and atomic positions obtained from the refinement are presented in table 1. These are in good
agreement with values reported by Häussermann [6] and Lue [2].

The Mössbauer spectra of FeGa3 recorded at 300 K, 150 K and 120 K are shown in figure
3. They have been fitted with a single quadrupole doublet, and the parameter values derived
from fits to these spectra are presented in table 2. Our results at 300 K are similar to what has
been previously reported by Tsujii et al. for FeGa3 single crystals at room temperature [8].
The data presented in table 2 show that: (i) no deviation occurs in the isomer shift (δ) and the
quadrupole splitting (∆EQ) at these temperatures; (ii) the value of the isomer shift (δ) and the
quadrupole splitting ∆EQ indicate that iron (III) is present in the 5/2 spin state.

A particular feature of the Mössbauer spectra is the quadrupole split doublet. The similar
profile at all measured temperature indicates good phase purity and there is no indication of
Fe-based amorphous/ disordered phases which would be difficult to detect by XRD. The sample
under pressure shows broadened peaks, which are due to the SMS source. There is no indication
of magnetic ordering down to temperatures of 120 K at ambient pressure and down to 3 K at 4
GPa (these would manifest as resonance dips in the wings of the spectrum).

Table 2. Parameters derived from fitting the Mössbauer spectra of FeGa3.

∆EQ (mm/s) δ/Fe Γ (mm/s)

T = 300 K, amb. p 0.32 0.28 0.26
T = 150 K, amb. p 0.33 0.38 0.26
T = 120 K, amb. p 0.33 0.38 0.25
T = 3 K, p = 4 GPa 0.33 0.33 0.35
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4. Conclusion
In conclusion, we have synthesised and characterized FeGa3. Single phase, homogeneous,
polycrystalline FeGa3 was obtained. This forms the basis for future studies of the electrical-
transport behaviour under pressure, where a semiconductor-metal transition (correlation gap
closure) is predicted to occur [1]. Importantly, Mössbauer-effect spectroscopy shows the absence
of the magnetic ordering down to 120 K at ambient pressure and down to 3 K at 4 GPa. This
sets the energy scale for magnetic coupling, which is either absence or is likely below ∼3 K at
pressure up to ∼4 GPa. It is of interest to consider this in conjunction with recent electronic
structure calculations which predict an Fe magnetic moment of ∼ 0.6µB and antiferromagnetic
coupling between the atoms in the Fe2 pairs of the structure [13].
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Abstract. LaRh2Sn2 crystallizes in the centrosymmetric primitive tetragonal crystal structure
P4/nmm (number 129) commonly referred to as the CaBe2Ge2-type which was confirmed on
our synthesized samples by x-ray diffraction. We report the existence of this superconducting
transition in exploratory work and in this study we proceed with a study into the physical
properties of this superconducting ground state. Electrical resistance and heat capacity
measurements reveal a sharp and well defined superconducting transition at Tsc = 0.699(7)
K. The low-temperature heat capacity measurements show LaRh2Sn2 to be a weakly coupled
(λel−ph ≈ 0.5) bulk BCS superconductor that has an s-wave singlet ground state with an isotropic
energy gap such that 2∆/kBTsc = 3.38(6). From the field dependence of the electrical resistance
the upper critical field was estimated to be 0.127(3) T. The calculated penetration depth and
coherence length showed that LaRh2Sn2 is a type-II superconductor, which was confirmed with
low temperature magnetization measurements.

1. Introduction

The family of compounds RT2X2 (R = rare-earth element, T = d-block element and X = p-
block element) are split into two separate groups according to their crystal structure. One is the
body-centred-tetragonal ThCr2Si2-type (space group I4/mmm) and the other is the primitive
tetragonal CaBe2Ge2-type (space group P4/nmm). Most of the experimental and theoretical
work has been done on the compounds that fall into the ThCr2Si2-type structures, for this
is where the heavy-fermion superconductors are located [1] and references therein. La-based
superconductors are not uncommon in the ThCr2Si2-type structure formed with Si and Ge, for
instance: LaPd2Ge2, LaPt2Ge2 [2], LaNi2Ge2 [3], LaRh2Si2 [4] but of the LaT2Sn2 compounds
which crystallize in the primitive tetragonal structure, where T = Rh is the only one that has
been found to be superconducting [5] to date. This work is therefore devoted to studying the
physical properties of this particular superconductor.

2. Experimental

Polycrystalline samples were prepared with stoichiometric quantities of the starting materials:
La (99.99 %), Rh (99.99 %) and Sn (99.9999 %) with the purities quoted in wt. %, on a water
cooled Cu hearth in an arc-furnace manufactured by Edmund Bühler. In-situ ultra-high purity
Ar gas (> 99.999 %) was used during melting procedure. The samples were melted and flipped
4 times in order to promote sample homogeneity. The samples were then wrapped in Ta foil
(99.95 %) and sealed in evacuated quartz tubes. Heat treatment was conducted at 800 oC
for 5 days and subsequently quenched in water. Powder X-ray diffraction measurements were
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performed at room temperature using a Cu radiation source. The resistivity ρ(T ) and specific
heat CP(T ) measurements were performed on a commercial Physical Property Measurement
System manufactured by Quantum Design (San Diego, USA) equipped with a 3He and dilution
refrigerator inserts for measurements down to 50 mK. The resistance was measured using the
Electronic Transport Option (ETO) preamplifier setup with an ac-current (9.1 Hz with a current
amplitude of 0.3 to 0.1 mA depending on the temperature with lower current values used at lower
temperatures in order to reduce Joule heating at these temperatures) while the heat capacity was
measured using the adiabatic time relaxation method. The magnetization was measured using
a commercial Magnetic Property Measurement System equipped with a 3He cryostat developed
by iQuantum (Tsukuba, Japan) manufactured by Quantum Design (San Diego, USA).

3. Results
Powder x-ray diffraction of the polycrystalline LaRh2Sn2 was analyzed with a Rietveld re-
finement and crystallize in the CaBe2Ge2-type structure (space group P4/nmm) [6] with a
= 4.5139(1) Åand c = 10.4824(5) Å, shown in figure 1. Within this structure the La atoms
occupy the single Ca site (2c), the Rh atoms occupy two distinct Be sites (2c and 2a) and the
Sn atoms occupy two distinct Ge-sites (2c and 2b).

Figure 1. Rietveld refinement was performed using the General Structure Analysis System
(G.S.A.S) [7] software on x-ray powder diffraction data of LaRh2Sn2: the black line representing
the experimental spectrum, the red line represents the least-squares fit of the refinement, the blue
line is the difference between the experimental data and the fit while the green bars represent
the expected peak positions for the P4/nmm structure. Ball and stick representation of the
P4/nmm structure is shown on the right of the diffractogram.

In the results that follow we follow the convention that the applied field strength µ0H =
magnetic induction B. Figure 2 shows the a.c. electrical resistivity that were carried out on a
polycrystalline sample of LaRh2Sn2 in the stated applied magnetic fields, with B ⊥ j where j

is the current density. The superconducting transition is clearly visible as the sharp decrease in
ρ(T ) around 0.7 K. The transition temperature, Tsc, was taken at the point where the resistance
reached half its residual value in the metallic state. Under the application of an external mag-
netic field, the onset of superconductivity occurred at lower temperatures as expected due to
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the pair breaking nature of the magnetic field on the Cooper pairs within the superconducting
ground state. The broadening in the width of the transition as the magnetic field is increased
is probably due to the appearance of the vortex state within a type-II superconductor.

Inset (a) of figure 2 shows the field dependence of Tsc and this was fitted by [8]:

Hc(T ) = Hc(0)

(

1 −
(

T

Tsc

)2
)

; (1)

where Hc(0) is the critical field at zero temperature. The values obtained from the fit were
Hc(0) = 0.127(3) T and Tsc = 0.699(7) K.

Inset (b) of figure 2 shows the B = 0.11 T resistivity data where the superconducting tran-
sition is no longer visible. The temperature dependence of ρ(T ) becomes proportional to T 2,
which is shown by the dashed red line which serves as a guide to the eye. This temperature
dependence in the electrical resistivity is indicative of electron-electron scatterings within a
Fermi-liquid state. The application of magnetic field suppresses the superconducting ground
state and a Fermi-liquid state emerges.

Figure 2. Resistivity of LaRh2Sn2 as a function of temperature in various applied magnetic
fields. Inset (a): The critical field plotted as a function of temperature with a fit discussed in
the text. Inset (b): Log-log plot of the B = 0.11 T resistivity data with the residual resistivity
subtracted, revealing the T 2 dependence shown by the dashed red line which is discussed in the
text.

The specific heat measured in applied magnetic fields in the range of 0 to 0.7 T is shown in
figure 3. The Debye fit, Cp(T )/T = γN + βT2, is shown in inset (a) of figure 3 and returned
the following values: γN = 11.796(9) mJ.mol−1K−2 and β = 0.816(2) mJ.mol−1K−4 which
corresponds to a Debye temperature θD = 228.4(5) K. Using the theory outlined by McMillan
[9] the electron-phonon coupling is given by:

λel−ph =
1.04 + µ∗ln (θD/1.45Tsc)

(1 − 0.62µ∗) ln (θD/1.45Tsc) − 1.04
(2)
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where µ∗ represents the screened Coulomb part, which is generally taken to lie within the range
of 0.1 to 0.15, and if we use the value for µ∗ = 0.13 [10] then λel−ph ≈ 0.5 which implies that
LaRh2Sn2 is a weakly coupled superconductor.

The linear field dependence of the non-superconducting electronic density of states γS, which
was taken as the value of Cp(T )B/T at 0.36 K is shown in inset (b) of figure 3. The linear field
dependence is expected for s-wave pairing revealing that LaRh2Sn2 is a fully gapped isotropic
superconductor [10].

Figure 3. Specific heat of LaRh2Sn2 as a function of temperature in various applied magnetic
fields (0, 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07 T) with the solid lines being guides to the eye.
Inset (a): Debye fit to the paramagnetic region above the superconducting transition represented
by the solid red line. Inset (b): The field dependence of the non-superconducting density of states
within the superconducting state with a dashed red line serving as a guide to the eye for the
linear-in-B dependence. Inset (c): Temperature dependence of the electronic part of the specific
heat, ∆Cel(T ), for LaRh2Sn2 with the solid red line being a fit that assumed an isotropic s-wave
BCS superconducting gap.

Inset (c) of figure 3 shows the electronic part of the specific heat which is obtained from
subtracting the Debye spectrum, which was calculated from the specific heat data measured in
zero applied field from the measured zero applied field specific heat. The solid red line is a fit of
the expected BCS temperature dependence of the electronic specific heat in the superconducting
region, namely [8]:

∆Cel(T ) ≈
√

Te−∆/kBT (3)

with 2∆/kBTSC = 3.38(6) which is in reasonable agreement with the expected weak coupling
BCS value of 3.52. The critical field at 0 K is related to the Ginzburg-Landau coherence length
(ξGL) by [11]:

ξGL(0) =

(

Φ0

2πHc(0)

)1/2

; (4)
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where Φ0 = h/2e = 2.07 × 10−15 T.m2 is the flux quantum and by substituting in these re-
spective values one finds ξGL(0) = 50.93 nm. Together with the parameters obtained from the
Debye fit to the specific heat data, inset (a) figure 3, one can find the thermodynamic critical
field (H∗

c (0)) by using the following relation [11]:

H∗

c (0) = 4.23TSC
√

γN ; (5)

with the paramagnetic normal state Sommerfeld coefficient γN = 11.796(9) mJ.mol−1K−2 in the
case of LaRh2Sn2. Substituting in these values yields H∗

c (0) = 10.155×10−3 T. The Ginzburg-
Landau parameter (κGL) at zero temperature is used to identify whether a superconductor is
unstable toward vortex formation if κGL(0) > 1/

√
2 then the vortex state will be stable. The

Ginzburg-Landau parameter is given by the following relation [11]:

κGL(0) =
Hc(0)√

2H∗

c

(6)

and using the values which were calculated above the value for κGL(0) = 8.84. This value for

κGL(0) is above 1/
√

2 therefore LaRh2Sn2 is classified as a type-II superconductor. These two
relations allows one to find the Ginzburg-Landau penetration depth λGL(0) = ξGL(0)κGL(0)
which gives λGL(0) = 450.22 nm.

The magnetization below the superconducting transition temperature is shown in figure 4. The
low field region has a linear field dependence, which is a result of the perfect diamagnetism
that exists in the Meissner state. This linear field dependence terminated around 25 Oe. This
field where the Meissner state breaks down is known as the lower critical field Hc1 in type-II
superconductors and signals the nucleation and growth of the vortices in the vortex state. The
slow increase of the magnetization with increasing applied magnetic field is due to the increased
density of vortices within the mixed state of a type-II superconductor, as more flux quanta are
allowed to penetrate the superconducting state. The hysteresis observed in opposed field runs
(positive and negative field polarities), indicated by the arrows, is caused by vortex pinning at
the surface of the superconductor. This behaviour confirms that the vortex state exists and that
LaRh2Sn2 is a type-II superconductor for there are no vortices present in type-I superconductors.

The value of the gradient of the linear-in-field region (Meissner state) of the M(T,B) data allows
us to estimate the volume fraction that is superconducting. The gradient value corresponding
to 100 % superconducting volume fraction is −1/4π (perfect diamagnetism). The calculated
gradient reveled that around 84 % of the sample is superconducting at 0.48 K, within error
regarding the approximations made with the geometrical factor due to the irregular shape of
the sample. This, along with the specific heat measurements, confirmed bulk superconductivity
within LaRh2Sn2.
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Figure 4. Magnetization as a function of applied magnetic field with the arrows indicating the
direction of the field sweep. The dashed red line is a straight line to highlight the linear-in-B
behaviour at low B.

4. Conclusion

We have examined the superconducting properties of LaRh2Sn2 and found it to be a weakly
coupled BCS superconductor that is isotropically gapped at the Fermi surface with a transition
temperature TSC = 0.699(7) K. Above 25 Oe at 0.48 K the vortex state is seen in magnetization
measurements which indicated that LaRh2Sn2 is a type-II superconductor. This behaviour is
in line with the Ginzburg-Landau parameter being larger than 1/

√
2 which was calculated from

specific heat capacity data. The upper critical field is estimated to be 0.127(3) T from electrical
resistance measurements. This BCS behaviour is similar the the other non-4f RT2X2 (R = La,
Y and X = Si, Ge) superconductors which form in the body-centered tetragonal structure.
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Abstract. Alloying Cr with Mo, which is isoelectric with it, shows an unexpected decrease in 
the Néel temperature (TN) with an increase in Mo concentration. This is attributed to a 
delocalization of the 3-d bands in Cr through the introduction of 4-d electrons of Mo. In the 
present investigation the effect of Mo concentration on the structural, magnetic and electrical 
properties of Cr is systematically studied. A series of Cr100-xMox alloys, with x = 0, 3, 7, 15 and 
25, was prepared and the actual concentrations established using electron microprobe analyses. 
XRD studies confirm the bcc structure of these alloys as in pure Cr and indicate an increase in 
lattice constant with an increase in Mo concentration. The crystallite sizes calculated from 
these results for the Cr100-xMox alloys ranges between 15 and 30 nm. The physical properties of 
these alloys were investigated through magnetic susceptibility (χ), Seebeck coefficient (S), 
electrical resistivity (ρ) and Hall coefficient (RH) as function of temperature (T) measurements. 
TN values obtained from these measurements are comparable.  

1. Introduction

Chromium is a fascinating metal to study because of its antiferromagnetic spin-density-wave (SDW) 
behaviour below 311 K [1]. The SDW results from the ‘nesting’ of the electron and hole sheets of the 
Fermi surface on cooling through the Néel temperature (TN) [2, 3]. This nesting effect is sensitive to 
changes in the electron-to-atom (e/a) ratio and is influenced by the diluent elements used to dope Cr. 
In pure Cr, the periodicity of the SDW is incommensurate (I) with that of the lattice [1].

Chromium has six valence electrons and therefore its e/a ratio is 6. When it is alloyed with an 
element having e/a greater than 6, TN increases with concentration and ordering changes to 
commensurate (C) [1]. This happens because the addition of electrons to the d-band of Cr enlarges the 
electron Fermi surface and brings to match with hole Fermi surface. This results in a larger nesting 
area, TN then increases and the ordering becomes commensurate. In opposite case i.e. for e/a less than 
6, TN decreases and the magnetic state remains incommensurate, as in pure Cr. In this case the electron 
Fermi surface shrinks. There is a mismatch between the electron and hole Fermi surfaces causing TN to 
decrease [1, 2, 4]. Few reports are available on Cr alloys in which the diluent elements have the same 
e/a values as in pure Cr [1]. Considering this, investigations into the physical properties of Cr alloys 
with isoelectronic elements are important, as it rules out the effect of e/a on the Fermi surface. [5].  

The dependence of TN on the electron concentration and nature of the solute atoms were described 
by Fedders and Martins [6], and Koehler et al. [7] with the help of the isotropic model in which two 
spherical pieces of Fermi surface with a radius kc in different bands are connected by a wave vector q. 
They showed that TN for such a model is given by an equation [6], TN = T0 exp (-1/λ), where T0 is a 
function which depends on the band structure and λ = γ	� V(0) kc

2 / 2π2
v, where γ is a mean overlap 
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matrix element for electrons in the same band, V(0) is the average screened Coulomb potential and v is 
the arithmetic mean of the Fermi velocities in the two bands. The addition of Mo or W slightly 
modifies the Fermi surface, but since the d-wave functions in these elements are less localized than 
those in pure Cr, the value of γ is reduced and TN falls with diluent concentration [1, 6, 7].  

Cr100-xMox alloys with Mo concentrations below 25 at.% were studied previously by several 
researchers [5, 10, 11, 12]. Mamiya et al. [5] reported extensive measurements on the electrical 
resistivity and low temperature specific heat for the Cr100-xMox alloys in the range 0 ≤ x ≤ 36.6 and 
determined the Néel temperatures from the positions of the anomalies. Mitchell et al. [8] compared the 
effect of Mo and Fe addition to Cr on TN by measuring the electrical resistivity of Cr-Mo and Cr-Fe 
alloys, while the thermoelectric power studies for the Cr100-x Mox alloys with x = 0, 5, 10 and x ≥ 25 
were reported by Schröder and Tomaschke  [9]. It was found that Cr100-xMox alloys with x ≥ 25  are 
paramagnetic. The effect of the type and concentration of solute atoms on transport properties of 
antiferromagnetic Cr alloys have been studied by Trego and Mackintosh [10] through electrical 
resistivity and thermoelectric power measurements. This study reported measurements for the Cr100-

xMox alloys with Mo concentration up to approximately 21 at.%. The magnetic susceptibility and Hall 
coefficient measurements were reported by Bender et al. [11] and Shabel et al. [12], respectively. 
However, the Hall coefficient measurements reported were only for the paramagnetic Cr-Mo alloys 
[12]. Mo was doped to form ternary alloys in order to study two interesting binary Cr alloys SDW 
systems [1, 13, 14]. The interesting behaviours in Cr-Al-Mo [13] and Cr-Si-Mo [14] ternary alloy 
systems might be related to the Mo in these and the need to understand the fundamental behaviour of 
Cr-Mo alloys better therefore arise. This study focus on measurements done using newly sophisticated 
instruments and extend existing knowledge to include more physical and structural properties of this 
Cr100-xMox alloys, with x = 0, 3, 7, 15, 25. 

2. Experimental
The Cr100-xMox alloys, with x = 0, 3, 7, 15 and 25, were prepared by arc melting in a purified low 
pressure argon atmosphere. The precursors used for the preparation of these binary alloys were Cr and 
Mo with purities 99.999% and 99.99%, respectively. Cr and Mo were weighed in required proportion 
and melted together into a button form in an arc melting furnace with argon atmosphere. After etching 
the samples with hydrochloric acid they were each sealed in a quartz ampoule filled with pure argon 
gas at low pressure and annealed at 1273 K for seven days and then quenched in ice bath. The 
prepared alloy samples were cut and polished using spark erosion techniques in preparation for their 
characterization. 

Structural studies of these samples were carried out by XRD (Phillips PAN analytical X-pert Pro 
X-ray diffractometer) in the 2θ geometry, in the range 10–90° using a Cu-Kα1 radiation (λ = 
1.54056Å). The XRD patterns were compared with standard Joint Council of Powder Diffraction 
Database (JCPDD) files of Cr (04-008-5987) and Mo (42-1120). In order to determine actual 
composition of the samples, microprobe analyses were carried out using a JEOL electron microprobe 
analyzer (EPMA) model JXA-8900. A Quantum Design (QD) Physical Property Measurement System 
(PPMS) incorporating appropriate measuring options was used for the electrical resistivity (ρ) and 
Seebeck coefficient (S) measurements in the temperature range 2 K to 350 K. Magnetic susceptibility 
measurements in the temperature range 2 K to 350 K were performed using a QD Magnetic Properties 
Measurement System (MPMS). 

3. Results and Discussion
XRD patterns for the Cr100-xMox alloy system with x = 0, 7 and 25 are shown in figure 1(a). These 
patterns confirm the phase synthesis of alloys with expected body centred cubic (bcc) crystal structure. 
The lattice parameters were computed from the XRD patterns for all the alloys. It is observed that 
lattice parameter increases with Mo content as shown in figure 1(b). The crystallite sizes were 
calculated by using Debye Scherrer’s formula [15]: 
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� =	
0.9	�

	cos
,																																																																				(1) 

where D is crystallite size, λ is the wavelength of the source, β is the full width at half maximum 
(FWHM) of the peak and θ corresponds to the Bragg angle. The calculated crystallite sizes for these 
Cr100-xMox alloys ranges between 15 and 30 nm. 

Electron microprobe analyses done on the Cr100-xMox alloys show that all the samples have a 
uniform composition and the results are tabulated in table 1. Differences in the nominal and actual 
concentrations are attributed to weight loss during crushing and to evaporation of Cr during melting 
[5]. The bright and dark spots are observed in the backscattered SEM images shown in figure 2 (a) and 
(b), and the corresponding Cr and Mo concentrations for bright and dark spots are tabulated in table 1. 
Also the black spots are observed in SEM images were analysed, these are attributed to the presence of 
Cr oxide in some regions of the alloys. The area covered by the black spots indicates that the 
percentage of Cr oxide is approximately 1% to 5% and this should not affect the antiferromagnetic 
properties of the present alloy system. As far as can be ascertained this is the first report on the 
correlation between microprobe and SEM analysis for Cr-Mo alloys. 

Figure 3 shows the electrical resistivity measurements as a function of temperature, ρ(T), for the 
series of Cr100-xMox alloys with x ≤ 15. These curves show well defined anomalies in the form of clear 
minimum followed by hump in the ρ(T) curves. The anomaly, which occurs in the vicinity of TN is 
monotonically depressed with increasing Mo concentration as discussed by Mamiya et al. [5]. From 
previous measurements it is known that Cr100-xMox alloys with x ≥ 25 are paramagnetic [5].  

TN values were obtained from dρ/dT versus T curves by taking the temperature associated with the 
minimum in these curves [1, 14]. The inset of figure 3 shows dρ/dT versus T for the Cr85Mo15 alloy as 
an example. The increase in the electrical resistivity below TN for Cr-Mo alloys is attributed to an 
opening up of the SDW energy gap over part of the Fermi surface [1, 5, 8, 16]. Mamiya et al. [5] and 
Trego et al. [10] published some resistivity studies on different Cr100-xMox alloys, but no resistivity 
studies were previously reported for the particular alloys investigated in the present study.  

The thermoelectric power is an essential tool for determining TN in Cr and its alloys because it is 
more sensitive as compared to the electrical resistivity, to changes in electronic band structure when 
the SDW state is entered on cooling through TN [1]. Previously Schröder et al. [9] reported 
thermoelectric measurements for the Cr-Mo alloys in the temperature range 100 K to 600 K while the 
present study gives the thermoelectric measurements for Cr-Mo alloys in the temperature range 2 K to 
400 K. Figure 4 depicts the S(T) curves of pure Cr and  Cr100-xMox alloys with x = 3, 7, 15 and 25. The 
experimental S(T) curves show a prominent dome, just below TN, also ascribed to the influence of the 
SDW energy gap [1, 10, 17]. From figure 4, it is seen that with an increase in Mo concentration in the 

Figure 1. (a) The XRD patterns for the Cr100-xMox alloys, with x = 0, 7 and 25 (b) The variation in the 
lattice parameter with Mo content. 
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Figure 2. Backscattered SEM images of Cr100-xMox alloys with (a) x = 3 and (b) x = 25. 

Figure 3. Electrical resistivity (ρ) as a function 
of temperature (T) for the Cr100-xMox alloys. Inset 
shows dρ/dT versus T for Cr85Mo15 alloy. 

Figure 4. The Seebeck coefficient (S) as a 
function of temperature (T) for Cr100-xMox alloys.  

Cr-Mo alloys, the dome is depressed and almost vanishes for sample with 25 at.% Mo. The TN values 
were determined from the temperature at the minimum point on the dS/dT versus T curve [17]. For the 
Cr100-xMox alloys with x = 3 and 7, the valleys are observed below TN, this can be attributed to phonon 
or magnon drag terms [10, 18]. 

The dependence of TN as obtained from ρ(T) and S(T) measurements on Mo concentration is shown 
in figure 5. TN decreases linearly with an increase in Mo concentration and disappears for an alloy with 

Table 1. Elemental concentrations obtained from electron microprobe analyses for Cr-Mo alloys. 

Sr. 

No. 

Name of the 

sample 

Nominal 

concentration 

(at.%) 

Actual concentration 

(Microprobe) 

(at.%) 

Bright Region Dark  Region 

Cr Mo Cr Mo Cr Mo Cr Mo 

1 Cr97Mo3 97 3 97.0 ± 0.2 2.8 ± 0.2 97.27 ± 0.04 2.72 ± 0.03 97.30 ± 0.07 2.70 ± 0.07 

2 Cr93Mo7 93 7 93.1 ± 0.6 6.9 ± 0.6 93.0 ± 0.2 7.05 ± 0.15 98.8 ± 0.8 1.2 ± 0.8 

3 Cr85Mo15 85 15 84.9 ± 0.6 15.1 ± 0.6 83.3 ± 0.4 16.4 ± 0.4 86.6 ± 0.6 13.4 ± 0.6 

4 Cr75Mo25 75 25 74 ± 1 26 ± 1 71.2 ± 0.3 28.8 ± 0.3 79 ± 1 21 ± 1 

(a) (b) 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 16



25 at.% Mo. These results agree very well with results obtained in ref. [5]. In addition, the TN values 
determined from resistivity and thermoelectric measurements are comparable with each other. 

Magnetic susceptibility (χ) measurements as a function of temperature for pure Cr and the Cr97Mo3 
alloy are shown in figure 6(a) and (b), respectively. The arrows in the χ(T) curves show the positions 
of TN obtained from ρ(T) and S(T) measurements. Pure Cr (figure 6(a)) shows a sharp change in slope 
of the χ(T) curve on heating through TN. χ(T) for pure Cr is distinctly depressed at T < TN, and is 
attributed to the effects of the SDW energy gap. A discontinuous sharp step down is observed in the 
χ(T) curve of pure Cr at Tsf ≈ 123 K where a spin-flip transition occurs. At Tsf the transverse (T) ISDW 
phase transforms on cooling to a longitudinal (L) ISDW phase [1, 17]. Figure 6(b) shows the increase 
in χ (T) on cooling from 350 K to TN giving a maximum value for χ at TN, followed by a sharp (or 
sudden, choose) decrease on further cooling below TN. This results in an anomalous sharp peak near 
TN. Sousa et al. [19] observed a similar behaviour in the Cr100-xAlx alloy system with x = 2.23 and 2.83. 
They attributed the peaks in χ at TN to a local moments resulting in Curie-Weiss paramagnetism above 
TN [1, 19]. At T ≈ 65 K there appears to be a spin-flip transition, not previously reported. 

Figure 7 shows the RH(T) curves for pure Cr and the Cr97Mo3 alloy, respectively. The RH(T) 
behaviour for pure Cr well matches that reported in [17, 20, 21]. The prominent upturn in RH(T) in Cr 
alloys  at T< TN is attributed to the formation of the SDW energy gap, while the downturn below about 
150 K probably reveals the spin-flip transition at Tsf = 123 K. In RH(T) curve for the Cr97Mo3 alloy, it 
is observed that on cooling through TN, there is a rise in RH values. At T ≈200 K the RH values decrease  

Figure 5. Variation of Néel temperatures (TN) 
with respect to Mo content in Cr100-xMox alloys. 

Figure 6. The magnetic susceptibility (χ) as 
function of temperature (T) for the Cr100-xMox with 
(a) x = 0 and (b) x = 3. 

Figure 7. The Hall coefficient (RH) as a function 
of temperature (T) for the pure Cr and Cr97Mo3 
alloy. Arrows indicate the Néel temperatures (TN) 
and the spin-flip transition temperature Tsf. 
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monotonically and become negative at T ≤ 100 K. This behavior can be attributed to a change in the 
type of charge carriers below 100 K. The positive RH indicates that the main charge carriers are holes 
and the hole mobility in the sample is greater than electron mobility [12]. RH values level off at T ≈ 60 
K, corresponding to the temperature in χ(T) curve for the same sample where a step is observed. This 
can possibly be attributed to a spin-flip transition, not previously reported in Cr-Mo alloys. Shabel et

al. [12] reported the Hall effect measurements for Cr-Mo alloys in the concentration range x ≥ 25. No 
Hall measurements were reported previously for the Cr-Mo alloys with x < 25.

4. Conclusions
The present investigation reports on the Cr100-xMox alloys with x = 0, 3, 7, 15 and 25. The XRD results 
reveal the expected pure bcc structure of these alloys. The lattice parameters calculated from XRD 
patterns increase with Mo concentration. The crystallite sizes for the Cr-Mo alloys ranges from 15 to 
30 nm. Prominent anomalies were observed in the electrical resistivity and Seebeck coefficient 
measurements as a function of temperature for these alloys. TN values for each alloy, determined from 
these measurements agree very well with each other and decrease with an increase in Mo content. χ(T) 
measurements give nearly same value for TN and also indicate a spin-flip transitions in pure Cr and 
Cr97Mo3 alloy. Hall measurements in Cr97Mo3 alloys reported here for first time. It shows positive as 
well as negative RH values, indicating a change in number as well as type of charge carriers.

Acknowledgements  

Financial support from the South African NRF (Grant numbers 80928 and 80626) and the Faculty of 
Science from the University of Johannesburg are acknowledged. 

References 

[1] Fawcett E, Alberts H L, Galkin V Y, Noakes D R and Yakhmi J V 1994 Rev. Mod. Phys. 66 25 
[2] Lomer W M 1962 Proc. Phys. Soc. 80 489 
[3] Stro�m-Olsen J O and Wilford D F 1980 J. Phys. F: Metal Phys. 10 1467 
[4] Jayaraman A 1998 Curr. Sci. 75 (11) 1200 
[5] Mamiya T and Masuda Y 1976 J. Phys. Soc. Jpn. 40 (2) 390 
[6] Fedders P A and Martin P C 1966 Phys. Rev.143 (1) 245 
[7] Koehler W C, Moon R M, Trego A L and Mackintosh A R 1966 Phys. Rev.151(2) 405
[8] Mitchell M A and Goff J F 1972 Phys. Rev. B 5 (3) 1163 
[9] Schro�der K and Tomaschke H 1968 Phys. Kondens. Materie 7 318  
[10] Trego A L and Mackintosh 1968 Phys. Rev. 166 (2) 495 
[11] Bender D and Muller J 1970 Phys. Kondens. Materie 10 342 
[12] Shabel B and Schr��der K 1967 J. Phys. Chem. Solids 28 2169 
[13] Muchono B, Prinsloo A R E, Sheppard C J, Alberts H L and Strydom A M 2014 J. Magn.

Magn. Mater. 354 222 
[14] Sheppard C J, Prinsloo A R E, Alberts H L, Strydom A M J. Appl. Phys. 2011 109 07E104-1 
[15] Cullity B D 1956 Elements of X-ray diffraction Addison-Wesley Publ. Comp., Inc. U. S.

America 97 
[16] Mitchell M A and Goff J F 1975 Phys. Rev. B 12 (5) 1858 
[17] Sheppard C J, Prinsloo A R E, Alberts H L, Muchono B and Strydom A M 2014 J. Alloys

Compd. 595 164 
[18] Reddy L, Prinsloo A, Sheppard C and Strydom A 2013 J. Korean Phys. Soc. 63 (3) 756 
[19] Sousa J B, Amado M M, Pinto R P, Pinheiro M F, Braga M E, Moreira J M, Hedman L E, 

Åström H U, Khlaif L, Walker P, Garton G and Hukin D 1980 J .Phys. F: Metal Phys. 10 
2535 

[20] Furuya Y 1976 J. Phys. Soc. Jpn. 40 490 
[21] Furuya Y, Misui T 1976 J. Phys. Soc. Jpn. 41 1938 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 18



Magnetic and thermodynamic properties of Ce23Ru7Mg4 
compound 

J C Debnath1, A M Strydom1 , O Niehaus2 and R Pöttgen2 

1Highly Correlated Matter Research Group, Department of Physics, University of 
Johannesburg, South Africa. 
2Institut für Anorganische und Analytische Chemie, Universität Münster, Germany. 

Author e-mail address: jdebnath@uj.ac.za 

Abstract. The magnetic susceptibility and heat capacity of the novel compound Ce23Ru7Mg4 
have been studied above room temperature to low temperature range and in the applied 
magnetic field up to 7 T. This compound crystallizes with the hexagonal non-centrosymmetric 
Pr23Ir7Mg4-type structure, with space group P63mc. The structure is built up from complex 
three dimensional networks of edge and corner-sharing RE6Ru trigonal prisms. The magnetic 
susceptibility and specific heat both exhibit a distinct anomaly at about ~2 K which most 
probably suggests a paramagnetic to antiferromagnetic phase transition. The magnetic 
susceptibility尀 revealed a magnetic moment µeff = 2.24 µB/Ce which is close to the value for 
cerium in pure Ce metal (µeff = 2.54 µB), indicating a presence of well localized magnetic 
moments carried by the stable Ce3+ ions but with significant deviation from full moment. The 
magnitude of the electronic specific heat coefficient γ = 127 mJ/Ce-mol K2 suggests correlated 
electron behavior in this compound. 

1. Introduction
Complex metal alloys have been shown to offer new possibilities in developing high efficiency 
thermoelectric material [1]. Among the correlated electron class of magnetic systems, the enhanced 
thermoelectric power characteristic of Kondo metals offers a distinct advantage in gaining 
thermoelectric efficiency.  In recent years, the rare earth (RE)–transition metal (T)–magnesium 
systems has been studied a few with respect to phase analyses, crystal structures, and chemical 
bonding as well as magnetic and mechanical properties. The rare earth (RE) metal rich RExTyMgz (T 
= late transition metal) compounds show a strong tendency for a formation of transition metal 
centered RE6 trigonal prisms with different condensation patterns and strong RE-T bonding [2]. 

These RExTyMgz intermetallics have technical importance for precipitation coarsening in modern 
light weight alloy systems [3]. The RExTyMgz compounds with the so far highest rare earth content 
are the hexagonal ones with Pr23Ir7Mg4-type structure, space group P63mc [4]. They have similar 
structural features, i.e. a complex network of condensed RE6T prisms and Mg4 tetrahedra which fill 
voids. 

The crystal chemical details have been reported in the literature [5 – 8]. The electronic structure, 
chemical bonding, and physical properties of Ce23Ru7Mg4 compound have also been reported [9-10]. 
Unfortunately physical properties at very low temperature (< 2 K) are not available for this 
compound. Keeping this in mind here we present the physical properties of Ce23Ru7Mg4 at very low 
temperature to room temperature. Here we present exploratory results of a study on the novel 
compound Ce23Ru7Mg4 which has 68 atoms per unit cell and therefore qualifies as a complex metal 
alloy. 
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2. Experimental
A polycrystalline Ce23Ru7Mg4 sample was synthesized from small cerium ingots (smart elements, > 
99.9 %), ruthenium powder (Heraeus, ca. 200 mesh, > 99.9 %), and a magnesium rod (Johnson 
Matthey,  16 mm, > 99.95 %). Pieces of the cerium ingot were first arc-melted to a small button 
under purified argon. The cerium button, the ruthenium powder, and pieces of the magnesium rod 
were then weighed in the 23 : 7 : 4 atomic ratios and arc-welded in a tantalum tube under an argon 
pressure of about 800 mbar. The ampoule was inductively heated (Hüttinger Elektronik, Freiburg, 
Type TIG 5/300) first for 2 minutes at about 1300 K, followed by 2 hours at ca. 920 K. Finally the 
tube was quenched to room temperature. The brittle Ce23Ru7Mg4 sample could easily be separated 
from the tube. No reaction with the tantalum container was observed. Ce23Ru7Mg4 crystallizes with 
the hexagonal Pr23Ir7Mg4 type structure, space group P63mc, a = 993.5(3), c = 2243.9(8) pm. 

3. Results and discussion
The temperature dependence of inverse magnetic susceptibility of Ce23Ru7Mg4 between 1.76 and 400 
K measured in an applied field of 0.05 T is presented in figure 1. A fit of the inverse magnetic 
susceptibility in the region 125-400 K according to a modified Curie-Weiss expression (T) = [χ0 + 
C/ (T ̶ θP)] revealed a temperature-independent contribution χ0 = 0.0004168 emu/Ce-mole,  an 
experimental effective magnetic moment µeff = 2.24 µB/Ce, which is lower than the free ion value of 
Ce+3 µeff = 2.54B and can be attributed to not all cerium atoms being in a trivalent state as the basic 
building unit of the Ce23Ru7Mg4 structure is ruthenium centered trigonal prisms formed by cerium 
atoms which are capped by three further cerium atoms on the rectangular faces. The monomeric 
building units (trigonal prisms) are condensed via common edges and corners to three-dimensional 
networks which leave cavities for Mg4 tetrahedra. In the structure of Ce23Ru7Mg4 compound, Ce1, 
Ce2, Ce7, and Ce8 can be considered as trivalent, while Ce3, Ce4, Ce5, Ce6, and Ce9 tend towards 
intermediate cerium valence. Thus, 30 of the 46 cerium atoms per unit cell are in an intermediate 
valence state [9-10]. Extrapolation of the (T) vs. T data lead to a Weiss constant of θP =  ̶  32.5 K.  

Figure 1. Temperature dependence of the inverse magnetic susceptibility of Ce23Ru7Mg4 measured in 
500 Oe. The line represents the modified Curie-Weiss fit of (T). Inset shows the low temperature 
data of (T), arrow points to the anomaly corresponding to the magnetic phase transition.  
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The observed negative sign of θP can be understood to arise from the development of 
antiferromagnetic-type correlations between the Ce moments. The attained µeff value is higher than 
the obtained value by Linsinger et al. [9]. According to Linsinger et al. µeff value is 2.01 µB/Ce and the 
θP = −13.7 K at applied field 1 T. Below 125 K, the inverse magnetic susceptibility (T) 
considerably deviates from Curie-Weiss behavior, which could be attributed to crystal field splitting 
of the J = 5/2 ground state of Ce+3 and/or the onset of short-range magnetic interactions. With 
decreasing temperature the magnetic susceptibility exhibits a distinct anomaly due to magnetic 
ordering which we provisionally attribute to antiferromagnetic type ordering at TN = 1.2 K. The inset 
in figure 1 shows the low temperature dependence of (T) with better visible anomaly and the arrow 
indicating the magnetic phase transition. 

Figure 2. The magnetization for Ce23Ru7Mg4 at different temperatures. 

The magnetization isotherms taken at 1.76 and 10 K are shown in figure 2. The magnetization 
M increases near linearly with applied magnetic field at temperature T = 10 K, whereas at T = 1.76 K 
on the other hand a strong curvature in M (H) is found. It is noted that the magnetization is especially 
strongly curved and field dependent in the ≤ 2 T region. The value of magnetic moment measured at 
1.76 K in the upper field limit of 7 T amounts to 0.67 B/Ce which is much reduced from the 
theoretical value for the saturated moment of free Ce+3 ion s= 2.14B. It can be accredited to crystal 
field splitting of the J = 5/2 ground state and owing to the fact that not all Ce atoms are in a stable 
trivalent state similar to Ce23Ni7Mg4 [11]. This has also been observed in Ce23Ru7Cd4 [12]. The 
magnetic moment value 0.59 B/Ce at 8 T and 2.5 K was obtained by Linsinger et al. [9].  

The temperature dependence of the heat capacity CP(T) of Ce23Ru7Mg4 in the temperature 
range 1.94–245K in zero magnetic field is shown in figure 3. The heat capacity measurement of 
Ce23Ru7Mg4 shows an upturn starting at about 2 K shown in inset of figure 3. The sharp peak with a 
maximum at about 2 K in zero field, we ascribe to the transition into a magnetically ordered phase. 
The appearance of the magnetic phase transition is consistent with measured susceptibility where a 
pronounced maximum is present near this temperature shown inset in figure 1.  
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Figure 3. Temperature dependence of the heat capacity of Ce23Ru7Mg4 up to 245 K in zero magnetic 
field. Inset:  expanded low- temperature part of the heat capacity up to 22 K. 

The value of the electronic coefficient of the specific heat γ has been taken as the extrapolation of the 
linear part of the Cp/T vs. T2 curves at low temperatures indicated by red line displayed in Fig. 4. The 
upturn in Cp/T vs. T2 observed at low temperatures is related with the magnetic phase transition in low 
field. The obtained electronic coefficient of specific heat γ value is 127 mJ/Ce-mol∙K2 for 
Ce23Ru7Mg4. This value of γ suggests that there may be strong electronic correlations present in 
Ce23Ru7Mg4. One origin may be the Kondo effect produced by an on-site hybridization between f and 
conduction electrons. As a precursor effect to the lower-lying magnetic phase transition however, an 
enhanced value of γ may also result from short-range correlations immediately above TN. The value of 
θD obtained from the simplified Debye model is approximately 175 K.  

Figure 4. Temperature dependence of the heat capacity displayed as CP/T vs T2. 

The temperature dependence of the heat capacity of Ce23Ru7Mg4 in zero and 5 T applied 
magnetic field shown in figure 5. It is shown that with applied magnetic field the peak is flattened and 
lifted towards higher temperature. 
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Figure 5. Temperature dependence of the heat capacity in zero and 5 T applied magnetic field. 

4. Conclusion
The magnetic susceptibility and heat capacity of Ce23Ru7Mg4 compound have been studied above 
room temperature to very low temperature. The magnetic susceptibility exhibits a distinct anomaly at 
1.2 K with paramagnetic to antiferromagnetic phase transition. The heat capacity measurement shows 
a maximum at about 2 K which is almost consistent with the measured susceptibility where strong 
maximum is present near this temperature. Magnetic susceptibility with paramagnetic to 
antiferromagnetic phase transition and heat capacity measurements suggests that there may be strong 
electronic correlations present in Ce23Ru7Mg4. The heat capacity measurements provide for the 
electron specific heat coefficient γ = 127 mJ/Ce-mol∙K2 which originates from an appreciable amount 
of f – electron involvement in the conduction electrons and the resulting strongly hybridized state.  
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Abstract. Using the capacitively coupled Josephson junctions with diffusion current (CCJJ
+ DC) model, we performed a precise numerical study of phase dynamics of intrinsic Josephson
junctions under external electromagnetic radiation. We survey the different Shapiro step
subharmonics found in these systems. We demonstrate the charging of superconducting layers
in bias-current interval corresponding to a given Shapiro step subharmonics and the existence
of longitudinal plasma wave along the stack of junctions.

1. Introduction
The system of superconducting layers in high temperature superconductors (HTSC) such as
Bi2Sr2CaCu2O8+δ (Bi-2212) represents intrinsic Josephson junctions (IJJs). In such systems,
as it is the case in single Josephson junctions, the locking of the Josephson oscillations
with frequency ωJ to the frequency ω of external electromagnetic radiation leads to the
appearance of Shapiro steps [1, 2] in the current voltage characteristics (IV-characteristics).
Many devices in existence exploit this effect, notably voltage standards and terahertz radiation
emitters/detectors. Therefore, a detailed study of the Shapiro steps and their subharmonics in
the IJJs under different resonance conditions presents important research questions with various
potential applications.

An interesting feature of the IJJs is the possibility of longitudinal plasma wave (LPW)
propagating along the c-axis [3]. Each superconducting layer is characterized by the order
parameter ∆l(t) = |∆| exp(iθl(t)) with the time dependent phase θl(t). The thickness of
superconducting layers (about ∼ 3 Å) in an HTSC is comparable with the Debye length rD
of electric charge screening. Therefore, there is no complete screening of the charge in the
separate layers, and the electric field induced in each JJ penetrates into the adjacent junctions.
Thus, the electric neutrality of superconducting layers is dynamically broken and, in the case of
the ac Josephson effect, a capacitive coupling appears between the adjacent junctions [3]. The
absence of complete screening of charge in the superconducting layer leads to the formation of
a generalized scalar potential Φl of the layer, which is related to the charge density Ql in the
superconducting layer as follows [3, 4]: Ql = − 1

4πr2D
Φl.

The existence of a relationship between the electric charge Ql of the l-th layer and the
generalized scalar potential Φl of this layer reflects a non-equilibrium nature of the ac Josephson
effect in layered HTSC [4]. In this case, the diffusion contribution to the quasiparticle

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 24



current arises due to the generalized scalar potential difference. The latter is taken into
account in the capacitively coupled Josephson junction model with diffusion current (CCJJ+DC
model)[5]. At ωJ = 2ωLPW (ωJ and ωLPW are the Josephson and longitudinal plasma wave
frequencies, respectively) the parametric resonance is realized: the Josephson oscillations excite
the longitudinal plasma wave. The charge in the superconducting layer at parametric resonance
can have complex oscillations depending on the number of junctions in the stack, coupling and
dissipation parameters and boundary conditions. Fourier analysis [6] of the temporal dependence
of the charge in a superconducting layer shows a spectrum of frequencies, in particular, ωLPW ,
ωJ , and their combinations.

In this paper, we present the results of the investigation of the effects of electromagnetic
radiation on the phase dynamics of the intrinsic JJs and the temporal oscillations of the
electric charge in superconducting layers in HTSC. For fixed parameters of JJs and parameters
of simulations, we have studied the manifestation of the Shapiro step subharmonics in IV-
characteristics and demonstrated their “charging”, i.e. the charging of superconducting layers
in the corresponding bias current intervals at fixed amplitude of external radiation. To escape
the complexity related to the overlapping of the SS subharmonics, we consider here a case of
small radiation amplitudes.

2. Model and method
To investigate the phase dynamics of the IJJ, we use the one-dimensional CCJJ+DC model [5]
with the gauge-invariant phase differences φl(t) between S-layers l and l + 1 in the presence of
electromagnetic irradiation described by the system of equations:

∂φl

∂t
= Vl − α(Vl+1 + Vl−1 − 2Vl)

∂Vl

∂t
= I − sinφl − β

∂φl

∂t
+A sinωt+ Inoise

(1)

where t is the dimensionless time normalized to the inverse plasma frequency ω−1
p , ωp =√

2eIc/~C, C is the capacitance of the junctions, β = 1/
√
βc, βc is the McCumber parameter,

α gives the coupling between junctions [3], ω and A are the frequency and amplitude of the
radiation, respectively. To find the IV-characteristics of the stack of the intrinsic JJ, we solve
this system of nonlinear first order differential equations (1) using the fourth order Runge-Kutta
method. In our simulations we measure the voltage in units of V0 = ~ωp/(2e), the frequency in
units of ωp, the bias current I and the amplitude of radiation A in units of Ic.

To calculate the voltages Vl(I) at each I, we simulate the dynamics of the phases φl(t) by
solving the system of equations (1) using the fourth-order Runge-Kutta method with a step in
time Tp (a schematic of the numerical procedure and additional parameters of simulation are
shown in figure 1 of Ref. [7]). As a result, we obtain the temporal dependence of the voltages in
each junction at a fixed value of bias current. So, we can calculate the temporal dependence of
the charge in each layer as well as through the voltage difference in the neighboring junctions (see
below). After completing the calculations for bias current value I, the current value is increased
or decreased by a small amount of δI (bias current step) and the voltages in all junctions at the
next point of the IV-characteristics is calculated. So actually, the time dependence of voltage in
each junction or the charge in each layer consists of intervals at each fixed current value. We use
the distribution of phases and voltages achieved at the previous point of the IV-characteristics
as the initial distribution for the current point. The average of the voltage V̄l is given by

V̄l =
1

Tf − Ti

∫ Tf

Ti

Vldt (2)
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where Ti and Tf determine the interval for the temporal averaging. In our simulations, we
use Ti = 23T , Tf = 210T . The time step is ∆T = T/(2 × 160). Here the factor T is
T = 2π/ω(2/3)(3/5)(4/7). This choice is not unique but necessary for the stability of our
calculations.

To study time dependence of the electric charge in the S-layers, we use the Maxwell equation
div(εε0E⃗) = Q, where ε and ε0 are relative dielectric and electric constants, respectively. The
charge density Ql (in the following text - charge) in the S-layer l is proportional to the difference
between the voltages Vl and Vl+1 in the neighbor insulating layers

Ql = Q0α(Vl+1 − Vl), (3)

where Q0 = εε0V0/r
2
D. An estimate, taking the parameters of the IJJ, gives a value of about

2.4 × 10−16C. This value of charge is not significantly high, but it makes for an interesting
physics. In our numerical calculations, we have used the coupling parameter α = 0.05, the
dissipation parameter β = 0.2 and periodic boundary conditions. We note that the qualitative
results are not very sensitive to these parameters and boundary conditions. The details of the
model and simulation procedure are presented in Ref. [8].

3. Results and discussion
3.1. Shapiro step subharmonics in IV-characteristic
As mentioned earlier, the Shapiro step subharmonics appear when Josephson junctions are
exposed to electromagnetic radiation. This happens when the resonance condition qωJ = pω is
fulfilled. As a result, we expect to find steps on the IV-curves at voltages Vp,q such that,

Vp,q = NωJ = (
p

q
)Nω, (4)

Integers ratio p/q correspond to the main Shapiro steps, whereas non-integer ratio p/q give the
subharmonics.
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Figure 1. (Color online) (a) Demonstration of subharmonics in IV-characteristic of the stack
of 10 IJJs with β = 0.2, α = 0.05 under external radiation at frequency ω = 2 and amplitude
A = 0.19. Inset shows the total IV-curve with dashed circle indicating the enlarged part of
IV-characteristic in main figure; (b) Manifestation of the subharmonics on the dependence of
the differential resistance dV/dI versus bias current I for the same stack.

The inset to figure 1(a) shows the total IV-characteristic of the stack of 10 IJJs with β = 0.2,
α = 0.05 under external radiation at frequency ω = 2 and amplitude A = 0.19. We see the
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Figure 2. (Color online) Charge-time dependence (top curve) and corresponding parts of
IV-characteristics (bottom curve/dotted lines) around Shapiro step subharmonics: (a) 3/5,
(c) 5/8, (d) 2/3 and (f) 3/4. Panels (b) and (e) enlarge the parts of charge-time curves
indicated by arrows in (a) and (d). They demonstrate the character of charge oscillations
in the superconducting layers at chosen values of bias current.

Shapiro step at V = 20 and some inner branches before transition to the zero voltage state.
Part of the IV-curve marked by circle is enlarged in the main figure. It demonstrates the
Shapiro step subharmonics 2/3 and 3/5 observed and the corresponding values of voltage. We
note that these steps belongs to the third level of continued fractions N − 1/(n + (1/m)) with
N = 1 and n = 2 [9]. We show also in figure 1(b) the differential resistance dV/dI versus bias
current I to demonstrate the subharmonics 3/4 and 5/8 which are not clearly visible in the
IV-characteristics. Their positions in IV-characteristic are indicated by arrows. They belong
to the continued fractions N − 1/(n ± (1/m)) with N = 1, n = 3 and sign plus and minus,
respectively.

3.2. “Charging” of Shapiro steps subharmonics
A charging of superconducting layers in the bias current interval corresponding to the Shapiro
step at double resonance conditions was previously demonstrated [10]. A question concerning the
“charging” of Shapiro step subharmonics was not investigated. Here, we attempt this question.

For the current intervals corresponding to the Shapiro steps subharmonics in figure 1, we
compute the electric charge in each superconducting layer using Eq. 3. The charge versus time
graphs for these current intervals and corresponding parts of the IV-characteristics (black curves)
can be found in figure 2.

We observe that the stack of IJJ in the current interval corresponding to the SS subharmonics
3/5 and 2/3 has noticeable charge oscillations. The character of charge oscillations is
demonstrated in the panels (b) and (e) for the parts of charge-time curves indicated by arrows
in (a) and (d). We see the difference in the dynamics of charge oscillations which reflects the
different wavelength of realized longitudinal plasma wave in both cases. The SS subharmonics
5/8 and 3/4 do not demonstrate “charging”: the amplitude of charge oscillations is in the order

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 27



of 10−8 (i.e. on the noise level of our simulations).

3.3. Longitudinal plasma waves
The effect of the increase of the external radiation amplitude on the LPW created at the
radiation related parametric resonance was investigated in Ref. [10]. A remarkable change in
the longitudinal plasma wavelength was demonstrated. Here we show that LPWs with different
wavelength can be realized in the stack in the bias current intervals corresponding to the Shapiro
step subharmonics.

Figure 3 demonstrates the longitudinal plasma waves created in the stack of 10 IJJs in current
intervals corresponding to the “charged” regions of 3/5 and 2/3 steps. We see the realization of
LPW with wavelength λ = 5 in case of Shapiro step subharmonic 3/5 and λ = 2 in case of 2/3.
The effect of the increase of radiation amplitude on the wavelength of the LPW will be studied
somewhere else.
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3/5, λ=5 (a)

Layer’s Number
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Figure 3. (Color online) Demonstration of the longitudinal plasma waves created in the stack
of 10 IJJ: (a) Distribution of charge along the stack at fixed time in the current interval of step
3/5; (b) The same for the step 2/3.

3.4. Conclusions
We have demonstrated the charging of superconducting layers in bias current intervals
corresponding to Shapiro step subharmonics. The existence of the longitudinal plasma wave
along the stack of junctions in these intervals was illustrated. We found an interesting feature:
this “charging” of subharmonics is not regular. Particularly, the step 5/8 which is placed
between the “charged” steps 3/5 and 2/3, is not “charged”. This phenomenon requires additional
investigation.
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Abstract. An investigation of the physical properties of Cr100-xIrx alloy single crystals, with 

x = 0.07, 0.15, 0.20 and 0.25, were previously used to establish the magnetic phase diagram of 

Cr100-xIrx alloy system around triple point concentration where the various magnetic phases 

co-exist. The present study extends these results by considering the temperature (T) 

dependence of the Seebeck coefficient (S), specific heat (Cp) and Hall coefficient (RH) 

measurements, in addition to the electrical resistivity (ρ). Well defined anomalies were 

observed in the ρ(T) and S(T) curves of all the samples, except x = 0.25 alloy in S(T) curve 

which is above 380 K (TN = 391.5 K). The anomaly is the effect of an antiferromagnetic to 

paramagnetic phase transition on heating through the Néel temperature (TN). Contrary to what 

is normally expected, it is noted that the anomaly related to TN is more prominent in the ρ(T) 

curves than in the S(T) curves. RH measurements carried out from 360 K down to 2 K in a 

constant magnetic field of 6 T, shows only weak anomalies at TN for certain samples. The 

electronic Sommerfeld coefficient (γ), obtained from the low temperature Cp/T versus T 
2
 data,

fits in well with the γ versus electron-to-atom (e/a) ratio curve previously published for certain 

Cr alloys.  

1. Introduction

The electron and hole Fermi surfaces of pure Cr and its alloys nest on cooling through the Néel 

temperature (TN), resulting in the formation of the spin-density-wave (SDW) when the 

antiferromagnetic (AFM) phase is entered. This nesting decreases the energy of the system through 

electron-hole pair condensation and results in the appearance of SDW energy gaps at the Fermi 

surface in certain directions in k-space [1].  

The first parameter of importance in influencing the formation of the SDW is the effect of electron 

concentration on the area of the electron and hole Fermi surface sheets that nest [1]. The nesting area, 

and concomitantly the stability of the SDW state, depend on the electron concentration per atom (e/a) 

which can easily be tuned by alloying Cr (e/a = 6) with group-8 non-magnetic transition metals to 

increase or decrease the electron concentration [1]. 

Cr alloys with group-8 non-magnetic transition metals Ru, Os, Rh, Ir and Pt show large anomalies 

of magnetic origin at the phase transition temperatures [1]. The addition of very small amount of these 

impurities is enough to introduce phase changes in the magnetic state in the Cr alloys. Furthermore, 

the magnetic phase diagrams of the Cr alloys with group-8 non-magnetic transition metals contain the 

commensurate (C) SDW phase, the incommensurate (I) SDW phase, the transverse (T) 

incommensurate (I) SDW, longitudinal (L) ISDW phases as well as the paramagnetic (P) phase. The 
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magnetic phase diagrams of these alloys contain a triple point, where the ISDW, CSDW and P phases 

co-exist [1]. For impurity concentrations (x) below the triple point concentration (xL), the LISDW, 

TISDW and P phases are observed, while for  x > xL CSDW phase is observed. The spin-flip transition 

(TSF) and the Néel transition (TN) are known as first order phase transitions and the ISDW-CSDW 

phase transition (TIC) are second order in nature [1, 2].  

The Cr-Ir single crystals used in this study were also previously investigated using electrical 

resistivity, ultrasonic attenuation, thermal expansion and magnetoelastic measurements [3-5]. In order 

to extend these investigations and draw new correlations between the various physical properties, 

electrical resistivity (ρ), Seebeck coefficient (S), specific heat (Cp) and Hall coefficient (RH) 

measurements were done in the present study. 

2. Experimental

The Cr100-xIrx single crystals, with x = 0.07, 0.15, 0.20 and 0.25, were prepared using the floating-zone 

technique [3-5] and previously investigated using different measurement techniques [3-5]. In the 

present study electrical resistivity ρ(T) in the temperature (T) range 2 K ≤ T ≤ 630 K, Seebeck 

coefficient S(T), specific heat Cp(T) measurements were done in the temperature range 2 K ≤ T ≤ 380 

K and Hall coefficient (RH) were carried out in the same temperature range as Cp(T) and at a constant 

magnetic field of 6 T using a Quantum Design (QD) Physical Property Measurement System (PPMS). 

All these measurements were performed along the cubic [100] direction. The electrical resistivity 

measurements were done during heating and cooling.    

3. Results and Discussion

Figure 1(a) shows electrical resistivity (ρ) as a function of temperature (T) in the range 2 K ≤ T ≤ 630 

K. Well defined anomalies in the form of clear minima followed by prominent domes are observed 

near Néel temperature (TN) on cooling through the ISDW-P region. TN and the size of the dome 

increase with increasing the Ir concentration, x. This anomalous behaviour is associated with the 

formation of the SDW on entering the antiferromagnetic phase on cooling through the Néel 

temperature (TN) [1]. TN is often defined for Cr and its dilute alloys as the temperature associated with 

the minimum in d/dT accompanying the magnetic phase transition [1]. This definition was also used 

in the present study and an example is shown in Figure 1(b). Present results are in good agreement 

with previous results of the electrical resistivity measurements on single and polycrystalline Cr100-xIrx 

alloys [5-10]. Thermal hysteresis was observed during heating (TIC) and cooling (TCI) in Cr99.80Ir0.20 

single crystal, but the temperature range varies slightly from that previously observed [5]. 
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Figure 1. (a) Electrical resistivity (ρ) as a function of temperature (T) in the range 2 K ≤ T ≤ 630 K for the 

Cr100-xIrx single crystals. Symbols for concentrations are indicated in the legend. (b) dρ/dT as a function of 

temperature (T) for x = 0.25 sample. The minimum is used to indicate the Néel temperature, TN. 
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The Seebeck coefficient (S) of Cr100-xIrx alloys were measured as a function of temperature (T) in 

the range 2 K ≤ T ≤ 380 K. Figure 2 shows S(T) curves for alloys, with x = 0.07 and 0.20. The S versus 

T curve for 0.07 at.% Ir, shows a well-defined anomaly with prominent dome associated with TN, 

around the same temperature region in which the electrical resistivity shows similar anomaly. TN for 

0.25 at.% Ir lies above the measured temperature range 2 K ≤ T ≤ 380 K and this cannot be seen in the 

curve. This TN was calculated from the derivative of dS(T)/dT accompanying the S(T) magnetic 

anomaly, which is indicated by an arrow in Figure 2. 

The value of TN, as well as the magnitude of the dome in S(T) increases with x and its position 

shifts to higher temperatures. The TN values obtained from ρ(T) and S(T) in the present studies are 

approximately equal to the previous studies. The formation of dome in ρ(T) and S(T) are due to the 

formation of the SDW resulting in the formation of additional energy gaps in band structure of Cr-

alloys [1, 5]. Using the experimental electrical resistivity and Seebeck coefficient results, the energy 

gap (∆Eg), can be calculated using the equation,     
    

  

  
 (

 

 
)
 
 
 

 
[11]. Here ρ is the total 

electrical resistivity, ∆ρ is the extrapolated resistivity, ∆S is the extrapolated Seebeck coefficient at 

temperature T. The quantity ∆ρ and ∆S are the difference between the maximum value of ρ and S in 

the antiferromagnetic region and the extrapolated resistivity and Seebeck coefficient value from the 

paramagnetic region at the same temperature. The Fermi energy, ∆Eg, was calculated for x = 0.07, 

which is equal to 0.1 meV. 

The electronic Sommerfeld coefficient, γ, was determined for the single crystals by fitting the low 

temperature specific heat data to the equation Cp/T = γ + β T 
2
, where γ is the electronic Sommerfeld

coefficient related to density of state, n(EF), and β is the lattice contribution related to Debye 

temperature θD. The experimental data points in the Cp/T versus T 
2
 curve was well fitted by least-

squares linear fits, which is a straight line in the temperature range 2 K ≤ T 
2
 ≤ 7 K for all Cr100-xIrx

single crystals. The inset in Figure 3 shows such a fit for the x = 0.20 sample as an example. The 

calculated gradients for the Cp/T versus T 
2
 curves for all the single crystals in the range T 

2
 ≤ 5.5 K is

approximately equal to the gradients obtained for 4 ≤ T 
2
 ≤ 400 K. 

The values of γ for the Cr100-xIrx single crystals is compared with previously studied alloys, such as 

Cr-V (▼) [13] and (▲) [14], Cr-Re [□] [15, 16], Cr-Ru [] [13, 15] alloys in Figure 4. In general 

these curves show a gradual increase with increasing the e/a ratio of the alloys and started to level off 

at, e/a = 6.35. Line curves in Figure 4 were plotted by least-squares polynomial fit. The dashed line 

curves  in  Figure  4  plotted  with  the  aid of  the paramagnetic  data  points  from  Cr-V  and  Cr-Re.  
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Figure 2. The Seebeck coefficient (S) for Cr100-xIrx 

alloys with x = 0.07 (○) and 0.20 (∆) as a function of 

temperature (T) in the range 2 K ≤ T ≤ 380 K. 

Figure 3. The graph of Cp versus T for 0.25 at.% Ir 

alloy in the temperature range 2 K ≤ T ≤ 300 K. The 

inset shows Cp/T versus T
 2

 for 0.20 at.% Ir alloy,

T 
2
 ≤ 5.5 K. The experimental data points were well 

fitted using least-squares linear fits. 
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The curve shows a smooth change in γ in the PM region for Cr-V, in the low region where e/a ≤ 5.95 

and for Cr-Re, in the high diluent region where e/a ≥ 6.25. For all the AFM alloys all the experimental 

γ values are suppressed below those observed in the paramagnetic region. This effect is due to the 

overlapping of the electron and hole Fermi surface sheet and the reduction in the density of states at 

the Fermi level in the formation of SDW. The γ values of Cr-Ir single crystals are indicated by large 

open circles in Figure 4, which have approximately similar γ values at e/a ≈ 6.00. These γ values lie on 

the dotted curve, which belongs to the alloys Cr-Ru and Cr-Re in the region where e/a ≥ 6.00 as 

shown in Figure 4. Therefore, as expected, the Cr-Ir may have the similar trend of Cr-Ru and Cr-Re in 

high concentration (x), because these alloys are in the same group [1, 2]. 

Figure 5 illustrates the Hall coefficient of the Cr100-xIrx single crystals curves as a function of 

temperature (T), which shows that the value of RH(x) at 2 K decreases with increasing the 

concentration of Ir. RH(T) curves gradually increase when cooling down to 2 K from 380 K. The single 

crystal alloys both show a prominent upturn on cooling to T < TN, and the magnitude of the upturn 

decreases with increasing, x. These effects may be due to an influence of progressive opening up of 

energy gap due to the SDW in the system. At T ≤ 50 K the RH(T) curves levels off, this is attributed to 

the spin-flip transition (TSF), where the (T) ISDW to (L) ISDW phase transform on cooling [17, 18]. 

Arrows shown in Figure 5 indicate TN, TSF and TIC obtained from the work of Martynova et al. [3, 5]. 

The behavioural change in RH(T) decrease with increasing the concentration, x. This effect may be due 

to the ISDW to CSDW phase transition around triple point concentration [18] and/or decreasing the 

number of hole mobility by alloying as well as the domination of the impurity scattering [19]. 

4. Conclusion

The electrical resistivity ρ(T), Seebeck coefficient S(T), specific heat Cp(T) and Hall measurements 

RH(T), of Cr100-xIrx, with x = 0.07, 0.15, 0.20 and 0.25, single crystals were investigated in the present 

study. Well defined magnetic anomalies in the form of a hump in the electrical resistivity, ρ(T), 

curves, show similar trend, compared to previous studies [3-5]. TN values obtained from ρ(T) and S(T) 

measurements compare well. However, there is no clear indication for a spin-flip (TSF) transition, 

previously observed in ultrasonic velocity of sound studies in x = 0.25 crystals in the present study [3]. 

The γ versus e/a values obtained fits in well with that previously found for other Cr alloys with group-

8 diluents [15]. This study can be further expanded as to including S(T), RH(T) and magnetic 

susceptibility χ(T)  measurements as a function of temperature for more single crystals for better 

comparison. 
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Figure 4. The behaviour of electronic Sommerfeld 

coefficient (γ) as a function of electron-atom (e/a) 
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Figure 5. Hall coefficient (RH) as a function of 

temperature (T) in the range 2 K ≤ T ≤ 360 K in a 

constant applied magnetic field 6 T. The arrows indicate 

the TN, TSF and TIC, obtained from the work of 

Martynova et al. [3, 5]. 
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Abstract. Dy doped YVO4:Dy
3+

 phosphors were produced by the combustion method at

600
o
C. The structure and optical properties of the powders were investigated using X-ray 

diffraction (XRD), scanning electron microscopy (SEM), Fourier transform infrared 

spectroscopy (FTIR) and photoluminescence (PL). The XRD patterns showed the tetragonal 

phase similar to the standard JCPD file (17-0341). SEM shows that the particle sizes were 

small and agglomerated, and the size increased with the Dy
3+

 dopant concentration and its 

shape changed to bulk-like particles. In PL, the emission spectra exhibited a weak band at 663 

nm for the 
4
F9/2 - 

6
H11/2 transition and a peak at 483 nm (blue) for the

4
F9/2 - 

6
H15/2 transition and

a 574 nm (yellow) peak with higher intensity for the 
4
F9/2 - 

6
H13/2  transition.

1. Introduction

Yttrium orthovanadate (YVO4) belongs to the space group 
19

D4h [1] and it is an important optical

material that has been given considerable attention due to its outstanding characteristics, such as 

excellent thermal, mechanical and optical properties. In recent years, significant progress has been 

made on luminescent materials using YVO4 as host lattice and its emission colors are based mainly on 

the f–f transition [2]. Eu
3+

 doped YVO4 nanocrystals have been widely used as an important

commercial red phosphor. Their applications include color television, cathode ray tube, fluorescent 

lamps and plasma display panels. Yttrium orthovanadate activated by trivalent dysprosium (YVO4:Dy) 

is a well-known phosphor material with high efficiency. The emission color of the luminescence is 

close to white because of the yellow (
4
F9/2 → 

6
H13/2) and blue (

4
F9/2 → 

6
H15/2) emissions of Dy

3+.
 There

are two basic approaches to generate white light from light emitting diodes (LEDs). One is by mixing 

light of different colours emitted by several chips called multichip LEDs and the other is to convert the 

light emitted from a blue or ultraviolet (UV) LED to a longer wavelength light using phosphors, which 

are called phosphor-converted (pc) – LEDs [3]. In order to produce a phosphor that will produce white 

light for the LED applications Dy
3+

 –doped YVO4 phosphors were produced by a combustion method

at 600
o
C. There are many methods to prepare YVO4 phosphors, such as the chemical co-precipitation

method [4], sol–gel method [5] and hydrothermal method [6]. Combustion has for a long time been the 

major source of energy for heating, transportation and production of electricity [7]. The combustion 

synthesis is very good because it can provide a product without sintering. In this paper, we report on 

the synthesis of YVO4 phosphor material doped with different Dy
3+

 concentrations by combustion

method. The structure and the luminescence properties of the YVO4: Dy
3+

 is discussed.
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2. Experimental

YVO4: Dy
3+

 was prepared by the combustion method. The starting materials were yttrium nitrate

Y(NO3)3, ammonium metavanadate (NH4VO3), urea (NH2CONH4) and dysprosium nitrate Dy (NO3)3. 

The chemical reaction is as follows: 

Y(NO3)3 + NH4VO3 + 2NH2CONH2 → Y(VO4) + 6H2O + 4N2 + 2CO2 

All the ingredients were mixed according to the stoichiometric ratio in an agate motar and a pasty 

solution was formed. The solution was transferred to a crucible and then kept in a furnace maintained 

at a temperature of 600
o
C. A combustion process started in a few minutes and a flame was observed. 

The formation of a foamy powder was observed and a pale yellow powder was obtained. The powder 

was then characterized by X-ray diffraction (XRD) patterns using a D8 advanced AXS GmbH X-ray 

diffractometer. The types of chemical bonds were investigated using a Bruker TENSOR 27 Series 

Fourier transform infrared spectroscopy (FTIR). The morphology was examined by scanning electron 

microscopy (SEM). The photoluminescence (PL) properties of the phosphor (emission and excitation) 

were measured using a Carry Eclipse PL spectrophotometer with a 150W xenon lamp as the excitation 

source. 

3. Results and discussion

3.1.  XRD study 

Figure 1 shows the XRD patterns of YVO4 phosphor material doped with different concentration of 

Dy. The XRD patterns show the tetragonal phase and agreed well with standard JCPD file (17-0341) 

[8]. It is clear from the XRD patterns that no impurity phases were present which shows that all 

reactants have reacted completely. The average crystallite size determined from the broadening of the 

peaks (200), (112) and (312) using Scherrer formula was about 31 nm. The calculated lattice 

parameters were found to be a=0.711 nm and b=0.628 nm.  

 0.5%

 1%

 1.5%

204332420400

312

321103301202220

112
200

101

 2%

 

10 20 30 40 50 60 70

In
te

n
s

it
y
 (

a
.u

)

2 (degree)

Figure 1. XRD pattern for the YVO4 phosphors –doped 

with different concentration of Dy
3+

 as well as the 

standard JCPD file (17-0341 ). 
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Figure 2. FTIR spectra of YVO4:Dy
3+

.

Figure 3. SEM image of the YVO4:Dy
3+

. doped with

(a) 0.5, (b) 1, (c)1.5 and (d) 2 mol% Dy
3+

ions 

3.2.  FTIR study 

Figure 2 shows the FTIR spectra prepared for the combustion method at different concentrations of 

Dy
3+.

 The most intense band shows the characteristics of the V-O bonds with strong band ranges from 

776-921 cm
-1

 consisted of a peak at 845 cm
-1

. A broad band centered at 3441 cm
-1

 is assigned to the 

symmetric stretching vibration of H−O−H (H2O molecules). The strong peak observed at 1384 cm
-1

 is

ascribed to the asymmetrical vibration of the carboxyl groups. It can be seen that the position of the V-

O stretching vibration remained the same for all the samples. The two weak bands at 2354 cm
-1

 and 

2924 cm
-1 

correspond to the symmetrical and asymmetrical stretching vibration modes of the CH2

group, respectively. The low 0.5% Dy concentration has some influence on symmetrical vibration 

modes of CH2 since the band on 2.54 cm
-1

 is very weak.

3.3.  SEM study 

SEM has been carried out to study the morphological structure of the YVO4:Dy
3+ 

prepared by the

combustion method. The SEM micrographs that are shown in figure 3 show the YVO4 doped with (a) 

0.5, (b) 1, (c) 1.5 and (d) 2 mol% Dy
3+

ions. In a lower Dy
3+

 concentration the particle size were small 

and much agglomerated. The particle size seems to increase along with the concentration and its shape 

changed to bulk-like particles. The surface of the morphology was rough. Table 1 shows the calculated 

average grain size of the YVO4 doped with the various concentration of Dy
3+

. The grain size decreased

(a) (b) 

(c) (d) 
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to 26 nm for 1 mol% of Dy
3+

, and then increased as the Dy
3+

 concentration increased. When doped 

with 2 mol% Dy
3+

, the grain size was found to be 35 nm, which is also indicated in the increase in the 

intensity of the diffraction peaks, as observed in the XRD analysis. 

Table 1: The average crystallite size for the YVO4 doped with 

different concentration of Dy calculated by Scherer equation 

Dy
3+

 concentration (mol%) Average grain size (nm) Experimental 

error (±) 

0.5 30 ±4.5 

1 26 ±3.7 

1.5 30 ±1.2 

2 35 ±2.6 

3.4.  PL study 
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Figure 4. Excitation spectra of YVO4:Dy
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Figure 5. PL emission spectra of YVO4:Dy
3+

.
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Figure 6. (a) 574 nm PL peak intensity vs concentration graph of the YVO4:Dy
3+

 phosphor,

(b) CIE of YVO4:Dy. 

The PL excitation spectrum of YVO4:Dy
3+

 phosphor monitored at an emission wavelength of 574 nm

is shown in figure 4. The excitation spectra showed a broad peak around 257 nm. Figure 5 shows the 

emission spectra of the YVO4:Dy
3+

 prepared at different concentration of Dy
3+

. The insert shows the

enlargement of the 663 nm peak. The spectra show the characteristics of the emission peaks of Dy
3+

. 

The peaks are located at 483 nm (blue) and 574 nm (yellow).  The peaks are related to the 

hypersensitive transition 
4
F9/2-

6
H15/2 and the 

4
F9/2-

6
H13/2, respectively. There is a very weak emission

band located at 663 nm which correspond to the 
4
F9/2-

6
H11/2 transition. The intensity of the yellow

emission is stronger than that of the blue emission, because Dy
3+

 is located at a site of the D2d, which

is deviated from an inverse center in the YVO4 host [9]. The maximum PL intensity was observed for 

the lower concentration of 0.5%, figure 6 (a). The PL peak intensity showed a decrease in intensity as 

the concentration of Dy
3+

 increased due to concentration quenching and then the intensity increased 

again when the concentration reached 2% as shown in figure 6. The reason is when the concentration 

is far above the critical concentration the intensity of the Dy
3+

 emission will increase quickly as the 

concentration increase until it reaches another critical concentration, and then the intensity of Dy
3+

 

emission will decrease again for the energy transfer among different Dy
3+

 ions [10].  

3.5.  CIE chromaticity diagram 

The emission color of the YVO4:Dy
3+

 phosphor can be expressed by Commission Internationale de

l’Elcairage (CIE) coordinates as indicated in figure 6(b). The chromaticity coordinate for the 

YVO4:Dy
3+

 with different Dy
3+

 concentrations are very similar. It is clear that the YVO4:Dy
3+

 emitted

a more yellowish colour light. The blue part helped to shift it slightly towards the white part of the 

spectrum. The phosphor can be used as a yellow emitted material in LEDs.  

3.6.  Lifetime study 
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Figure 7. Decay curves of YVO4:Dy
3+

 phosphors with

different concentration of Dy
3+

. 

Figure 7 shows the decay curves for the different concentration of Dy
3+

 doped YVO4. The logarithmic

plots of the curves were fitted by a two order exponential decay equation:  

I = A1 exp (-t/τ1) + A2 exp (-t/τ2). 

Where I represents the phosphorescent intensity, 1 and 2 correspond to shorter and longer lifetime 

constants, and A1 and A2 are constants.  The parameters for the fitting data are listed in table 2. The 

phosphorescence decay times as shown in table 2 can be explained by an initial rapid decay and then 

an intermediate transitional. A decrease in the intensity with an increase in concentration is due to the 

improvement of the crystallinity as the particle size increased with the concentration [11]. 

Table 2: Lifetime values obtained after bi-exponential fitting to 

the data of YVO4:Dy
3+

.

%Dy τ1 (ms) τ2 

(ms) 

A1 A2 

0.5 0.27 0.56 273 493 

1 0.26 0.89 20 177 

1.5 0.26 0.65 27 267 

2 0.28 0.64 47 150 

4. Conclusion

YVO4:Dy
3+

 phosphors prepared with different concentration of Dy
3+

 have been synthesized by the

combustion method at 600
o
C. The XRD characteristics confirmed the crystalline single phase present 

in the sample. In SEM images the particle size seemed to increase along with the concentration of 

Dy
3+

. The emission colour of the luminescence is yellow (
4
F9/2 → 

6
H13/2) and approaching the white

region due to the blue (
4
F9/2 → 

6
H15/2) emissions of Dy

3+
 and has the potential to be used as a phosphor

for pc-LEDs. The intensity of the PL was decreasing while increasing the concentration due to 

concentration quenching.  
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Abstract.  Magnetization measurements to ~10 GPa have been used to monitor both TC and 
magnetic susceptibility in CeCuSi.  The Ce valence and magnetic (5d moment) state to ~16 
GPa at 6 K has been probed by means of L3-absorption core-hole spectroscopy; in particular by 
X-ray absorption near edge spectroscopy (XANES) profiles and X-ray absorption dichroism 
(XMCD), respectively.  Increasing pressure up to 10 GPa increases TC from 15 K to 30 K.   By 
contrast there is a decreasing XMCD intensity, signalling a collapsing Ce ordered moment. 
The XANES profiles show that the original |4f 1>  white line  feature, typical of the localized 4f 
moment, diminishes at the expense of an emerging |4f 0>  (electron delocalization) component.  
The volume dependence of the hybridization between the 4f and d conduction-band states 
enhances the indirect exchange coupling between Ce ions and hence enhances  TC.  However 
there is an attendant 4f level broadening resulting in a valence instability, which is disruptive to 
the stable configuration local moment situation prevailing at low pressure.  

1. Introduction
 Interest in Ce or U based ternary intermetallics has been ongoing for the last three decades, because 
they show a variety of exotic magnetic-electronic ground states (e.g., heavy fermion behavior, non-
Fermi liquid effects, valence fluctuations, etc).  Among the most intensively studied is the equiatomic 
CeTX (T is a transition-metal, X is a p element) type compounds.  Most magnetic CeTX compounds 
order antiferromagnetically. One candidate, CeCuSi, is among a select number that rather exhibits  
ferromagnetic ordering at low temperatures; other candidates being CePdX (X = P, As, Sb) [1-3].  
CeCuSi crystallizes in an ordered  hexagonal ZrBeSi-type structure (space group P63/mmc, number 
194) [3, 4].  The ferromagnetic transition in this compound has been established from both CP specific 
heat data in which a λ-type anomaly is manifested at TC =15 K and magnetization measurements in 
which an ordered moment of ~1 µB and stable configuration Ce3+ state has been obtained [3, 5, 6]. 

The hybridization between the localized 4f and itinerant d electrons (Ce 5d and T 3d) is readily 
tuned (to increase) under pressure [7-9] .  Consequently new ground states can be stabilized at reduced 
inter-atomic spacing without the complexity of disorder from doping. Many well known 
antiferromagnetic CeTX compounds have been the focus of attention in pressure studies in the last 
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decade.  There has been much less done, if any, in elucidating the pressure response of ferromagnetic 
analogs.  This work reports on the magnetic-electronic pressure response of CeCuSi , using novel high 
pressure capabilities in diamond anvil high pressure cells (DACs).  

SQUID magnetization pressure measurements  of  CeCuSi have been used to monitor  the pressure 
evolution of both TC  and the susceptibility  in the magnetically ordered state at  T < 15 K.      X-ray 
absorption spectroscopy (XAS) at the Ce L3-edge  (involving 2p  5d electronic transitions) is  
feasible under these stringent extreme conditions using specialized DAC methodology [10].   
Therefore element specific  X-ray absorption near edge  spectroscopy (XANES)  and  X-ray magnetic 
circular dichroism (XMCD) measurements from these XANES spectra has been used to probe the Ce 
valence and its 5d moment (exchange coupled to the 4f moment), respectively;  as implemented up to 
~16 GPa at liquid helium temperatures.     

2. Experimental

2.1.  SQUID-magnetization pressure measurements 
A miniature turn-buckle magnetic DAC (TM-DAC) [11]  recently developed for magnetization studies 
in a small bore SQUID magnetometer (QD : MPMS ),  has been used for the magnetic pressure 
studies. This TM-DAC comprised of Cu-Be, with maximal pressure capabilities of 10 - 12 GPa, has 
sufficiently low background which is smoothly varying over a wide temperature range.   Hence this  
can be readily subtracted from the measured DAC plus sample signal, to reliably reveal the 
magnetization details of the sample only.   Diamond anvils with 800 µm culets have been used in the 
TM-DAC.   The Cu-Be gasket  has been pre-indented to a thickness of ~100 µm  from a starting 
thickness of 250 µm  and a cavity of ~400 µm diameter drilled in the center of the indention.   

Well characterized homogeneous and single-phased polycrystalline CeCuSi from the same batch as 
previous studies has been used for these pressure experiments [4, 5]. A microscopic solid fragment of 
several µg of the CeCuSi sample was loaded into the cavity of the TM-DAC  to ensure ~75 %  filling 
factor.  Tiny ruby chips were loaded alongside the sample for pressure determination from the ruby 
fluorescence [12].  Transparent Daphne 7373 mineral oil, sufficiently hydrostatic to several GPa  has 
been used as pressure transmitting medium.   The measurement protocol involved cooling the DAC in 
zero field to about 10 - 20 K above TC , after which a 30 Oe field was applied and the magnetization 
(M) measured upon cooling the sample through the transition temperature region.  At initial DAC 
closure the background corrected data revealed the same features of the transition  as for the sample 
measured under ambient conditions outside of the  DAC,   confirming TC = 15 K, see figure 1(a).         

After unloading the DAC from the SQUID, pressure was increased and measured at room-
temperature before commencing with the next M-T run at pressure.  The pressures obtained from the 
ruby fragment loaded near the center of  the cavity was typically within 5% of that of the ruby near the 
edge. Moreover, previous tests have indicated that when the TM-DAC is cooled to 2 K , there is a 
minimal change in pressure from the value locked in at room temperature [11].   

2.2.   XAS measurements 
X-ray absorption measurements at the Ce L3-edge (~5.7 keV) were performed  at the  energy-
dispersive  ODE (Optique Dispersive EXAFS) beamline of Synchrotron SOLEIL.   An external field 
of 1.3 T has been applied along the beam path to impose a magnetization direction (i.e., orientations of 
majority and minority electron spin bands in the ferromagnet).   The magnetic field is  switched 
parallel and anti-parallel to the beam direction which is fully equivalent to changing the helicity of the 
photons incident on the sample.  The dichroic signal (XMCD) is obtained from the difference between 
the (near edge)  XANES spectra for two opposite directions of the external magnetic field.   

The absorption of these incident photons at L2,3 edges result in corresponding spin-polarized 
photoelectrons excited from 2p core levels,  for “detecting” (i.e., populating) majority and minority 
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Figure 1  (color online):  (a)  Background subtracted magnetization-temperature curves as a 
function of increasing pressure.  (b) Pressure evolution of TC  and  (c)  low field magnetization         
(susceptibility) at 9 K . 
 

spin holes  Nh(ms) in the Ce 5d  conduction band  above the Fermi level EF   (2p  5d electric dipole 
transitions) , where ms is the electron spin quantum number  [13] .   

Thus electron spin polarized X-ray absorption spectra (or spin dependent absorption coefficients) 
µ+ and µ- are recorded, from which the dichroism signal may be obtained (i.e.,  µ+ - µ-).   A normalized 
spin-dependent absorption profile   (µ+ - µ-)/(µ+ + µ-)  is computed  from the absorption spectra so as 
to obtain the thickness-independent XMCD for comparison at various pressures.  

The beam spot at the sample was 28 × 42  µm (FWHM).  Energy calibration was by means of a 
CeFe2  reference sample [14].  Pressurization involved an in-house membrane-DAC assembly cooled 
to ~6 K in a closed-cycle cryogenic system and pressure adjusted “on-line” at the desired temperature.      
Perforated diamond anvil methodology was employed; imperative for the high gains in transmission 
desirable at the ~5.7 keV L3-edge where there is considerable absorption (> 95 %) by conventional 
diamond anvils.   This arrangement entailed mounting miniature diamond anvils of 500 µm thickness 
on bigger diamonds serving as backing plate supports through which holes had been laser drilled.   

Powdered sample was loaded into the confining cavity   (diam. ~80 µm) drilled in an inconel 
gasket pre-indented to a  final thickness of ~ 20 µm.  Silicone oil was loaded as an appropriate 
pressure transmitting medium.   Pressure values were determined using  the  ruby  fluorescence 
method,  from  ruby balls loaded   in the cavity.   Pressure was initially set at room temperature and 
after the DAC had been cooled to ~6 K the  pressure was again checked in-situ in the beamline for 
drift.    

3. Results and discussion

3.1  Magnetization measurements 
Figure 1(a)  shows that the precipitous step change in the magnetization typically occurring at the spin 
alignment transition (TC) diminishes upon rising pressure, until such transition signatures are 
considerably reduced at ~10 GPa.  The TC (midpoint) increases monotonically from 15 K at ambient 
pressure up to ~30 K  at 10 GPa (figure 1(b)).  This behavior is nearly replicated by TC (onset) and 
shows that spin correlations are onset well above 30 K at the highest pressures.  The magnetic 
susceptibility of the spin aligned state (low field magnetization value at ~9 K, figure 1(c)) decreases 
non-monotonically and extrapolates to the paramagnetic baseline in the range 10 – 15 GPa.  This 
contrasting behavior of increasing TC yet collapsing magnetic susceptibility as a function of pressure 
merits deeper investigation, e.g., of how the pertinent Ce electronic state is responding under pressure 
at T << TC.  Therefore element specific XANES  and its dichroism (XMCD)  at the Ce L3-edge under 
these stringent extreme conditions is considered appropriate (and is perhaps the only means) to 
directly monitor the Ce valence and probe the Ce moment, respectively. 

 
 

 
  
 

(c) (a) (b) (c) 
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3.2  XANES and XMCD results 
L3-absorption is a core-hole spectroscopy  based on the excitation of 2p core electrons into  5d valence 
orbitals.  Sensitivity to the 4f electrons arises through d–f hybridization and the intra-atomic 4f - 5d 
magnetic exchange interaction.   The different components of the Ce electronic ground state, i.e., |4f 0>  
(itinerant), |4f 1> (localized) and |4f 2> (strong hybridization with conduction electrons), make different 
contributions in the XANES spectrum.  This is because  the energy attributed to each |4f i>  final state 
configuration in the 2p  5d transition is different,  due to their respective screening effects on the 2p 
core hole.  For example, in the final state either the core hole is well screened by a 4f electron (|4f 1> 
localized configuration) yielding the low-energy structure at the L3 edge (so called “white line”) or is 
poorly screened by the 5d conduction band electron (|4f 0> itinerant  configuration), the latter giving 
rise to a  white line feature at higher energies ( 6 – 10 eV) from the  |4f 1>  peak.  The effect of a |4f 2> 
configuration is more difficult to discern and usually occurs as a low intensity peak  in the pre-edge 
region, where it is masked by core-hole lifetime broadening effects of the |4f 1>  main white line [10].  
Relative intensities of these spectral features  may be used to establish the ground state admixture 
c0|4f 0> + c1|4f 1> [10, 14], where (ci)

2 represents the weight of the individual electronic configurations.  
The fractional 4f occupation number nf  may be obtained from relative intensities of the 4f 0 and 4f 1 
contributions in the XANES profile,  nf = (c1)

2/[(c1)
2+(c0)

2] [14].  Such an estimation sets an upper 
limit on nf , as the contribution from |4f 2> is not accessible and therefore (c2)

2  is not included.  The 
case of nf < 1  (non-integral 4f occupation ) signifies a mixed valence or  valence fluctuating  state of 
Ce in the compound, that is , electron delocalization.   

 
 
 
 
 

Figure 2(a) depicts the evolution of  the XANES profiles as a function of pressure.  These have 
been normalized to an edge jump of unity.  Near ambient pressure the spectrum exhibits a pronounced 
single white line feature, attributed to the |4f 1> final state configuration anticipated for this local 
moment ferromagnet.  As pressure increases this white line intensity decreases and an additional white 
line intensity at about 10 eV higher in energy evolves.  This hump feature, characteristic of the |4f 0>  
configuration [10],   grows as a function of  pressure at the expense of the |4f 1> intensity.  The transfer 
of spectral weight from the |4f 1> to |4f 0>  component, conspicuously evident at P ≥ 10 GPa in figure 
2(a),  provides here experimental evidence of the 4f electron delocalization under pressure.  This is 
representative of a progressive valence transition from Ce3+ at ambient pressure [6], towards Ce4+.  

Figure 2 (color online) : (a)  Pressure evolution of the XANES profiles at 6 K, upon 
compression. The positions of the |4f 0> and |4f 1> features have been delineated. (b) The 4f level 
occupancy nf  as estimated from |4f 0>  and |4f 1> white lines in the XANES, both for compression 
and decompression sequences.  This is normalized to the assumed  full occupancy, Ce3+,  in the 
stable configuration state at ambient pressure. 
 

(a) (b) 
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Figure 3  (color online)  :  XMCD  
signal (normalized to the 
absorption edge jump) upon 
increasing pressure.  Signal 
intensity is  proportional to the Ce 
5d moment contribution. Collapse 
of the signal is evident at P ≥ 10 
GPa.  The intensity is reconstituted 
upon decompression to ambient 
pressure, i.e., reversibility obtains 
as in figure 2(b). 

The obvious decrease in 4f  level occupancy plotted in figure 2(b) also exemplifies this electron 
delocalization.  Furthermore the electronic transition is reversible with the stable-configuration state 
being re-attained upon decompression back to ambient pressure.  

The valence instability impacts on the magnetic moment of the Ce ion.  This is monitored by the 
XMCD,  obtained from the difference between the XANES profiles associated with right and left 
circularly polarized incident photons as described in section 2.2.   The imbalance of 5d unoccupied 
states in the majority and minority spin channels are probed.  The XMCD thus probes the ordered 
moment (spin and orbital) contribution derived from the 5d exchange split majority and minority spin 
bands [13].   This exchange splitting (relative shift of  5d spin-up and down bands)  has its origin in 
the intra-atomic exchange field from (i.e., magnetic coupling to) the ordered Ce 4f moment [15] ,   as 
derived from the electronic ground state c0|4f 0> + c1|4f 1>.  Monitoring the L3-edge XMCD and 
associated 5d moment is therefore  a  means of tracking the behavior of the ordered Ce 4f moment.  
Figure 3 shows that there is a monotonically decreasing  XMCD intensity as pressure increases, 
indicative of a collapsing Ce 5d ordered  moment contribution.  

3.3  Discussion 
The 4f electrons are highly localized and Ce inter-site distances are comparatively much larger. 
Magnetic coupling between Ce local moments, responsible for spin alignment and the TC energy scale, 
is through an indirect exchange mechanism  involving polarization of the d conduction band electrons; 
the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction.  The  RKKY exchange coupling strength 
Jd-f  depends on the hybridization between the (Ce) localized  4f electron states with  those d band (Cu 
3d  and Ce 5d) electronic states of comparable energy [9].   The dependence of TC on Jd-f  in stable 
configuration local moment Ce compounds is expected to behave as  TC ∝ (Jd-f)

2× N(EF),  where N(EF) 
is the density of states at the  Fermi energy.  The application of pressure generally leads to an increase 
in the product  |Jd-f N(EF)|  in such stable configuration systems [9].  This is attributable to the 
dependence of  Jd-f  on the d-f  orbital hybridization  Vd-f  [8]: 

5 3

12

2 f d
d f

F f

r r
J

E Rε−

 −
∝  

−   
 (1) 

where εf  is the energy of the 4f  level considered to be pinned close to the Fermi level EF. The term in 
square brackets, proportional to |Vd-f |2, is seen to have strong dependences on the atomic radii r of 4f 
(Ce) and 3d (Cu) atoms as well as their inter-atomic separation R.   This emphasizes that the RKKY 
exchange Jd-f  would have a pressure dependence, via the inter-atomic spacing dependence of the d-f  
hybridization in |Vd-f |2 [8, 16].  The increase in TC in figure 1 as pressure increases is therefore ascribed 
to the increased d-f  hybridization as R is reduced under pressure.   
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However,  the XANES  data of figure 2  suggests  progressive delocalization  of the 4f electron 
occurs upon increasing pressure.  This is compatible with increased   d-f  hybridization  which 
additionally leads to broadening of the 4f level  ( i.e., εf  in equation 1) )  related to such delocalization.  
Increased partial delocalization is disruptive to the local moment character of the stable configuration 
Ce3+ valence ( |4f 1> ), prevalent in CeCuSi at low pressure [6]. The decrease in magnetic susceptibility 
in the ordered state in figure 1(c) is thus ascribed to this increasing partial delocalization.  XMCD data 
of figure 3  appears to corroborate this suggestion :  notably that the Ce 5d moment, resulting from the 
4f-5d intra-atomic exchange (thus tracking the 4f moment) [15],  exhibits a progressive diminution as 
a function of pressure as well.    

4. Concluding remarks
In the stable configuration local moment situation at low pressure in CeCuSi , the effect of reducing 
the unit cell volume beneficiates the RKKY exchange coupling Jd-f  between Ce moments as mediated 
by d conduction electrons.   This is exhibited in the monotonically increasing TC upon pressurization. 
Increasing d-f  hybridization in the relation  Jd-f ∝ |Vd-f |2  and its strong dependence on inter-atomic 
spacing between Ce 4f and Cu 3d atoms rationalizes this enhancement of TC.  On the other hand, the 
increase  in Vd-f  consequentially broadens the original 4f  localized level (i.e., band formation occurs).  
Thus sufficient 4f electron delocalization occurs, as seen by L3-edge  XANES,  to the extent that it 
disrupts the Ce3+ stable-configuration moment, |4f 1>, as probed by the L3-edge dichroism. 
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Abstract. This paper reports preliminary results of neutron diffraction investigations of the 

(Cr84Re16)100-yVy alloy system, with y = 0, 4.2 and 6.2   The previously reported magnetic phase 

diagram for this alloy system compiled from various physical property studies indicates a 

possible critical concentration existing at yc ≈ 10.5. Amongst others, anomalies were observed 

in graphs of the Sommerfeld coefficient (γ) as function of y, close to the critical concentration, 

as well as at y ≈ 4. The latter warranted further investigation using neutron diffraction in order 

to shed light on the conjecture that the minima corresponds to the existence of an 

incommensurate (I) spin-density-wave (SDW) to commensurate (C) SDW transition. 

1. Introduction

Neutron diffraction has become indispensable in the investigation of the magnetic structure of 

elements and alloys. This technique was specifically used by Shull and Wilkinson to elucidate the 

antiferromagnetic (AFM) structure of pure Cr [1]. Cr and its dilute alloys display magnetic ordering 

characterized by a spin-density-wave (SDW) that is established thorough Coulombic interactions 

between the hole and electron sheets at the Fermi surface, a mechanism referred to as nesting [2]. This 

nesting decreases the energy of the system through electron-hole pair condensation and results in the 

appearance of SDW energy gaps at the Fermi surface in specific k-space directions when cooled 

through the Néel temperature (TN). The nesting area, and concomitantly the stability of the SDW state, 

depends on the electron concentration per atom (e/a) which can easily be tuned by alloying Cr (e/a = 

6) with elements like V (e/a = 5) or Mn (e/a = 7) to respectively decrease or increase the electron

concentration. In pure Cr, the electron sheet is slightly smaller than the hole sheet, resulting in a SDW 

that is incommensurate (I) with the lattice [2]. Alloying Cr with Re, an electron donor having e/a = 7, 

brings the size of the electron and hole Fermi sheets more in line with each other. The SDW 

eventually becomes commensurate (C) with the lattice at a Re concentration of about 0.3 at.%. The 

concentration (c) versus temperature (T) magnetic phase diagram of the Cr100-cRec alloy system thus 

exhibits three AFM SDW phases – the longitudinal (L) ISDW, the transverse (T) ISDW and the 

CSDW with a triple point at ct ≈ 0.3 at.% Re where the ISDW, CSDW and paramagnetic (P) phases 

coexist [2].  

Possible quantum critical behaviour (QCB) in the (Cr84Re16)100-yVy alloy system has been reported 

[3]. One of the significant indicators of QCB in Cr alloy systems is the behaviour of the Sommerfeld 

coefficient, γ [4,5] that is obtained by fitting the low temperature specific heat (Cp) data to the equation 
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Cp = γT + βT
3
. A broad deep minimum was observed in the γ(y) curve of the (Cr84Re16)100-yVy alloy

series at y ≈ 4, after which it increased continuously on increasing y reaching a maximum at y ≈ 9. 

This was followed by a continuous decrease through the critical concentration yc ≈ 10.5 and levelling 

off in the paramagnetic (PM) phase. The decrease in γ through the critical concentration can be 

attributed to changes in the density of states at the Fermi surface [4]. It was proposed that the minima 

observed at y ≈ 4 could correspond to a CSDW-ISDW transition. Neutron diffraction studies were 

performed to establish this. This study reports on preliminary neutron diffraction investigations into 

the magnetic phases that exist in the (Cr84Re16)100-yVy alloy system as function of temperature. 

2. Experimental

Ternary (Cr84Re16)100-yVy alloys with y = 0, 4.2 and 6.2 were prepared by arc melting in a purified 

argon atmosphere from Cr, Re and V each having mass fractional purities 99.99 %, 99.99 % and 

99.8 % respectively. Special emphasis was placed on synthesizing specimens with high homogeneity 

and metallurgical quality. The alloys were annealed in an ultra-high purity argon atmosphere at 

1343 K for seven days and quenched into iced water. The elemental composition and homogeneity 

were determined using electron microprobe analyses. Electrical resistance (R) was measured over 

2 K     390 K, using a standard Physical Properties Measurement System (PPMS) [6]. Resistance 

measurements at temperatures above 390 K were performed using resistive heating in an inert 

atmosphere using the standard dc four-probe method and current reversal with Keithley 

instrumentation. Magnetic susceptibility () was measured over 2 K     390 K using a SQUID-

type magnetometer based on the Magnetic Properties Measurement System (MPMS) platform of 

Quantum Design [6]. The samples were cooled to 2 K in zero field and the susceptibility 

measurements subsequently done upon heating in a field of 100 Oe. For the neutron powder 

diffraction investigations, the alloys were pulverised after annealing to limit the presence of large 

grains and render more uniform intensity distributions over the Debye Scherer cones. Neutron 

diffraction measurements were performed over the temperature range 10 K ≤ T ≤ 350 K on the 

Wombat powder diffractometer [7] at the Australian Nuclear Science and Technology Organisation 

(ANSTO) using a wavelength of 0.241 nm and with the primary beam filtered with a pyrolytic 

graphite filter to reduce higher order wavelength contaminations.  

3. Results and discussion

Figure 1(a) shows the X-ray diffraction (XRD) pattern for the (Cr84Re16)95.8V4.2 sample that was taken 

with Cu radiation (0.154nm wavelength). Since V neighbours Cr in the periodic table with atomic 

mass and size close to that of pure Cr, its addition produces the least perturbation on the structure of 

pure Cr [2]. The diffraction pattern of the (Cr84Re16)95.8V4.2 sample is well fitted to the XRD pattern of  

Figure 1: (a) The XRD pattern for the (Cr84Re16)95.8V4.2 sample with the Bragg peaks indexed and 

(b) the neutron diffraction pattern for the (Cr84Re16)95.8V4.2 sample at 300 K with (100) peak in inset.   
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body centred cubic (bcc) Cr by adjusting the lattice parameter to 0.29210 nm for this alloy from the 

value of 0.28839 nm for pure Cr. Peak to the left of the (110) peak corresponds to  an oxide of Cr. 

Even though much care is taken during the melting process, the presence of small amounts of oxide is 

inevitable. Figure 1(b) shows the neutron diffraction pattern for the (Cr84Re16)95.8V4.2 sample at 300 K 

with the (100) peak shown in the inset.     

The R(T) curves for Cr84Re16 and (Cr84Re16)100-yVy, with y = 4.2 and 6.2, are shown in figure 2. 

Temperature of the minimum in dR(T)/dT accompanying the R(T) magnetic anomaly is defined as TN

[2]. In general, the size of the anomaly, as well as TN, decreases with increase in V concentration. The 

anomalies, which appear as a sudden increase in resistance on cooling through TN, can be attributed to 

the Coulombic interactions of electron and hole Fermi surfaces from the nesting process on SDW 

formation [2].  

Figure 2: The R(T) curves for the (Cr84Re16)100-yVy alloy system with, with (a) y = 0, (b) y = 4.2 and 

(c) y = 6.2. Arrow indicates the position of TN for each alloy.  

The temperature dependence of normalized susceptibility for (Cr84Re16)95.8V4.2 is shown in figure 3 

as an example of the typical trends of the samples. Compared with results from other previous studies 

[8, 9], broad anomalies are seen in the -T curves of all the samples of this study. The Néel transition 

temperature is taken at the point where a kink in the temperature dependence of   occurs on cooling 

from the paramagnetic to antiferromagnetic phase. The decrease in  can be attributed to the decrease 

in the density of states at the Fermi energy due to the SDW energy gap formation [2]. The broken line 

in figure 3 serves as a guide to the eye indicating the trend of the curve, should the sample have 

remained paramagnetic. TN is taken at the point where the measured values deviate from the broken  

Figure 3. The temperature dependence of normalized susceptibility for the (Cr84Re16)95.8V4.2 alloy. 
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line and the TN obtained in this manner corresponds well with TN obtained from reported electrical 

resistivity and thermal transport measurements [3]. The low temperature upturn in the curves is 

ascribed to the effect of a Curie tail that may arise from the presence of oxide impurities [10]. 

The neutron diffraction patterns of Cr84Re16 and (Cr84Re16)95.8V4.2 alloys are shown in figure 4. 

Figure 5 shows the diffraction patterns for the (Cr84Re16)93.8V6.2 alloy. Pure Cr has a magnetic moment 

of 0.4 μB and due to its antiferromagnetic structure, the magnetic moments manifest at the (100) lattice 

parameter position [11]. The commensurate phase is characterised by the moments located at the 

corners of the unit cell being parallel to each other but antiparallel to the one at the centre [12].  For the 

CSDW phase the unit cell lengths of the chemical and magnetic structures are the same.  As the 

moments are collinear to the equivalent {100} planes, the resulting neutron diffraction pattern will 

have magnetic Bragg peaks at {100}, {111}, {210}, etc. Since the magnetic moment of Cr is weak, 

only the {100} magnetic peak is observed [12]. The ISDW phase leads to the additional presence of 

magnetic satellites, offset from the {100} positions at (1±δ,0,0) reciprocal lattice positions [13], 

whereas the CSDW phase displays no such satellites.   

Figure 4(a) shows the neutron diffraction pattern for the Cr84Re16 mother alloy taken at 300 K and 

at the highest measured temperature, 560 K (expected TN = 420 K). A clear temperature dependent 

peak of magnetic origin that dies out is seen at 2θ = 48.7° which corresponds to the (100) position. 

The second peak at 2θ = 38° is not strongly dependent on temperature and therefore is not magnetic in 

origin. Within the detection limit of the instrument, since no satellite peaks of magnetic origin are 

observed, it is concluded that this alloy has a CSDW ordering at room temperature, in correspondence 

to what is expected from the Cr-Re magnetic phase diagram [2]. 

The neutron diffraction patterns for the (Cr84Re16)95.8V4.2 alloy taken at various temperatures are 

shown in figure 4(b).  TN for this alloy is 370 K. Due to time constraint, a reference paramagnetic 

diffraction pattern was not recorded. Measurements started at 340 K where a central magnetic peak 

could be observed at the (100) position. On cooling to 300 K, the (100) intensity grows and in addition 

a peak appears at approximately 2θ = 38.6° that corresponds to the (1+δ,0,0) magnetic satellite. On  

Figure 4. Neutron diffraction patterns of (Cr84Re16)100-yVy alloys, with (a) y = 0 at 300 K and 560 K 

and  (b) y = 4.2 at various temperatures.  
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further cooling, the intensities of both of these magnetic peaks increase. The calculated full width at 

half maximum (FWHM) shows no regular trend. The (1-δ,0,0) magnetic satellite is expected at the 

2θ = 58.8° position but was not observed. Although the satellite peak on the right is observed at 

certain temperatures, no clear trend is exhibited. These results indicate that the (Cr84Re16)95.8V4.2 

alloy appears to undergo a transition from the CSDW phase at T > 300 K to a certain ISDW phase 

at T ≤ 300 K, as proposed initially [3]. 

Figure 5 shows the diffraction pattern for the (Cr84Re16)93.8V6.2 alloy at various temperatures.  TN 

for this alloy is 270 K. The diffraction pattern observed at 300 K corresponds to the paramagnetic 

phase. At 220 K, the central (100) peak is observed indicating the CSDW phase and it appears to  

remain in the CSDW phase up to 180 K. However, longer measurement times will be required to 

confirm this. Below 180 K, the existence of a satellite reflection can be detected.  

Figure 5. The neutron diffraction patterns of the (Cr84Re16)93.8V6.2 alloy. The alloy remains in the 

ISDW phase up to 180 K. At 220 K, the absence of symmetrical satellite peaks indicate CSDW 

ordering. 

 The increase in intensity of the central peak and the satellite peak at temperatures below 180 K 

indicates that the alloy is in the ISDW phase. A symmetric satellite peak on the right hand side is also 

observed though not very distinct and the variation in its intensity with temperature is not as prominent 

as the satellite peak on the left. The (Cr84Re16)93.8V6.2 alloy thus appears to be in the CSDW phase at T 
≥ 180 K, transforming to a  ISDW phase at T < 180 K. 

4. Conclusion.

The present study investigated the possible magnetic origin of the broad minimum observed in the γ(y) 

curve of the (Cr84Re16)100-yVy alloy series at y ≈ 4. The limited beam time awarded on the Wombat 

diffractometer at ANSTO was utilised to only probe the magnetic phases of the Cr84Re16, 

(Cr84Re16)95.8V4.2 and (Cr84Re16)93.8V6.2 alloys. At room temperature, the Cr84Re16 alloy is in the CSDW 

phase. Measurements need to be extended to a wider temperature range to further investigate the 

magnetic ordering in this sample. Preliminary measurements on the (Cr84Re16)95.8V4.2 alloy indicate 

satellites around the central (100) peak in the neutron diffraction pattern suggesting that this alloy is in 

the ISDW phase at T ≤ 300 K. In the case of the (Cr84Re16)93.8V6.2 alloy, diffraction patterns indicate 

the ISDW phase at T < 180 K.  At the first glance, these preliminary results seem to concur with our 

initial projection that the minimum in the γ(y) curve corresponds to an I-C transition of the SDW state. 

Measurements need to be extended for the (Cr84Re16)100-yVy series to include temperatures scans for the 

y = 0 sample and higher temperatures for the y = 4.2 sample. It is also essential to repeat the 

preliminary measurements with improved counting statistics. Neutron diffraction study also needs to 

be extended to include samples having V concentration between 4.2 and 6.2 in order to make concrete 

conclusions.  
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Abstract. Cr-Co alloys and Cr/Co multi-layered systems have shown considerable promise in 
practical applications because of its Invar-like properties and enhancement of the SDW, 
respectively. Comparison between Cr in bulk and thin film forms revealed dimensionality 
plays an important role in modifying the SDW structure. Epitaxial Cr100-xCox thin films of 
thickness (t) ≈ 200 nm, with 0 < x < 7.2, were prepared on MgO(100) substrates using DC 
magnetron co-sputtering techniques. The resistivity (ρ) for these samples was measured in the 
temperature range 2 K < T < 395 K and used to determine the Néel transition temperatures 
(TN) for the individual samples. The TN versus x plot for this sample series shows non-
monotonic behaviour and sheds light on the effect of dimensionality on the electrical 
properties of the Cr-Co alloys.  

1. Introduction

In the entire 3d-series, only chromium and manganese exhibits antiferromagnetic ordering [1]. The 
temperature dependence of the magnetic structure of chromium below the Néel temperature (TN) is 
characterized by a longitudinal (L) or transverse (T) spin density wave (SDW), with wave vector �� , 
that is incommensurate with the period of the reciprocal lattice [2]. The Néel temperature, TN = 311 K, 
is well established for bulk chromium. Comparison between Cr in bulk and thin film forms indicated 
that dimensionality plays an important role in modifying the SDW structure [3].  

Recent studies revealed that Cr alloys with group-8 magnetic transition metals such as Fe, Co and 
Ni show magnetic phase diagrams quite different from each other [2]. However, some similarities are 
observed with individual doping of Fe and Co into a Cr host. Firstly, doping with both metals exhibits 
a triple point, where the incommensurate (I) spin density wave (SDW), commensurate (C) SDW and 
paramagnetic (P) phases converge [2]. Secondly, with doping these metals, initially TN decreases 
slowly up to certain electron concentration and then increases with increasing electron concentration 
[2]. Shibatani [4] and Moyer et al. [5] explained this anomalous behaviour in TN considering the 
interaction between local moments and the SDW host. In Cr-Co alloys, Co local moment is strongly 
coupled to SDW [6]. Hence, unlike in pure Cr, it is expected that dimensionality in Cr-Co alloys 
should have strong effect on SDW structure. Interestingly, Ge et al. [7] reported that at a certain layer 
thickness, the SDW in Co/Cr multilayers have been enhanced as compared to bulk Cr-Co alloy system 

Besides interesting antiferromagnetic properties, Co-Cr alloys have numerous applications. Co-rich 
Co-Cr alloy thin films have been studied extensively for their applications in a recording and storage 
media [7, 8]. Ferromagnetic Invar and Elinvar type alloys are widely used in the field of 
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electromagnetic and precision instrumentation engineering [9]. Their use is often limited due to their 
ferromagnetism, as these alloys cannot be used in electromagnetic and precision instruments which are 
used in a static magnetic field. Also, in alternating magnetic field these alloys exhibits a 
magnetostrictive oscillations [9]. Another drawback of these alloys is that the elastic moduli of 
ferromagnetic Elinvar type alloys are affected remarkably in magnetic fields. However, Cr-Co alloy 
system is of considerable practical importance because of its both Invar and Elinvar properties along 
with non-ferromagnetism [9].  

The magnetic phase diagram for Cr-Co alloys with lower concentrations of Co is well established 
[2], but effect of dimensionality on the magnetic phase diagram is yet to be explored. Therefore, 
taking this into consideration, the present paper studies the effects of thin-film growth and 
dimensionality on the magnetic phase diagram and electrical properties of Cr-Co alloys.

2. Experimental

Epitaxially-grown Cr100-xCox thin films of thickness (t) ≈ 200 nm, with 0 < x < 7.2, were prepared on 
MgO(100) single-crystal substrates using DC magnetron co-sputtering techniques. Structural studies 
of these samples were carried using X-ray diffraction (XRD) techniques (Phillips PAN analytical X-
pert Pro X-ray diffractometer) in the 2θ  range 20–100° using Cu-Kα1 radiation (λ = 1.54056Å). The 
XRD patterns were compared with standard Joint Council of Powder Diffraction Database (JCPDD) 
files of Cr (06-0694). The electrical resistivity (ρ) measurements for these films were carried out in the 
temperature range 2 K < T < 395 K using a Quantum Design Physical Properties Measurement System 
(PPMS), using the standard four probe technique. For resistivity measurements, the electrical current 
was directed along the [100] direction. The electrical resistivity measurements were employed to 
determine Néel temperature for the individual films.  

3. Results and Discussion
Figure 1 shows a representative XRD result for the Cr100-xCox thin films with x = 1.3, prepared on a 
MgO(100) substrate. The result indicates that the sample is indeed epitaxial, exhibiting a single 
crystallographic orientation, with preferred [100] growth direction. The additional peaks observed in 
XRD patterns are due to the substrate contribution. 

The electrical resistivity ρ(T) curves for Cr100-xCox thin films, with 0 < x < 7.2, are shown in Figure 
2 (a) to (d). Well defined anomalies in the form of domes are observed in ρ (T) curves of all the thin 
films. The hump like anomaly in each of the resistivity of the ρ(T) curve of the thin films are attributed 
to the formation of SDW on entering the antiferromagnetic phase on cooling through the Néel 
temperature (TN) [2]. This anomaly observed below TN, finds its origin in the nesting of electron and 
hole Fermi surfaces [2], which indicate the decrease in the number of charge carries available for the 
conduction below TN. The actual determination of TN is discussed further in the text. Generally, 
exciton formation takes place in Cr-Co alloys during transition from paramagnetic to 
antiferromagnetic state below TN. Hence these alloys can be treated as exciton dielectrics [1, 10]. 
According to Anderson’s model of localized states in metals [1, 11], the d-d repulsion energy is higher 
than the s-s and s-d repulsion energy. Since Co exhibits local moments, a d–shell state on Co impurity 
atom of spin up is full while spin down is empty. Due to repulsion energy in d–shells an electron with 
spin down will experience extra repulsion compared to the spin up electron. Thus, the spin up state 
energy level (Ed↑) lies below the Fermi level (EF) and hence transition of electrons to Ed↑ increases the 
resistivity over wide temperature range below TN [1]. From Figure 2, the rise in resistivity below TN, is 
found to be more pronounced for the films with x = 6.4 and x = 7.2 as compared to the films with x < 
6.4. This indicates the enhancement of SDW in these alloy thin films. Ge et al. [7] and Antonoff [12 ] 
attributed such behaviour to originate from the interaction between the Co moments and the SDW.  

An additional anomaly, the minimum in resistivity below approximately 75 K, is observed for the 
films with x = 6.4 and x = 7.2 as seen in Figures. 2 (c) and (d), respectively. An analogous resistivity 
minimum observed in Cr alloys at low temperature has been investigated [14] and was originally 
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attributed to the Kondo effect [13, 14]. Magnetic susceptibility measurements on Cr-Co alloys system 
showed that Co have a local moment in Cr alloys [6]. However, the observed susceptibility behaviour 
of Cr-Co alloys does not satisfy the Curie-Weiss law at low temperatures, indicating that the Co local 
moment is strongly coupled to the SDW [6]. Generally, the presence of a local moment in metallic 
host leads to a situation favourable for the Kondo effect [6, 15]. However, in magnetically ordered 
systems the exchange field suppresses the Kondo state, but interestingly the low temperature minima 
is pronounced in Cr-Co alloys in their ordered state [6]. Kondorskii et al. [1] also suggested that to 
attribute the low temperature resistivity minimum (Tmin) to Kondo-type behaviour the relation, ρ ~ ln T 
should hold below Tmin. They observed that in bulk Cr-Co alloys with Co impurities in the range 4 
at.% to 8 at.%, resistance minimum satisfies  ρ ~ (T)1/2 relation rather than ρ ~ ln T  relation and 
discarded the possibility to attribute this resistivity behaviour below Tmin to Kondo-like resistance 
minimum. The ρ ~ (T)1/2 dependence of  resistivity below Tmin, is explained by taking into account the 
inelastic electron-electron interaction and the elastic scattering of electron by the impurities [1]. Also, 
Katano et al. [13] suggested that the Kondo effect causes the resistivity minimum in Cr-Co alloys with 
commensurate SDW state. The view that the resistance minimum is Kondo-type behaviour was 
questioned by Fawcett et al. [2]. 

In the present investigations, the detailed ρ(T) data analysis for films with x = 6.4 and x = 7.2, 
revealed that resistivity behaviour below Tmin does not obey the ρ ~ (T)1/2 nor the  ρ ~ ln T relation up 
to 2 K. The insets in Figure 2 (c) and (d) shows clear non-linear behaviour in ρ vs ln T  plots for the 
alloys with x = 6.4 and x = 7.2. It should be noted that experiments done by Kondorskii et al. [1] were 
carried out on bulk Cr-Co alloys down to 4 K below Tmin, while the experiments reported here are done 
on Cr-Co thin films down to 2 K. Considering the current ρ versus ln T  results it appears that a linear 
region can be found in the temperature range 44 K < T < 12 K corresponding to the work of 
Kondorskii et al. [1], but it deviates for T < 12 K.  

Boekelheide et al. [16] studied the electrical resistivity of Cr thin films and observed the low 
temperature resistivity minima analogous to that observed in Cr-Co alloy thin films in our 
experiments. They stated that the minimum was attributed to the impurity resonant scattering (IRS). 
This conclusion was supported by the following: firstly, the specific heat measurements on the Cr thin 
films showed large density of states at Fermi level and secondly, the SDW suppressed the spin-flip 
scattering of the conduction electrons [16]. However, to confirm that Tmin in the present Cr-Co films is 
attributed to IRS specific heat measurements on these films should be done.  

Figure 1. θ-2θ XRD scan (Bragg-
Brentano geometry) in which the 
scattering vector is maintained normal 
to the plane of the film, for Cr100-xCox 
thin films with x = 1.3, prepared on 
MgO(100) substrate. 
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Figure 2. The resistivity (ρ) as a function of temperature (T) for Cr100-xCox thin films: (a) x = 1.3, 
(b) x = 3.8, (c) x = 6.4 and (d) x = 7.2. The arrows indicate the position of the Néel temperature (TN) 
obtained from minimum in dρ/dT versus T plots for all the samples. Insets show dρ/dT versus T plot 
for (a) x = 1.3 and the ρ vs ln T plots for (c) x = 6.4 and (d) x = 7.2. 

In the case of Cr alloys TN can be defined in one of the two ways: either as the temperature of 
minimum in dρ(T)/dT accompanying magnetic phase transition [2] or TN is defined at the inflection 
point of the ρ(T) curve. In this study the second approach was followed because of the broadened 
transition often observed in films.  In order to determine the TN, dρ/dT versus T plots for all Cr-Co thin 
films were considered and TN was taken as a temperature associated with the minima on the 
corresponding plot. A representative plot used to determine TN for Cr100-xCox thin films with x = 1.3 is 
shown in the inset of Figure. 2 (a). The obtained TN values are denoted by the arrows in the 
corresponding Figures 2 (a) to (d). The variation of TN as a function of x for Cr100-xCox thin films is 
shown in Figure. 3. It is seen that TN decreases with doping up to 2.6 at.% Co. Further TN increases 
rapidly for doping up to 6.4 at.% Co reaching a maximum and then decreases. This is in agreement 
with the dependence of TN non-monotonically on cobalt densities, obtained from neutron diffraction 
studies on bulk materials [1, 17]. In case of Cr-Co system in bulk form, the triple point (L) is observed 
for triple point concentration (xL) 1.3 at.% Co concentration at triple point temperature (TL) 280 K [2]. 
However, from Figure. 3, it is seen that in the case of epitaxial Cr-Co thin films, L appears to be  
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Figure 3. The Néel temperature (TN) as a function of x for the epitaxial 
Cr100-xCox thin films prepared on MgO(100). 

shifted to xL = 2.6 and TL decreased to 222 ± 3 K. Table 1 shows comparison between Néel 
temperature (TN ) for bulk and thin film form of Cr100-xCox alloy with different values of x. From Table 
1 it is seen that the TN for Cr-Co system in epitaxial thin film form is shifted towards the lower 
temperature than its corresponding value in bulk form. The shift in triple point concentration (xL), 
triple point temperature (TL) and the decrease in TN in epitaxial thin film form compared to bulk form 
may be attributed to the dimensionality effects and epitaxial nature of the thin films [7] and need to be 
investigated further. 

The initial decrease in TN up to x = 2.6 in Figure. 3 can be attributed to the contribution due to 
interaction between the local moments in Co and the Cr SDW [2]. The pairing effect arising from the 
antiferromagnetic alignment of the impurity spins parallel to SDW polarization and the depairing 
effect due to spin and potential scattering acts in opposition to each other. Thus, these two effects give 
opposite temperature dependence of TN. Thus, under certain conditions the combined effect may give 
rise to a decrease in TN [2, 4].  

In high-quality thin films, SDW is quantized [18]. It indicates that change in quantization value 
influence the carrier density in discrete manner.  The changes in charge density takes place when the 
carriers participate in the formation of SDW. During SDW formation, these carriers become localized 
resulting in the loss of mobile charge carriers. These effects can be more prominently observed by 

Table 1. Comparison between Néel temperature (TN) for bulk and thin film form 
of Cr100-xCox alloy with different values of x. 

Cr100-xCox alloy 

with x 

TN, K  for Cr-Co alloy 

in Bulk form [2] 

TN, K  for Cr-Co alloy in 

thin film form 

1.3 281 234 ± 2 
2.6 319 222 ± 3 
2.9 320 233 ± 3 
3.8 317 259 ± 2 
6.4 290 268 ± 1 
7.2 286 258 ± 2 
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Hall coefficient measurements [18]. The reliable profiles of the charge type, carrier density and 
mobility can also be obtained using Hall coefficient measurements. Thus, it is of interest to study the 
behaviour of RH in these Cr-Co alloy thin films. Therefore, it is envisaged that this study will further 
be extended to include Hall measurements. 

4. Conclusions
In the present manuscript the effects of epitaxial growth and dimensionality on the magnetic phase 
diagram and electrical properties of epitaxial Cr100-xCox thin films with 0 < x < 7.2, prepared on 
MgO(100) substrates using DC magnetron co-sputtering are reported. XRD analyses confirmed the 
epitaxial nature of these monolayers. The electrical resistivity measurements on these Cr100-xCox thin 
films revealed that below TN, the resistivity humps increases with increase in Co concentration giving 
rise to the dome like anomaly. It is found that the Néel temperature (TN) for Cr-Co alloy in epitaxial 
thin film form is lower than the TN obtained for bulk Cr-Co alloys with similar concentration. The 
resistivity behaviour of the studied CrCo thin films below Tmin is found to be complex but appears to 
be the result of impurity resonant scattering (IRS). The magnetic phase diagram of Cr-Co alloy system 
in epitaxial thin film form showed shift in triple point concentration to xL = 2.6 at TL = 222 ± 3 K as 
compared to bulk Cr-Co alloy system at xL = 1.3 and TL = 280 K. Future work will focus on Hall 
measurements in order to understand the charge carrier effects. 
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Abstract. Irradiating materials with energetic particles is commonly thought to introduce 

undesirable phenomena, but recent experiments on ion irradiation of various nanostructures 

have shown that it can be beneficial and that ion beams may be harnessed to tailor the 

structure, mechanical, electronic, and even magnetic properties of nano-systems with high 

precision. However, the structural transformation and physical property changes in III-nitride 

thin films under ion irradiation have not yet been fully investigated. In this work, we focused 

on InGaN material for investigation of the effects of Phosphorus (P
+
) ion irradiation on its 

structure, optical and electronic properties. Presently, there are a limited number of reports on 

InGaN:P in the literature. Hence, it was necessary to investigate the effects of P
+
 incorporation 

into InGaN thin films. Preliminary results from Rutherford backscattering spectrometry and 

channeling (RBS/C) indicate that the crystalline quality of the InGaN thin films is improved by 

ion beam irradiation. Irradiating with 0.7 MeV P
+
 ions to 1 x 10

14
 ions/cm

2
 at room 

temperature reduces the channeling minimum yield (Χmin) from about 60% to about 30%, but 

Χmin increases considerably above this dose. Detailed experimental investigations will be 

carried out to obtain more information on the observed irradiation-induced-improvement in 

crystalline quality of InGaN thin films.  

1. Introduction

The preparation and characterization of advanced optoelectronic material thin films has attracted 

tremendous scientific attention in recent years. It is well known that the structural, electrical, and 

optical properties of thin films are strongly correlated with their composition, microstructure, film 

thickness and impurities [1]. Irradiation of materials with energetic particles, such as ions or electrons, 

usually spoils their chemical or physical properties as a result of nuclear collisions and electronic 

excitation. However, ion irradiation may, on the whole, have beneficial effects on the target [2]. Two 

important examples of positive effects of ion beam irradiation are ion implantation onto 

semiconductors and the radiation-assisted treatment of cancer [3]. Some of the recent studies on the 

effects of ion irradiation on properties of materials can be found in Kumar et al., 2014 [4] and Som et 

al., 2014 [5]. Ion beam irradiation provides an active research field for the low-temperature 

processing, especially in semiconductor technology. The generation and migration of vacancies 

induced by ion irradiation make it possible to synthesize and modify materials at temperatures well 

below those required for thermally activated processes [6]. The evolvement of the structure of thin 

films by ion irradiation is interesting both from theoretical and experimental points of view. In this 

preliminary study, we investigate the effects of Phosphorus (P
+
) ion irradiation on the crystalline 
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quality of epitaxial InGaN/GaN thin films grown on sapphire substrates. Rutherford backscattering 

combined with channeling(RBS/C) was utilized to characterize the as-grown and the ion-irradiated 

InGaN/GaN samples. Future studies will look into structural, electrical and optical property changes 

after P
+
 ion irradiation using additional and/or complementary techniques like transmission electron 

microscopy (TEM), X-ray diffraction (XRD), four-probe electrical method, and spectroscopic 

ellipsometry (SE). 

2. Background

2.1.  Group-III Nitride Materials 

Group III-nitride semiconductors, aluminium nitride (AlN), gallium nitride (GaN), indium nitride 

(InN) and related alloys are obtained by combining group III elements (Ga, Al, In) with the group V 

element, N [7]. The III-nitrides are an unparalleled material system with many prominent features such 

as wide bandgap (0.7 eV for InN, 3.4 eV for GaN, and 6.2 eV for AlN), high mechanical and thermal 

stability, large piezoelectric constants, and excellent electro-optical properties [8]. The bandgap energy 

of a semiconductor is an essential parameter which influences its transport and optical properties 

including many other phenomena [9]. The energy gap of ternary III-nitride alloys like indium gallium 

nitride (InGaN), aluminum gallium nitride (AlGaN), or indium aluminum nitride (InAlN), can be 

adjusted to conform to light emission in the whole visible spectrum and into the deep ultraviolet (UV) 

region. In principle, the bandgap energy of the alloys can be varied continuously from 0.7 eV (pure 

InN) to 6.2 eV (pure AlN).  

In contrast to conventional semiconductors like silicon (Si) or gallium arsenide (GaAs) which have 

a diamond or zinc-blende (zb) structure with cubic symmetry, the group III-nitrides can crystallize in a 

hexagonal wurtzite (wz) or in a cubic zb crystal structure [8]. The thermodynamically stable 

crystalline structure of the III-nitrides is the hexagonal wz crystal structure [10], which are partially 

ionic solids due to large differences in the electronegativity of the group-III metal cations (Al = 1.18, 

Ga = 1.13, In = 0.99) and nitrogen anions (N = 3.0) [8,11,12].  

The III-nitrides have been studied intensively due to the great number of potential applications, and 

have recently attained an important position in the science and technology of compound 

semiconductors [13]. GaN and its alloy InGaN have become dominant materials for producing high 

brightness LEDs and LDs that emit light in the green/blue region of the visible spectrum. InGaN based 

light emitting diodes are already in use in full colour liquid crystal diode (LCD) displays and traffic 

lights. All these applications demonstrate the technological relevance of the III-nitride compounds and 

the reason for these materials to be the subject of an active research field (see, for example, [8,14-17]). 

2.2.  Ion implantation into InGaN alloys 

InxGa1-xN has the widest direct bandgap range of any compound semiconductor, varying from 0.7 eV 

(for x = 1) to 3.4 eV (for x = 0), which can be utilised in optoelectronic device applications from 

ultraviolet to infrared. This makes InGaN ideal for a wide range of applications, from high-density 

optical data storage, medical photonics, to communication devices. Recently, there has been a lot of 

interest in using InGaN in solar photovoltaic (PV) technology [18-21]. 

     Ion implantation is an adaptable technique for introducing an array of doping or compensating 

impurities into semiconductors. Implantation can also be used to  introduce a controlled level of 

impurities into the lattice for defect studies. It is the technique of choice to dope selective areas of a 

layer to desired carrier concentrations (for example, to create contact or channel regions) and to form 

semi-insulating regions for  device  isolation in such applications as field effect transistors (FETs). As 

the crystal quality of the group III-nitride materials continues to improve, ion implantation is playing 

an enabling  role in exploring new dopant species and device structures [22]. Presently, some of the 

ion implantation doping and doping during film growth studies for InGaN that can be found in the 

literature are for the following impurities: N and F [23], Er [24], and Si and Zn [25]. There are no or 

limited studies on phosphorus (P)-doped InGaN available in the literature at the moment. However, P 
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ion doping has been investigated for other wide bandgap materials like ZnS [26,27], ZnSe [28,29], 

ZnO [30-32], diamond [33-35], and SiC [36,37]. Moreover, phosphorus is a common dopant for n-

type Si. Therefore, it was necessary to investigate the effects of P
+
 incorporation into InGaN thin 

films. 

3. Experimental techniques

Ion beam analysis (IBA) methods have been used in materials analysis for several decades [38]. With 

these methods, information about composition, uniformity, impurities, and elemental depth profiles of 

major, minor, and trace elements of materials is obtained through detection of products from the 

interactions between energetic ions (typically MeV) and electrons and atoms in the target material. For 

example, in the particle induced X-ray emission (PIXE) technique [39] the characteristic X-rays of 

target atoms are detected, and in Rutherford backscattering spectrometry (RBS) [40] and elastic recoil 

detection (ERDA) [41,42], back scattered and recoiled ions, respectively, are detected.  

      Four InGaN thin films grown, with a GaN buffer layer, on sapphire by metal organic chemical 

vapour deposition (MOCVD) were used in this work. Rutherford backscattering spectrometry and 

channeling (RBS/C) measurements were performed using a collimated beam of He
++

 ions of energy 

2.084 MeV delivered by a 5UDH-2 Pelletron Tandem Accelerator at National Centre for Physics 

(NCP) in Islamabad, Pakistan. The samples were mounted on a high-precision goniometer in a 

vacuum chamber, so that the orientation of the samples relative to the He
++

 beam could be precisely 

controlled. A silicon particle detector, with an energy resolution of 25 keV, was placed at a scattering 

angle of 170. First, three InGaN samples were irradiated, at room temperature, with P
+
 ions of energy 

700 keV at ion fluences of 1  10
14

, 1  10
15

 and 7.75  10
15

 ions cm
-2

. The fourth sample was not 

irradiated and taken as a reference/control sample. Then the defects in the crystalline structure 

produced by P
+
 ion irradiation on the InGaN thin films were explored using RBS/C and compared 

with the as-grown sample.  

4. Results and Discussion

Rutherford backscattering and channeling (RBS/C) is a nondestructive quantitative technique used to 

characterize composition, thickness, interface and crystalline quality of an epilayer as a function of 

depth [43]. Ion channeling has proved to be successful for strain measurement for a wide range of 

semiconductor thin films including III-nitrides [44]. When the ion beam is directed along a high-

symmetry crystal direction, a phenomenon called “channeling” occurs. The incident ion beam will 

undergo a series of correlated small angle scatterings, and as a result the backscattering events 

significantly reduce compared with the backscattering events when the ion beam is randomly directed. 

Χmin, which is the ratio of the backscattered yield when the ion beam is aligned with a crystallographic 

axis (YA) to that with the random direction (YR), is a measure of the crystalline quality of the film [45].  

     The RBS/C data was acquired using model RC43 analytical software supplied by the National 

Electrostatics Corp. (NEC) [46]. First, an RBS random spectrum of the as-grown sample was taken 

and then fitted with the Rutherford Universal Manipulation Program (RUMP) [47] in-order to 

determine the thickness and amounts of In, Ga, and N (figure 1). The InGaN thin film and GaN buffer 

were found to be 950  and 1830 nm thick, respectively. The composition of the epilayer was calculated 

to be In0.05Ga0.47N. The ratio of the backscattered events from the aligned spectrum to that from the 

random spectrum in the same region close to the surface had minimum yield Χmin = 58.43 %, 

indicating that the In0.05Ga0.47N layer had a poor crystalline quality. A Χmin value of 1 – 2 % indicates 

perfect crystalline quality of the thin film [48]. Figure 2(a) shows a comparison of the RBS channeling 

and random spectra and figure 2(b) shows the channeling crystal image of the as-grown InGaN thin 

film. It is clear from figure 2(a) that the InGaN thin films were of poor crystalline quality because the 

aligned spectrum is very close to the random spectrum, indicating that the dechanneling rate was high. 
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Figure 1. RBS random spectrum of as-grown InGaN sample simulated with RUMP program. 

Next, the aligned and random spectra of the three P
+
 ion-irradiated samples were acquired and Χmin

calculated. Figures 3, 4 and 5 below show the aligned and random spectra for each of the three P
+
 ion-

irradiated InGaN thin film samples with the corresponding channeling crystal image. 

Figure 2. (a) RBS random and channeling spectra, and (b) Channeling crystal image of the as-grown 

InGaN thin film sample 

Figure 3. (a) RBS random and aligned spectra, and (b) Channeling crystal image of the InGaN thin 

film sample at P
+
 ion fluence of 1 x 10

14
 ions/cm

2
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Figure 4. (a) RBS random and aligned spectra, and (b) Channeling crystal image of the InGaN thin 

film sample at P
+
 ion fluence of 1 x 10

15
 ions/cm

2
 

     It is clear from figure 4 and figure 5 that the dechanneling rate increases with the increase in ion 

irradiation for P
+
 fluences of the order of 10

15
 ions/cm

2
. No channeling region was observed at P

+
 = 

7.75 x 10
15

 ions/cm
2
 (see figure 5(b)), which was the highest ion fluence reached in this study. 

However, at P
+
 = 1 x 10

14
 ions/cm

2
 the channeling minimum yield, Χmin, is lower than that of the as-

grown sample (see figures 2 and 3). This observation suggests that the crystalline quality of the InGaN 

thin films is improved by low doses of ion irradiation. The same phenomenon has been observed by 

Takahiro and co-workers on epitaxially grown Ag thin films and Cu films on Si substrates [6,49,50]. 

Follow up experiments and additional techniques like transmission electron microscopy (TEM) may 

provide further information on the improvement of crystalline quality induced by ion irradiation. 

Figure 5. (a) RBS random spectra, and (b) Channeling crystal image of the InGaN thin film sample at 

P
+
 ion fluence of 7.75 x 10

14
 ions/cm

2
.  

Figure 6 shows the variation of the calculated channeling minimum yield, Χmin, with P
+
 ion fluence for

all the four InGaN samples used in this study. As can be seen in figure 6, the channeling minimum 

yield of the as-grown sample fell from about 60% to about 30% at a P
+
 ion dose of 1 x 10

14
 ions/cm

2
. 
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Figure 6. Variation of Χmin with P
+
 ion fluence. Note the decrease in Χmin at P

+
 = 1 x 10

14

5. Conclusion

In this study, Rutherford backscattering spectrometry and channeling (RBS/C) structural analysis of P
+
 

ion-irradiated InGaN/GaN thin films grown by MOCVD on sapphire has been presented. We 

performed RBS/C experiments to find the composition, thickness, crystalline quality and channeling 

minimum yield, Χmin, dependency on ion fluence. Irradiations with 0.7 MeV P
+
 ions were carried out

to fluences ranging from 1 x 10
14

 to 7.75 x 10
15

 ions/cm
2
 at room temperature. The InGaN thin film 

and GaN buffer were found to be 950  and 1830 nm thick, respectively. The composition of the 

epilayer was calculated to be In0.05Ga0.47N. The crystalline quality of the InGaN thin films was 

analysed before and after irradiation. Results from RBS/C indicate that the quality of the InGaN thin 

films is improved by ion irradiation. Irradiation with 0.7 MeV P
+
 ions to 1 x 10

14
 ions/cm

2
 at room 

temperature reduced Χmin from 58.4% to 32.6% at the InGaN surface but Χmin increased considerably 

above this dose. We suggest that the improvement in the crystalline quality of the InGaN thin films 

could have been brought about by collision-induced atomic re-arrangements at low ion doses. 
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Abstract. Samples of undoped CdO and 5% Ag doped CdO nanoparticles were prepared by 

sol-gel method and annealed for 1h at various temperatures ranging from 100 – 500 
0
C. The 

prepared samples were characterized using XRD, UV-Vis, Photoluminescence and SEM. The 

results showed that for 5% Ag-CdO, the nanoparticles were completely crystallized at the 

annealing temperature of 400 
0
C. Almost similar lattice parameters were obtained for both the 

undoped and Ag doped CdO nanoparticles. Ag dopant appears to reduce the average grain size 

of CdO, although it increased as the annealing temperature was raised. Introduction of Ag in 

CdO resulted in the band gap widening and an increase in the recombination rate.  

1. Introduction

Nanocrystalline oxides have attracted much attention recently due to their technological importance in 

solar cells, chemical sensors and liquid crystal displays [1]. CdO is an n-type semiconductor with an 

FCC structure and has a band gap of between 2.2 eV and 2.7 eV [2]. It has promising applications in a 

wide range of fields such as solar cells, transparent electrodes, phototransistors and gas sensors [3]. 

Previous studies have shown that when a dopant has an atomic radius smaller than that of Cd
2+

(0.97Å), the electrical conductivity of the doped CdO increases and the lattice unit cell compressed [4]. 

Impurities of high ionic radii are expected to decrease the impurity diffusion towards the p–n junction 

and are therefore important in the fabrication of solar cells and diodes [5]. In this contribution, focus 

will be on the effect of doping CdO nanoparticles with Ag (1.26Å) which is a high ionic radius 

impurity in order to understand the structural and optical properties. 

2. Experimental

2.1. Sample preparation 

The undoped and 5% Ag doped CdO nanoparticles were prepared using the precursors cadmium 

acetate dihydrate, 2-methoxyethanol, silver nitrate and ethanolamine. For the undoped CdO, cadmium 

acetate dihydrate (0.5M) solution was dissolved in 2-methoxyethanol (0.5M) at a constant magnetic 

stirring for 10 min. For the Ag doped CdO, cadmium acetate dihydrate (0.5M) and 5 wt.% silver 

1
To whom any correspondence should be addressed. 
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nitrate  solutions were dissolved in 2-methoxyethanol (0.5M) with a constant magnetic stirring for 10 

min and then the  ethanolamine (0.5M) solution was added drop by drop into both the undoped and the 

doped solutions separately with continuous stirring. The final solutions were stirred for 2 h at room 

temperature. The solutions were then allowed to age for 24 h and then filtered to dry. The precipitates 

for both the undoped and doped CdO were annealed at different temperatures (100, 200, 300, 400 and 

500 
0
C) for 1h. 

2.2. Sample characterization  

X-Ray powder diffraction (XRD) results were obtained using a Philips Analytical X-Ray B.V 

diffractometer using CuKα (λ = 0.15405nm) radiation. The average grain size was calculated using the 

following familiar Scherrer equation: 






cos
)(

D

K
hkl    , 

where β(hkl) is the full width at half maximum, D is the grain size,  K is a constant λ is the wavelength 

and θ is the diffraction angle from the XRD pattern.   

The strains (ε) were determined using the following equation: 






sin4

cos)(hkl
 . 

Ultraviolet-visible (UV-Vis) absorption spectra were recorded using a Perkin-Elmer Lambda 750S 

UV/Vis spectrometer. Photoluminescence (PL) measurements were carried out using Perkin-Elmer LS 

55 Fluorescence spectrometer. The scanning electron microscopy (SEM) images were captured using 

a JEOL-JSM-7500F microscope at a scale of 100nm and a magnification of ×75. 

3. Results and discussions

3.1. X-ray diffraction 

The XRD patterns of the 5% Ag doped CdO samples calcined at 100, 200, 300, 400 and 500 
0
C are 

shown in figure 1. The patterns of the undoped CdO sample preheated at 400 ˚C is included for 

comparison purposes. As can be observed in the figure, the samples heated at 100 and 200 
0
C do not 

show any peaks associated with CdO. CdO peaks only start to appear at 300 
0
C although at this 

temperature there are still peaks associated with the precursors. The sample completely crystallises to 

CdO at 400 
0
C. This behavior was also observed for the undoped sample. The XRD profile of the 

sample calcined at 400 ˚C displays only three main CdO peaks at 2θ = 33.07˚, 35.34˚ and 55.31˚ 

associated with the plane (111), (200) and (220); respectively. This is consistent with the values in the 

standard card (JCPDS No 05-640) as well as the work by Dakhel AA [2].   

The average grain sizes, lattice parameters and strains for undoped CdO and Ag doped CdO samples 

are shown in table 1.  A comparison of the average grain size of the undoped sample (~51 nm) and that 

of the doped sample (~40 nm), both preheated at 400 
0
C shows that the introduction of Ag does reduce 

the grain growth. The results of the doped sample show that the average grain sizes increase as the 

temperature increases.  This was also observed for undoped CdO [6]. The microstrain is higher for the 

sample prepared at low temperature and decreases as the temperature increases indicating that the 

broadening is due to grain size. 

The lattice parameters were determined from the interplaner spacing equation and Bragg’s law using 

the X-ray diffraction peaks. As seen from the table, the addition of Ag dopant caused no significant 

changes in the lattice parameters indicating that the introduction of Ag in CdO nanoparticles did not 

distort the structure.  

3.2. UV-Vis spectroscopy  

The UV-Vis absorption spectra of undoped CdO preheated at 400 
0
C as well as Ag-doped CdO at 400 

and 500 
0
C

 
are shown in figure 2. From the figure, one can observe the absorption excitonic peaks at 

~557 nm for undoped CdO and ~475 nm and ~508 nm for the Ag doped CdO samples heated at 400 

and 500 
0
C, respectively. As can be seen from the UV-vis spectra, the excitonic peaks are very broad. 
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A similar behaviour was observed by J. Liu et. al. on pure CdO prepared using thermal decomposition 

reaction [6]. The corresponding band gap energies of absorption maximum for the samples were 

calculated using the following equation:  



hC
E  ,

where E is the absorption band gap, h  is the plank constant, C  is  a speed of light,  λ = absorption 

excitonic peak wavelength.  

The corresponding band gaps obtained were 2.23 eV for the undoped sample preheated at 400 
0
C and 

2.61 eV and 2.44 eV for Ag-CdO preheated at 400 and 500 
0
C; respectively. The reported value [7] of 

the direct band gap of bulk CdO is 2.3 which is comparable to the present results. 
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Figure 1. XRD patterns for undoped CdO annealed at 400 
0
C and 5% Ag doped CdO annealed at 

100 
0
C, 200 

0
C, 300 

0
C, 400 

0
C and 500 

0
C. 

Table 1. Average grain sizes (D), Lattice parameters, energy band gaps and strain (ε) 

Sample Temperature Lattice parameters D Band gap Ε 
0
C a = b = c 

(Å) 

Volume 

(Å)
3 

(nm) (eV)  ± 0.03 (x 10
-3

) 

Undoped 

CdO 

400 4.690 103.182 51.19 2.23 1.948 

5%Ag-CdO 400 4.691 103.228 40.03 2.61 2.490 

5%Ag-CdO 500 4.699 103.757 47.03 2.44 2.108 
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Figure 2. UV-Vis absorption spectra for Undoped CdO annealed at 400℃ and 5% Ag doped CdO 

annealed at 400 
0
C and 500 

0
C. 

The band gap of Ag doped CdO appears to have blue shifted from that of the undoped sample.  This 

blue shift or band gap widening can be explained in terms of the Moss–Burstein (M–B) effect [8, 9]. 

According to this M-B theory, the optical absorption edge of a degenerate n-type semiconductor is 

shifted towards higher energy by the amount which is proportional to the free-electron density. 

3.3. Photoluminescence 

Previous reports have indicated that bulk CdO does not exhibit luminescence [10].  In the present 

work the photoluminescence (PL) of pure and Ag doped nanocryastalline CdO were detected. The PL 

emission spectra of the undoped sample preheated at 400 
0
C as well as those of Ag-doped CdO 

preheated at 400 and 500 
0
C

 
 are shown in figure 3.  All the spectra were measured using an exciting 

wavelength of 325 nm.  The PL spectra are dominated by the green emission peak around 410 nm. 

This is comparable to the result obtained for CdO film prepared by spray pyrolysis [11] in which the 

peak was found at 413 nm. This peak is ascribed to an exciton bound to a donor level.  The PL 

intensity of Ag-doped CdO is higher than that of the undoped sample. Since the PL emission mainly 

results from the recombination of excited electrons and holes, the higher PL intensity indicates that an 

introduction of Ag increases the recombination rate. The intensity further increases as the annealing 

temperature increases. 
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Figure 3. Photoluminescence spectra for Undoped CdO annealed at 400℃ and 5% Ag doped CdO 

annealed at 400 
0
C and 500 

0
C.   

3.4. SEM 

The SEM micrographs are shown in figure 4. The morphologies of the powders are almost spherical in 

shape. The micrographs also reveal that the particles are agglomerated. Agglomeration could be due to 

strong hydrogen bonding in the gel network, which is then difficult to remove in the subsequent 

stages. At very high temperatures, the degree of crystallinity as well as agglomeration further increases 

considerably. The results are consistent with the XRD results in that as the temperature increases 

particle size increases and crystallinity improves as indicated by the broadening of the XRD peaks. 

(a) Ag-CdO at 400 
0
C (b) Ag-CdO at 500 

0
C

(c) Undoped CdO at 400 
0
C

Figure 4. SEM micrographs of Ag-CdO (a) and (b) as well as the undoped CdO (c). 
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4. Conclusion

XRD results revealed that both the undoped and 5% Ag doped CdO nanoparticle samples had a cubic 

crystalline structure (FCC structure). Introduction of Ag dopant in CdO had no significant effect on 

the lattice parameters of CdO nanoparticles. The strains decreased with an increase in annealing 

temperature indicating that peak broadening is due to grain size. The average grain sizes increased as 

the annealing temperature was increasing. The introduction of Ag in CdO resulted in the blue shifting 

of the band gap from that of the undoped sample. The PL intensity of Ag-doped CdO is higher than 

that of the undoped sample indicating that an introduction of Ag increases the recombination rate.  The 

SEM results confirmed what is observed with XRD in that the average grain sizes of the samples 

increased with an increase in the annealing temperature. 
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Abstract. Pentlandite (Co,Fe,Ni)9S8 is the most abundant iron-nickel sulphide ore 

containing mineral and has a wide range of applications in industries. The mineral is of 

commercial importance and can be extracted using floatation processes; one of the 

processes is by oxidation. This process plays a significant role in forming air bubbles that 

float the pentlandite mineral. Despite reports that oxidation tend to depress the sulphide 

minerals, it however, increases the pulp potential during flotation. The present study 

investigate the clean and oxidised nickel-rich {110} pentlandite surface using ab-initio 

density functional theory (DFT). The Bader analysis have been used to evaluate clean and 

oxidised surface and suggests that Fe and Ni have 3+ and 2+ (clean) and 4+ and 3+ 

(oxidised) oxidation state, respectively. Furthermore, when oxygen is adsorbed on the (fcc-

hollow site or on Fe-top site) and on Ni-top site, it was found that the surface oxidises as 

Fe-O-Fe and Ni-O-O, respectively. Oxidation had also shown preferential of iron and we 

noted a charge transfer from the metals to the oxygen molecule. We also observed that the 

oxygen (O1) coordinated to the Fe/Ni increases the states of σs and πp bonding orbitals with 

no πp* antibonding orbital present. Furthermore, the oxygen (O2) coordinated to O1 

occupies the πp* antibonding orbital. The σp* antibonding peak is observed to move closer 

to the Fermi energy, where on Fe-top site adsorption the peak reside just above the Fermi 

energy while on  Ni-top site adsorption is half occupied.  

1. Introduction

The oxidation of pentlandite, naturally and during floatation is an important process to understand 

extraction of mineral ore. As there is a growing demand for nickel [1], pentlandite, in particular 

(Fe, Ni)9S8 is a principal source of nickel [2]. Pentlandite mineral occurs as intergrowth or in solid 

solution with pyrrhotite [3] and this makes extraction of mineral difficult. The separation of 

minerals can be achieved by the use of organic collectors which form important role in rendering 

the mineral hydrophobic [4].  

According to literature, floatation is made easy by creating the rising current that acts like 'hot-

air balloons' as such providing the necessary buoyancy to carry selected minerals to the pulp 

surface. Floatation is the process by which air is bubbled through the slag in a floatation cell. The 

bubbled air usually oxidises the minerals and also create air bubbles [5]. The alteration, in 

particular the oxidation both in ore deposits and during the extraction, is an important process used 

during extraction of mineral ore [3]. In this regard it is of paramount importance to investigate the 

oxidation process. This will provides information on the chemistry of pentlandite surfaces that may 

be applicable to the separation of pentlandite mineral. In this study we report on DFT 
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computational investigation of the adsorption strength, bonding behavior, charge transfer and 

interaction of oxygen molecule with the {110} surface of nickel-rich pentlandite (Fe4Ni5S8) 

mineral.  

2. Computational methodology

In order to investigate the surface-O2 reaction on nickel-rich pentlandite mineral we perform ab 

initio quantum-mechanical density functional theory [6; 7] calculations and analyze the density of 

states, Bader charges and charge density difference. Bader analysis is necessary for calculating and 

assigning electronic charges on individual atoms within the system. This is based upon a grid of 

charge density values where only steepest ascent trajectories confined to the grid points are used to 

identify the Bader regions [8]. 

We use the plane-wave (PW) pseudopotential method with Perdew-Burke-Ernzerhof (PBE) 

exchange-correlation functional [9] in spin-polarized condition, using VASP code [10]. A {110} 

surface slab composed of four layers of atoms separated by a vacuum slab of 20 Å was used to 

mimic the interaction of the adsorbate (O2) with the repeating upper slab. The ultrasoft 

pseudopotential is used with a plane-wave basis set, truncated at a kinetic energy of 400 eV since 

this was found to be sufficient to converge the total energy of the system. Brillouin zone 

integrations are performed on a grid of 5x5x1 k-points. This is chosen according to the scheme 

proposed by Monkhorst and Pack [11]. We use the Methfessel-Paxton smearing of σ = 0.2 eV. 

Different termination were sampled and only the less reactive (low surface energy) for {110} 

surfaces were considered. The surface stabilities for different termination are determined by their 

surface energy, calculated using equation 1: 

Esurface = (
1

2A
) [Eslab − (nslab)(Ebulk)]   (1) 

where Eslab is the total energy of the cell containing the surface slab, nslab is the number of atoms 

in the slab, Ebulk is the total energy per atom of the bulk and A is the surface area. A low positive 

value of Esurface indicates stability of the surface termination. During adsorption the bottom two 

layers are kept frozen and the top four layers are allowed to interact with the oxygen molecule. The 

strength of interaction of the surface with the adsorbate is shown by the adsorption energy, 

calculated by equation 2: 

Eadsorption = (
1

n
) [Eslab − (Esystem + nEadsorbate)]  (2) 

where Esystem is the energy of the surface slab with adsorbate, Eslab is the energy of the surface 

slab as above, n is the number of adsorbate adsorbed on the surface and Eadsorbate is the energy of the 

isolated adsorbate molecule. A negative value shows a strong interaction between the adsorbate and 

the surface, whereas a positive value reveals the opposite. 

3. Results and discussion

The nickel-rich pentlandite (Fe4Ni5S8) {110} surface is shown in figure 1, and the designated atoms 

as indicated. The surface was cleaved from the optimised bulk pentlandite structure with space 

group of Fm-3m (225) [12].  

Table 1. Calculated surface energy (eV/Å
2
) and adsorption energies (eV) of oxygen molecule 

adsorbed on {110} nickel-rich pentlandite mineral surface metals. 

Surface Surface energy Adsorption energies 

{110} E(surface) Fcc-hollow Ni-top Fe-top 

0.061 -1.891 -0.040 -1.902 
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In order to describe the adsorption of oxygen on the surface, we consider three distinct 

adsorption trajectories as shown in figure 1(f). The three adsorptions labelled as fcc-hollow, Fe-top 

and Ni-top. Their calculated surface and adsorption energies are given in table 1. The adsorption 

strength of oxygen molecule on the surface is found to be stronger on the Fe atoms. We observed 

that O2 adsorption on the Fe-top and fcc-hollow site forms bridging with the iron atoms (Fe-O-Fe), 

and their adsorption energy is slightly more exothermic on Fe-top than fcc-hollow site. It clearly 

suggests that energy (0.011 eV) is lost in the chemisorption process of fcc-hollow site. Now, 

considering the adsorption on Ni-top, we observed formation of a superoxo bonding giving rise to 

adsorption energy of -0.040 eV. It is evident that the adsorption energy of Fe is more spontaneous 

than on Ni, this suggests the preferential oxidation of Fe. The oxidation behaviour is in line with 

that reported by Merape et al. [13], where the oxygen molecule prefers the iron. 

Figure 1(a) and (b) show the un-relaxed and relaxed surfaces, respectively. We observed that 

after relaxation, the slab changes from four layers (figure 1(d)) to six layers (figure 1(e)), where 

layer1 relaxes into three layers as shown in figure 1(e). In order to predict the bonding behavior and 

charge state of the surface, we consider the spin-polarized density of states (DOS) in figure 1(c) 

and Bader analysis in table 2. Note that the DOS are plotted only for the top most metals (i.e. Fe 

and Ni) atoms. The DOS shows that this material has a metallic characteristic since there is no band 

gap observed at the Fermi energy (EF). The PDOS of Ni atoms show only one sharp peak at the VB 

and less contribution at EF, while the PDOS of Fe has broader peaks around EF. More importantly, 

we note that the Fermi energy cut the top of Fe d-orbital (high states at EF). 

 

Figure 1: The {110} surface (a) un-relaxed and (b) relaxed stable termination surface, (c) PDOS of 

the top most clean Fe/Ni atoms, (d) number of layers on the relaxed surface and (e) the three 

different adsorption geometries investigated: fcc-hollow, Fe-top and Ni-top.  

Table 2: The Bader analysis for Fe-O2 and Ni-O2 on {110} surfaces: Atom, Bader charge and 

oxidation state.  

Surface Atom 

Clean surface Fe-top adsorption Ni-top adsorption 

Bader 

charge 

(e
-
) 

Oxidation 

state 

Bader 

charge 

(e
-
) 

Oxidation 

state 

Bader 

charge 

(e
-
) 

Oxidation 

state 

{110} 

O1 - - 6.483 -0.48e 6.253 -0.25e 

O2 - - 6.150 -0.15e 6.118 -0.12e 

Fe1 7.575 +0.43e 7.281 +0.72e - - 

Fe4 7.505 +0.51e 7.292 +0.71e - - 

Ni2b 9.593 +0.41e - - 9.361 +0.64e 

(c) (f) 

Vacuum slab Vacuum slab 

(e)  Ni2b-Ni3b

 Fe1-Fe4

(d) 
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The clean iron atoms are observed to have different oxidation states (charges) suggesting that 

the iron atoms are not charge ordered and there is alternation of the charges. This suggests that the 

presence of nickel atoms at the octahedral position breaks the charge symmetry of the iron atoms to 

a small degree, such that the iron with Fe
0.43+

 has 0.08 electrons less than the Fe
0.51+

. Such 

observations of the charge symmetry breakage have been observed on doping of bulk FeS with Ni 

[14]. The Bader charges for the clean surface suggested oxidation states of Fe
3+

 and Ni
2+

 (table 2). 

From covalent materials, by analogy it can be deduced that there is a high level of covalent nature 

predicted for the Ni-S and Fe-S bonds in Fe4Ni5S8 pentlandite. 

From the calculated Bader analysis of adsorbed system we noted that oxygen (O2) accepts less 

charges compared to the surface bonding oxygen (O1) (table 2). The charge loss on Ni and Fe 

atoms increases their oxidation states, suggesting a transformation from Ni
2+

 to Ni
3+

 and Fe
3+

 to 

Fe
4+

 oxidation states. The oxidation state of Ni
3+

 only occurs with fluoride and oxide [15], thus 

suggest a Ni
3+

.  

Table 3. The relaxed bond lengths (R, in Å), bond angles (θ, in deg.). The theoretical/ 

Experimental values are shown in parenthesis for comparison. 

Oxidation 

Bonds Fcc-hollow site Fe-top site Ni-top site 

R(O1-O2) 1.316 1.316 1.284 (1.284)
 [16]

 

R(Fe1-O1) 1.818 (1.880)
 [17]

 1.815 (1.880)
 [17]

 - 

R(Fe4-O1) 1.818 (1.880)
 [17]

 1.817 (1.880)
 [17]

 - 

R(Ni2b-O1) - - 1.801 (1.728)
 [16]

 

θ(Fe1-O1-Fe4) 84.68˚ (81.9)
 [18]

 84.96˚ (81.9)
 [18] 

 - 

θ(Ni2b-O1-O2) - - 128.78˚ (125.3)
 [16]

 

An interesting observation is that the bond length of Fe1-O1 is shorter compared to Fe4-O1, 

suggesting that Fe1 losses more charges. These charge transfer is also complimented by the charge 

density difference (figure 2(f and g)) where we note that a positive electronic cloud that accepts 

electrons is on oxygen molecule while the negative electronic cloud that donate is on the Ni/Fe 

atoms. In figure 2(d and e), the relaxed system shows a superoxide or superoxo bonding of oxygen 

molecule on both Ni and Fe atoms. Superoxo or superoxide is a compound that contains the 

superoxide anion with the chemical formula O2
−
. Superoxide anion is particularly important as the

product of the one-electron reduction of dioxygen O2, which occurs widely in nature [19]. The 

bond distances found (table 3), are in agreement with previous studies and confirmed formation of 

a superoxo bonding. The cylindrical shape on the oxygen (O2) atom also suggests a superoxo 

bonding.  

Now we present and discuss the spin-polarized density of states (DOS) of oxidised surface 

(figures 2(a) and (b)). The charge density difference between the oxidised surface system and the 

clean surface plus the oxygen molecule are visualised using the VESTA software [20]. In order to 

confirm the charge transfer during adsorption we compute the Bader analysis (table 2). These 

calculated properties are crucial since they depict the nature of bonding for the adsorbate on the 

surface as it is not easy to clearly define the bond order from structural analysis. Note that here we 

only show the DOS and Bader analysis for adsorption on Fe-top and Ni-top, since the fcc-hollow 

site adsorption showed similar behaviour as the adsorption on Fe-top.  

Figure 2(a) and (b) show the DOS for the two adsorption sites, i.e. Fe-top and Ni-top sites. 

Now, we consider the Fe-top adsorption, the DOS clearly shows that the Fe d-orbital transfer 

electrons to both bonding and antibonding of the O2 orbitals, in particular we observe that the 

LUMO πp* antibonding orbital is occupied below the EF. The Fe PDOS show sharp d-orbital peaks 

below the EF compared to the clean surface. Furthermore, the peaks above the EF merge to form 
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one peak that has very small splitting peaks. This suggests that electrons are being donated to the 

oxygen atoms.  

Figure 2: The total density of states (tDOS) and PDOS: (a) adsorption on Fe-top site, (b) 

adsorption on Ni-top site. Side view of relaxed surface with oxygen molecule: (c) energy levels of 

the valence orbitals of isolated O2 molecule, (d) Fe-top site ad sorption and (e) Ni-top site 

adsorption. The sketch of isosurface charge density difference: showing electron transfer between 

surface metals (Ni/Fe) atoms and oxygen atoms on the surface: (f) Fe-top site (isosurface level = 

0.004 eÅ
-3

) and (g) Ni-top site (isosurface level = 0.003 eÅ
-3

). Cyan represents positive electronic 

clouds which accept electrons and blue stands for negative electronic clouds which donate 

electrons.  

The PDOS of O2 shows that σs and πp bonding orbitals and πp* antibonding orbitals accepts 

electrons during bonding of the O2 on the Fe. It is worth noting that O1 is the bridging (bonding) 

oxygen atom and we observed that it occupies more of the σs and πp bonding orbitals since an 

increased state are noted with no πp* antibonding present below the EF (figure 2(a) and (b)). The 

O2 is noted to have the πp* antibonding orbitals occupied just below the EF, suggesting that 

electrons prefer the outer most shell. Interestingly, we note that the σp bonding orbitals on both O1 

and O2 is similar to that of the isolated O2. Furthermore, we observe that the σp* antibonding 

orbital moves closer and reside just above the EF and mix with the d-orbital antibonding.  

For Ni-top adsorption (figure 2(b)), the PDOS clearly shows that the sharp d-orbitals peak split 

into two peaks. Moreover, we noted a formation of a small peak just above the EF. However, the 

peak is not completely shifted/formed above the EF, suggesting that the σp* orbital is not fully 

occupied and as such show hybridisation of the antibonding d-orbitals and σp* orbital. The PDOS 

of O2 molecule (figure 2(b)) of Ni-top shows similar behaviour as Fe-top, however, the difference 

in this case (Ni-top) is that the πp* antibonding orbital has broad peaks, thus reducing their states 

(a) (b) 

(e) 

(d) 

(c) (g)

(f) 
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height. Moreover, we noted that the σp* orbital on is half occupied at the Fermi energy and merges 

with the πp* orbital.  

4. Conclusions

The adsorption energy and bonding nature of oxygen molecule on the {110} surface for flotation 

purpose was investigated using DFT. We observed that the oxidation favoured the formation of 

superoxo on Ni-top site and a bridging on iron on Fe-top and fcc-hollow site. Furthermore, we 

observed a preferential oxidation of iron on fcc-hollow site adsorption. The DOS revealed that the 

oxygen (O2) not attached to the metal surface has the πp* orbital occupied, while the bonding 

orbitals on O1 have increased states compared to the antibonding orbitals. Interestingly, Bader 

analysis revealed the amount of charge transferred and those accepted; in which case we noted that 

O1 accept more charges than O2. The loss of charges on the metals suggested transformation from 

Ni
2+

 to Ni
3+

 and from Fe
3+

 to Fe
4+

 oxidation states. This study showed how oxygen reacts with 

iron/nickel naturally and during flotation which is an aspect that may be useful in the floatation of 

pentlandite mineral. 
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Abstract. Zinc acetate (ZnAc) concentration was varied to prepare ZnO using the chemical 

bath deposition method (CBD). X-ray diffraction (XRD), scanning electron microscopy 

(SEM), ultraviolet visible (UV-vis) and photoluminescence (PL) systems were employed to 

investigate the influence of ZnAc on the structural, morphological, optical and 

photoluminescence properties. The obtained crystal structure from XRD analysis was the 

hexagonal wurtzite structure. It was observed that at higher molar concentration of ZnAc the 

structure changed to mixture of ZnO and ZnAc. The estimated average crystallite size was 23 

nm. There was no effect on the crystallite size as ZnAc concentration was varied. SEM images 

shows non-uniform agglomerated flower like structures at lower concentrations, at the highest 

ZnAc concentration flowerlike structures are observed to grow into platelets-like structure. 

There was no effect on the absorption edges and the energy band gap as ZnAc concentration 

increases in the UV-vis measurements. PL measurements revealed a slight red-shift in the 

visible region with an increase in ZnAc concentration.  

1. Introduction

Zinc oxide (ZnO) is a metal oxide semiconductor material with wide direct band gap energy equal to 

3.37 eV [1]. It is an n – type semiconductor which has a moderate high exciton binding energy of 60 

meV at room temperature [2]. This large exciton binding energy indicates that efficient excitonic 

emission in ZnO can persist at room temperature and higher [3]. From the first half of the 20th 

century ZnO has been under great study even to-date it is still drawing attention due to its unique 

structure and morphology [4]. This wurtzite n – type semiconductor has potential applications because 

of various properties that include good transparency, high electron mobility, and strong room 

temperature luminescence [5]. Simply because ZnO has good optical properties it can be used in solar 

cells and light emitting devices [6].  

Recently nanotechnology is playing a major role in optimizing metal oxide for various applications in 

the fields such as electronics, material science and optics [7]. Xu et al showed that ZnO has different 

morphologies ranging from the hexagonal shape up to the rhombohedron shape which can be obtained 

by different methods of preparation [8].  

Several techniques have been employed recently to prepare ZnO such as solution combustion method 

[9]. Three dimensional flower-like morphologies have been synthesized through facile hydrothermal 

process by Lu et al [10] at 95 
o
C for 24 hrs who obtained well dispersed flower-like ZnO structures. 

Koao et al [11], reported on the properties of flower-like ZnO nanostructures synthesized using the 

chemical bath deposition (CBD) technique. They found that by varying the amount of ZnAc there was 
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no change in morphology and crystal structure, due to high concentration of ZnAc that was used. 

Following the work of Koao et al [11], we prepared ZnO at low ZnAc concentration to study its 

influence on structural, morphological, optical and luminescence properties using CBD technique. 

The current study confirms the consistency of CBD method for the formation of flower-like 

morphology. The CBD method is preferred due to its uses at low temperature and it is relatively 

inexpensive way of preparation hence it provides a good control of particle size and a uniform 

morphology. 

2. Methodology

The ZnO powders were prepared by the chemical bath deposition method. The following starting 

materials such as ZnAc (Zn(O2CCH3)2), Thiourea ((NH2)2CS) and Ammonia (25% NH3) were used. 

The sample solutions were prepared by dissolving 0.1, 0.12, 0.14, 0.16, 0.18 and 0.2 M of ZnAc in 60 

ml of H2O, respectively, and 0.4 M of ((NH2)2CS) and also 98.8ml of (25% NH3), were dissolved into 

200 ml of deionized water, respectively. Then a magnetic stirrer was used to stir each of the mixtures 

for 12 hours at room temperature to ensure homogenous distribution of the solution reagents. An 

equal volume ratio (1:1:1) was considered for each solution in the following order: 60 ml quantity of 

ZnAc was first added to the beaker which was placed in the water bath, followed by addition of 60 ml 

of ((NH2)2CS) solution while stirring and finally 60 ml of (25% NH3) solution was also added while 

continuously stirring. Water bath was maintained to be at a constant desired temperature of 80 
o
C. The 

white precipitates were then formed within 30 seconds after the solution was placed inside the water 

bath. The beakers were removed from the bath after 10 minutes. The solution was allowed to stabilize 

for 12 hours in the lab. Finally the solution was filtered and the dry precipitate was collected, washed 

several times with 60 ml of ethanol and 60 ml of acetone to remove the residue and desiccated for a 

maximum of 72 hours to ensure that they are dried prior to characterization. The powders synthesized 

were characterized by XRD, SEM, UV-vis spectroscopy and PL.  

3. Results and discussion

3.1. Structural analysis 

Figure 1(a) presents the XRD patterns of ZnO prepared at various concentrations of ZnAc ranging 

from 0.1 to 0.2 M. All the XRD diffraction peaks observed between 0.1 to 0.18 M match with 

hexagonal wurtzite structure JCPDS card no. 36-1451, with calculated average lattice constants a = 

3.245 Å and c = 5.177 Å. There was no effect on lattice constants as ZnAc concentration increases. At 

higher ZnAc concentration 0.2 M there is a mixture of ZnO diffraction peaks marked with circles (
o
) 

and ZnAc diffraction peaks marked with asterisks (*). The Scherrer’s equation [12], was employed to 

estimate the ZnO mean crystallite size using the full width at half maximum (FWHM) of all the 

diffraction peaks. The average estimated mean crystallite size of ZnO powders was ~ 23 nm, and there 

was no change in the crystallite size when increasing ZnAc concentration. From figure 1(b) it is 

observed that the (101) peak of the ZnO powders have slightly shifted to higher diffraction angles 

when the ZnAc concentration was increased. The slight shift of the peak position indicates a 

compaction of the unit cell, simply because Zn
2+

 ions which are in excess prefer to occupy the 

interstitial sites. Furthermore, the peak shift may be due to increased ZnAc concentrations which help 

to enhance mobility of atoms, subsequently resulting in improved quality of ZnO crystals [13]. 

3.2. SEM analysis 

The SEM images of the ZnO nanoparticles prepared using the CBD method by varying ZnAc 

concentration are shown in figure 2(a) – (d). In figure 2(a) the image reveals highly agglomerated 

flower-like particles for the samples prepared at the low concentration of ZnAc 0.1 M. The image in 

figure 2(b) shows a slight increase in size of flower-like particles for 0.14 M concentration. From 

figure 2(c) we have SEM image of sample prepared at 0.18 M, which reveals clearly defined flower-

like particles. There are noticeable voids and pores on the surface resulting from the evaporation of 

water molecules when drying the samples. With increasing the ZnAc concentration to 0.2 M we 

observed an alteration in the structure wherein small flower-like structures are grown on platelets like 

structure as shown in figure 2(d). We assume that the observed platelets (big chunks) are caused by 

the unreacted ZnAc. The possible reason for this type of growth is attributed to higher super-

saturation at 0.2 M ZnAc concentration since the atoms are readily available for random growth [14]. 
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When comparing the results presented from figure 2(a) – (c) it can be seen that the morphology is 

non-uniform flower-like structures, except for the sample prepared at 0.2 M which also showed ZnAc 

impurities in the XRD spectrum. The origin of different morphology in figure 2(d) is due to 

aggregation of flower-like particles when unreacted metastable ZnAc undergoes self-hydrolysis [15].  

Figure 1. XRD patterns of (a) ZnO nanoparticles prepared at different concentrations of ZnAc using 

the CBD method as well as the JCPDS standard spectrum, (b) Detail of the (101) peak. 

Figure 2. SEM images of ZnO nanoparticles prepared at different concentrations of ZnAc using the 

CBD method, (a) 0.1 M, (b) 0.14 M, (c) 0.18 M and (d) 0.2 M. 

(a) (b) 
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3.3. UV-vis analysis 

Figure 3 shows diffuse reflectance measurements of the ZnO nanoparticles in the wavelength range 

200 – 800 nm. The percentage reflectance in the visible region increased from ~ 78.5 % at 0.1 M and 

reached ~ 94.7 % maximum at 0.14 M ZnAc concentration.  This indicates that the ZnO absorbs more 

at low ZnAc concentration. When increasing the ZnAc concentration from 0.1 M to 0.18 M we 

observed no shift in the absorption band. As illustrated in figure 3 there is a blue shift in absorption 

band for the sample prepared at 0.2 M ZnAc concentration. This blue shift may be due to ZnAc 

impurities observed in the XRD spectrum and the formation of platelets like structure observed in the 

SEM morphology at 0.2 M ZnAc concentration. 

The optical band gaps (Eg) for the ZnO powders was calculated from the Kubelka Munk’s function 

RRK 2/)1( 2  [16], by extrapolating the linear portion of the graph to (Khv)
2
 = 0 as shown in 

figure 4. It is demonstrated in figure 4 that the optical band gaps (Eg) shows no appreciable change for 

ZnO powders prepared at 0.1 to 0.18 M ZnAc concentrations. The non-change in band gaps can be 

because of no change in crystallite size when increasing ZnAc concentration. The average estimated 

energy band gap for ZnO powders prepared at 0.1 to 0.18 M ZnAc concentrations is ~ 3.20 eV. The 

inset in figure 4 shows the increase in band gap for the sample prepared at 0.2 M ZnAc, which is 

equal to ~ 4.60 eV. The increase in band gap energy due to increase in the ZnAc to 0.2 M 

concentration also relates to ZnAc impurities and structural morphology observed in figure 1 and 

figure 2(d). 

3.4. Photoluminescence analysis 

Figure 5(a) shows the room temperature PL spectrum of the ZnO flower-like structure prepared at 

different concentrations of ZnAc. It can be seen that the emission spectrum consists of a broad band in 

the visible region with two main features. The PL spectrum for the sample prepared at the low ZnAc 

concentration of 0.1 M exhibits a dominant band emission in the blue region at ~ 450 nm, and a weak 

green band emission at ~ 528 nm. The luminescence band emission at ~ 450 nm is caused by the 

electronic transitions from zinc interstitial levels (Zni) to the valence band [17].The observed weak 

green emission at ~ 528 nm has been attributed by several authors to the oxygen vacancies (VO) [18], 

therefore the green emission is due to radiative recombination of photo generated hole with an 

electron occupying the oxygen vacancy at the local level in the band gap [19]. It is clear that with 

increasing ZnAc concentration from 0.1 M to 0.18 M the blue emission is quenched while the green 

emission is enhanced (in proportion), and there is a small red-shift in the green emission. This 

phenomenon can be clearly seen in the inset in figure 5(a) wherein the spectrum for 0.2 M ZnAc is 

not included. Further increasing of the ZnAc concentration to 0.2 M enhanced the luminescence 

Figure 3. The comparison between diffuse 

reflectance curves of the ZnO prepared at 

different concentrations of ZnAc.  

Figure 4. Estimate of the direct energy 

band gap of ZnO for different 

concentrations of ZnAc. 
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intensity, indicating an increase in the density of defects such as zinc interstitial (Zni) and oxygen 

vacancies (VO) within the ZnO nanoparticles. 

Figure 5. (a) Room temperature PL spectrum for ZnO flower-like structure prepared at different 

concentrations of ZnAc, (b) De-convoluted spectrum of ZnO sample prepared at 0.1 M ZnAc 

concentration. 

Gaussian fits were only performed on the PL spectrum of ZnO prepared at 0.1 M ZnAc concentration 

as shown in figure 5(b). The de-convoluted spectrum shows two peaks centred at ~ 440, and ~ 520 

nm. It is well known that a visible emission of zinc originates from intrinsic and structural defects 

[20]. The blue emission is observed at ~ 440 nm because of surface defects in ZnO, this emission is 

attributed to Zn interstitials (Zni) [21]. The weak green emission observed at ~ 520 nm is well 

attributed to singly ionized oxygen vacancy in ZnO [22]. The weak green emission at ~ 520 nm 

typically associated with the recombination of electrons trapped in singly ionized oxygen vacancy 

(Vo
+
) with photo generated holes [23].

4. Conclusion

ZnO nanoparticles were successfully prepared using CBD method by varying molar concentrations of 

the ZnAc. There was no change in the crystallite size when increasing ZnAc concentration. Not 

uniform flower-like structure indicated that the morphology is independent from the ZnAc 

concentration. UV-vis spectroscopy shows no appreciable change in band gap energy of the flower-

like structure when the ZnAc concentration increases. PL showed that the emission of the ZnO 

nanoparticles also depends on the ZnAc concentration. 
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Abstract. The magnetic susceptibility as a function of temperature, 𝜒𝜒(𝑇𝑇), on a spin-density-
wave antiferromagnetic (Cr98.4Al1.6)100-xMox alloy system in the concentration range 0 ≤ x ≤ 8.8 
is reported in order to investigate the possibility of quantum critical behaviour in this alloy 
system. Néel temperatures, TN, obtained from 𝜒𝜒(𝑇𝑇) measurements decrease with Mo 
concentration and sharply tend towards 0 K at a critical concentration xc ≈ 4.5. 
Antiferromagnetism is suppressed to below 4 K in alloys with x ≳ 4.5. Alloys in the 
concentration range 0 ≤ x ≤ 3.0 depict an upturn in the 𝜒𝜒(𝑇𝑇) curves just above the Néel 
temperature. The upturn is attributed to local magnetic moments formed around the impurity 
atoms. The magnetic phase diagram of the alloy system points towards the existence of a 
quantum critical point at the critical concentration x = xc. The suggestion of quantum critical 
behaviour in this alloy system from previous electrical resistivity(𝜌𝜌), Seebeck coefficient (𝑆𝑆) 
and specific heat (𝐶𝐶p) measurements is corroborated in this study. 

1. Introduction
Studies of the physical properties of Cr and its alloys around the quantum critical point (QCP) have 
been a topic of interest in recent years [1-8]. The first experimental investigation of quantum critical 
behaviour in Cr alloys was done by Yeh et al. [8] on a Cr100-yVy alloy system through chemical doping 
by V solute atoms. Tuning this alloy system through chemical doping across the QCP at the low 
temperature limit (T → 0 K) induces an antiferromagnetic (AFM) to paramagnetic (P) phase transition 
on increasing y [8]. Quantum and not classical fluctuations at T ≈ 0 K across a QCP cause a de-pairing 
effect of the electron-hole pairs resulting in an increase in the charge carrier density [3]. This has large 
effects on several physical properties such as the Hall number, (𝑞𝑞𝑅𝑅H)−1, and magnetic susceptibility, 
which both give an indication of the number of charge carriers at the Fermi surface (FS) [8]. Possible 
quantum critical behaviour was recently reported in the (Cr98.4Al1.6)100-xMox alloy system through 
𝜌𝜌(𝑇𝑇), 𝑆𝑆(𝑇𝑇) and 𝐶𝐶p(𝑇𝑇) measurements [1]. The Néel temperature for this alloy system decreases with 𝑥𝑥 
and disappears near a critical concentration 𝑥𝑥c ≈ 4.5 [1]. At the critical concentration the Sommerfeld 
specific heat coefficient as a function of 𝑥𝑥, 𝛾𝛾(𝑥𝑥), depicts a peak similar to that observed in the 
archetypical quantum critical spin-density-wave (SDW) Cr100-yVy alloy system [9]. 

Local magnetic moments were furthermore reported to exist in Cr doped with non-magnetic 
elements such as Al [10, 11] and V [12-16]. The 1 𝜒𝜒⁄  versus 𝑇𝑇 curves of these alloys follow a Curie-
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Weiss (C-W) law just above 𝑇𝑇N. The local magnetic moments in these alloys are formed above 𝑇𝑇N, 
unlike those of Cr alloys doped with magnetic elements such as Fe and Mn, which are found to exist in 
both the P and AFM phases [15, 16]. 

Investigation of quantum critical behaviour in the (Cr98.4Al1.6)100-xMox alloy system is extended in 
this study through 𝜒𝜒(𝑇𝑇) measurements as complementary to the previous 𝜌𝜌(𝑇𝑇), 𝑆𝑆(𝑇𝑇) and 𝐶𝐶p(𝑇𝑇) 
measurements [1]. The present study also investigates the possibility of having local magnetic 
moments in this alloy system as observed in the Cr100-zAlz [10] alloy system. 

2. Experimental
Polycrystalline ternary (Cr98.4Al1.6)100-xMox alloys in the range 0 ≤ x ≤ 8.8 were prepared by repeated 
arc melting in purified argon atmosphere from 99.999 wt.% pure Cr, 99.999 wt.% pure Al and 99.99 
wt.% pure Mo. The alloys were separately sealed into quartz ampoules filled with ultra-high purity 
argon and annealed at 1300 K for 3 days after which they were quenched into iced water. The 
composition of Cr, Al, and Mo in each alloy matrix was checked by electron microprobe analyses and 
the alloys were found to be of good homogeneity [1]. Spark erosion techniques were used to cut and 
plane the samples into disc shapes of approximately 2 × 5 mm2. The magnetic susceptibility 
measurements were done in the temperature range 4 K ≤ T ≤ 300 K using the Quantum Design 
Magnetic Property Measurement System (MPMS). The samples were initially zero field cooled to 4 K 
and then measurements were done in a constant applied magnetic field of 100 Oe while warming from 
4 K to 300 K. 

3. Results and discussion
Figure 1 shows representative examples of the 𝜒𝜒(𝑇𝑇) curves for the AFM (Cr98.4Al1.6)100-xMox system in 
the concentration range 0 ≤ x ≤ 4.3. The alloys show clear anomalous 𝜒𝜒(𝑇𝑇) behaviour in the form of a 
sharp peak characterised by valley, a systematic upturn and a sudden downturn on cooling through 𝑇𝑇N 
shown by arrows in the figure. The peak is weak and broad for an alloy with x = 3.8 (not shown) and 
becomes smeared out for the alloy with x = 4.3. The minimum 𝜒𝜒-value of the valley observed above 
𝑇𝑇N for the alloys in the range 0 ≤ x ≤ 2.3 decreases relative to the 𝜒𝜒-value at TN, with an increase in Mo 
content, but increases on further addition for alloys in the range 3.0 ≤ x ≤ 4.3. The downturn observed 
in these alloys just below TN is a typical behaviour of the SDW Cr and its alloys [17] and is attributed 
to a decrease in the density of states at the Fermi energy because of the appearance of a SDW energy 
gap when the samples are cooled through TN [17]. On the other hand the downturn observed in the 
𝜒𝜒(𝑇𝑇) curve just above 𝑇𝑇N was also observed in the Cr100-zAlz [10, 11] and Cr100-yVy [12-16] alloys and 
was attributed to possible local magnetic moments formed around the Al and V impurity atoms, 
respectively. Just above 𝑇𝑇N the curves of these alloys obey a C-W law given by [17]: 

𝜒𝜒(𝑇𝑇) =
𝐶𝐶

𝑇𝑇 − 𝑇𝑇c
,  (1) 

where 𝑇𝑇c and 𝐶𝐶 are the paramagnetic Curie temperature and C-W constant, respectively. 
In order to confirm possible C-W behaviour in the present (Cr98.4Al1.6)100-xMox alloy system 1 𝜒𝜒⁄  

was plotted against 𝑇𝑇 for alloys in the concentration range 0 ≤ x ≤ 3.0 as shown in figure 2. The 
indicated straight lines represent fits of equation (1) through the data points. The lines give a positive 
gradient confirming the C-W behaviour in these alloys [16]. It can be concluded that in the present 
(Cr98.4Al1.6)100-xMox alloys local magnetic moments seem to be formed in the temperature range 𝑇𝑇N ≤ 𝑇𝑇 
≤ 190 K and 𝑇𝑇N ≤ 𝑇𝑇 ≤ 170 K for alloys with x = 0, 0.7 and 1.1, respectively, and in the temperature 
range 𝑇𝑇N ≤ 𝑇𝑇 ≤ 90 K for the alloy with x = 3.0. Below 𝑇𝑇N in figure 2, 1 𝜒𝜒⁄ (𝑇𝑇) abruptly increases as the 
C-W behaviour is superseded by antiferromagnetism. Thus, the origin of the upturn at 𝑇𝑇 > 𝑇𝑇N for the 
present alloy system is probably ascribed to the C-W behaviour. 

There is also a second upturn, more prominent in figure 1(d), present at low temperatures on the 
𝜒𝜒(𝑇𝑇) curves of figure 1, presumably arising from upturn effects of a Curie tail [18], connected to oxide 
impurities [1]. The broken lines in figures 1(a) to (c) were drawn from the P phase and extend into the 
AFM phase to indicate the behaviour of the curves if they were to remain paramagnetic below 𝑇𝑇N. 
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Figure 1. Magnetic susceptibility as a function of temperature, 𝜒𝜒(𝑇𝑇), for the (Cr98.4Al1.6)100-xMox alloys 
with (a) x = 0, (b) x = 1.1, (c) x = 3.0 and (d) x = 4.3. The broken lines in (a) to (c) are lines drawn 
from the P phase extending into the antiferromagnetic phase to indicate the behaviour of the alloys if 
they were to remain paramagnetic below TN. The arrows in (a) to (c) indicate the TN values obtained 
from the 𝜒𝜒(𝑇𝑇) curves while in (d) the arrow indicates TN obtained from 𝜌𝜌(𝑇𝑇) measurements [1].  

The values of 𝑇𝑇N were obtained from the temperature where the measured 𝜒𝜒(𝑇𝑇) curves deviate from 
the broken lines. The broad peak anomaly observed on the alloy with x = 4.3 makes it difficult to 
precisely locate 𝑇𝑇N. The arrow in figure 1(d) indicates TN obtained from 𝜌𝜌(𝑇𝑇) measurements [1]. 

Figure 3 shows 𝜒𝜒(𝑇𝑇) measurements for the (Cr98.4Al1.6)100-xMox alloys in the concentration range 
4.8 ≤ x ≤ 8.8. These alloys did not show an anomalous 𝜒𝜒(𝑇𝑇) behaviour associated with SDW effects 
and were taken to be paramagnetic at all temperatures down to 4 K. 𝜌𝜌(𝑇𝑇) and 𝑆𝑆(𝑇𝑇) measurements of 
these alloys also showed these samples are P down to 2 K [1]. There is a peak observed in the 
susceptibility data for x = 6.3, however, the origin of this peak is unclear at present. It should be noted 
that 𝜌𝜌(𝑇𝑇) and 𝑆𝑆(𝑇𝑇) data for the x = 6.3 sample did not show any transitions associated with AFM 
behaviour at this temperature [1]. The upturn at low temperature observed for alloys with x = 4.8, 6.3 
and 7.5 is also ascribed to oxide impurity effects, as described above.  

Figure 4 shows the magnetic phase diagram of (Cr98.4Al1.6)100-xMox alloy system obtained from 
𝜒𝜒(𝑇𝑇) curves of figures 1 and 3. 𝑇𝑇N for alloys in the concentration range 0 ≤ x ≤ 3.8 decreases with x. 
Antiferromagnetism disappears for alloys with x ≥ 4.8. The alloy with x = 4.3 shows a slightly higher 
value of 𝑇𝑇N compared to the alloy with x = 3.8. The higher value of 𝑇𝑇N for this alloy is probably 
because of an overlap of the Curie tail discussed above and the onset of antiferromagnetism, making it 
difficult to locate 𝑇𝑇N for x = 4.3. A similar 𝑇𝑇N(𝑥𝑥) graph was observed for this alloy system through 
𝜌𝜌(𝑇𝑇) measurements [1]. The solid line shown in figure 4 is a power law fit through the data points. 
The fit is of the form: 

𝑇𝑇N = 𝑎𝑎(𝑥𝑥c − 𝑥𝑥)𝑏𝑏 ,  (2) 
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Figure 4. The Néel transition temperature, 𝑇𝑇N, as a function of Mo concentration for the 
(Cr98.4Al1.6)100-xMox alloy system obtained from (Ο) the 𝜒𝜒(𝑇𝑇) curves of figures 1 and 3, and (∆) 𝜌𝜌(𝑇𝑇) 
measurements. The solid line is a power law fit through the data points. The error in the data points is 
represented by the error bars. 

where 𝑎𝑎 = 62 ± 10 K is a fitting parameter, 𝑏𝑏 = 0.5 ± 0.1 is a critical exponent and 𝑥𝑥c = 4.50 ± 0.01 is 
a critical concentration where antiferromagnetism disappears. The addition of Mo to the mother alloy 
Cr98.4Al1.6 decreases the strength of antiferromagnetism through electron hole pair breaking effects due 
to electron scattering and a delocalization of the 3-d bands in Cr on introducing the 4-d bands of Mo 
[17]. 

The critical exponent 𝑏𝑏 in equation (1) is an important parameter in magnetic systems that 
approach quantum criticality at low temperatures when an order parameter such as impurity 
concentration, pressure or magnetic field is varied [19]. The mean field theory for such systems 
predicts the critical exponent 𝑏𝑏 ≈ 0.5 [19]. Clearly the value of the critical exponent obtained from the 
present study is in line with mean field theory. It also compares fairly well with those obtained from 
electrical resistivity measurements in 𝑇𝑇N ∝ (𝑥𝑥c − 𝑥𝑥)0.4 ± 0.1 and ∆𝜌𝜌0 𝜌𝜌0⁄ ∝ (𝑥𝑥c − 𝑥𝑥)0.5 ± 0.1 [1] of the 
same alloy system. These values are also in line with those obtained by Jaramillo et al. [3], Lee et al. 
[4] and Reddy et al. [5] in the electrical resistivity measurements of pressure tuned Cr and Cr96.8V3.2 
single crystals, and chemical doped (Cr86 Ru14)100-uVu polycrystalline alloys, respectively. 

4. Conclusion
Magnetic susceptibility studies on the (Cr98.4Al1.6)100-xMox alloy system showed that 
antiferromagnetism in this system is completely suppressed to below 4 K at the critical concentration 
xc ≈ 4.5. Previous 𝜌𝜌(𝑇𝑇) results for this alloy system also showed a suppression of antiferromagnetism 
to below 2 K at the same concentration. At xc the 𝛾𝛾(𝑥𝑥) for the same alloy system depicts a peak similar 
to that observed in the archetypical quantum critical spin-density-wave Cr100-yVy alloy system. The 
value of the critical exponent 𝑏𝑏 of equation (1), obtained from figure 4, is in line with that expected 
from the mean field theory. Alloys in the concentration range 0 ≤ x ≤ 3.0 depict a valley just above 𝑇𝑇N 
indicating the presence of local magnetic moments in these alloys similar to those reported in the 
Cr100-zAlz and Cr100-yVy alloy systems. The present results and the previous findings point towards the 
existence of a possible quantum critical point around x ≈ 4.5. 
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Abstract. The Néel temperature in thin film Cr coatings is strongly influenced by 
dimensionality effects, as well as strain and stress. In an investigation of Cr thin films, with 
thickness (t) varied between 20 and 320 nm, deposited on fused silica substrates, the TN values 
obtained from resistivity measurements indicate an increase with thickness as expected. This 
study is now extended to investigations of the in-plane stresses in these thin films, using 
specialised x-ray diffraction sin2ψ-method. The in-plane residual strain (ε) present in the 
coating is determined from the slope of a linear plot through the fractional change in the lattice 
plane spacing (or Bragg peak position) versus sin2ψ  plots. Residual stress (σ) are calculated 
from the ε versus sin2ψ data by incorporation the elastic properties of the coating material. The 
results indicate tensile stresses in all the samples. 

1. Introduction
Cr is an archetypical antiferromagnet which forms an incommensurate spin-density-wave (SDW)

structure that results from the nesting of the Fermi surfaces [1]. The magnetic transition temperature of 
bulk Cr is 311 K and has been found to be influenced by applied pressure [1, 2]. For polycrystalline Cr 
thin films deposited on fused silica substrates by the direct current magnetron sputtering method, a 
recent study has shown the TN to be higher than in bulk material and that the TN increases with the 
coating thickness (t) [3].   

Residual stress in thin films can be present as a result of the deposition and annealing techniques 
used [4]. Stress in thin films is classified as intrinsic and extrinsic [4, 5]. Intrinsic stress is caused by: i) 
presence of impurities; ii) voids; iii) partial growth; and v) re-crystallization during deposition [4]. 
Extrinsic stresses originate from differences in coefficient of thermal expansion (CTE) between the 
coating and the substrates [4]. The deposition parameters such as evaporation rate, geometry, 
temperature, and argon sputtering pressure, or impurities in the deposition system can also affect the 
stress values in both types of stresses [4]. 
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Strain is the fundamental materials parameter that is measured by various techniques [6] based on 
destructive and non-destructive approaches. In the destructive approaches, strain relaxation is 
introduced by cutting/slitting actions with the residual strain that existed prior to this action inferred 
from the extent of the relaxation. The relaxation can be measured by mechanical strain gauges, or laser 
and optical based dilatometry techniques. Most non-destructive approaches are diffraction based of 
which x-ray diffraction is most generally used. With this technique, the spacing between atomic planes 
as an built-in material strain gauge is accurately measured [7]. Stresses are then calculated from the 
measured strains by incorporation of the elastic properties of the material. 

In the x-ray diffraction method the lattice plane spacing, dhkl, is precisely determined for a 

crystallographic reflection hkl, from the angular-position θ of the measured diffraction peak by 

application of Bragg’s law of diffraction. The lattice plane spacing dhkl ≡ dφψ of crystallites orientated 

perpendicular to the diffraction vector Lφψ, as shown in the geometry of figure 1, is  measured at 

various tilt angles ψ (source/tube geometry always fulfilling the Bragg condition for that reflection). 

The vector Lφψ along which the strain is measured bisects the angle between the incident and 

diffracted beam paths. The strain, εφψ, in the Cr film along Lφψ is defined by [7]:  

𝜀𝜀φψ = dϕψ−d0
d0

 ,  (1) 

where d0 is the lattice plane spacing in an unstrained Cr thin film. In general defining Lφψ as one of the 
coordinate axis in figure 1, the strain in the Cr film’s coordinates system (Si) can be expressed in terms 
of Lφψ through a second-rank tensor transformation [7]:  

            𝜀𝜀𝑖𝑖𝑖𝑖 = 𝑎𝑎𝑖𝑖𝑖𝑖𝑎𝑎𝑖𝑖𝑖𝑖𝜀𝜀𝑖𝑖𝑖𝑖,              (2) 

where 𝜀𝜀𝑖𝑖𝑖𝑖 is defined along Lφψ and i is usually set to three by substituting the appropriated direction 
cosines to aik and ail in the form of φ and ψ, 𝜀𝜀𝑖𝑖𝑖𝑖 can then be written as (in terms of direction cosines): 

εφψ = 𝜀𝜀11 cos2 𝜙𝜙  sin2𝜓𝜓 +  𝜀𝜀12 sin2𝜙𝜙  sin2𝜓𝜓 + 𝜀𝜀22 sin2 𝜙𝜙  sin2𝜓𝜓 
 −𝜀𝜀33 sin2 𝜓𝜓 + 𝜀𝜀33 + 𝜀𝜀13 cos𝜙𝜙 sin2𝜓𝜓 + 𝜀𝜀23 sin 𝜙𝜙 sin 2𝜓𝜓.      (3) 

Equation (3) has six unknown variables that can be solved from at least six, but preferably more, 
independent measurements. Thus 𝜀𝜀𝑖𝑖𝑖𝑖 can be solved in the Cr coordinate system (Si) [4]. Generally, 
penetration depth of x-rays into Cr is about 10 µm [8], thus the stress is measured in the surface region 
of the material only and a biaxial stress condition exists with components S1 and S2 in the plane of the 
material with no stress existing perpendicular to the free surface. For this biaxial stress condition it is 
further assumed that the material is single-phased, randomised crystallite orientations (no texture) and 
that the grain sizes are substantially smaller than the X-ray gauge volume. Equation (3) can then be 
simplified to be [5, 7]: 

εφψ = �1+ν
E
�σφ sin2ψ− �ν

E
� (σ11 + σ22),     (4) 

where σφ is the stress in the surface direction Sφ shown in Figure 1, E is the Young modulus and ν is 
the Poisson ratio, σ11 and σ22 are the principal stress components along S1 and S2 (shown in figure 1) 
on the surface of the film. 
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Figure 1: Schematic diagram defining the coordinates system of the sample Si and the diffraction 
directions. The diffracted beam I, the incident beam Io and the normal diffracting planes Lφψ lie in the 
same vertical plane [4]. 

    It is possible to solve the elastic constants empirically, however, the unstrained lattice d0 value is 
usually not known. Since 𝐸𝐸 ≫ (𝜎𝜎11 + 𝜎𝜎22) the value of d0 may be replaced by dφ0, i.e. the value 
measured at ψ = 0º (perpendicular to the surface). This holds only for the biaxial stress condition 
applied here. This renders an error of about 0.1% and the values for σφ, σ11 and σ22 can be determined 
within this accuracy. This method thus becomes a differential technique not requiring standard 
references for calibration of the stress-free lattice spacing [9]. 

In this paper measurements and results are reported of the strains and stresses in Cr thin films 
deposited on fused silica substrates. The strains in the thin films were determined using the x-ray 
diffraction sin2ψ technique introduced above.  

2. Experimental
The Cr films were prepared using direct current (DC) magnetron sputtering. The films were

deposited at a substrate temperature and argon pressure of 973 K and 3 mT, respectively onto fused 
silica substrates (size: 10 mm2 and thicknesses of 0.5 mm). The film thicknesses varied between 20 
and 320 nm and were controlled by the deposition times. X-ray diffraction measurements were done 
on a Brucker D8 Discover diffractometer equipped with a Vantec 500 area detector. The source 

radiation was Cu Kα set at 40 kV and 40 mA in conjunction with a monochromated incident beam 0.8 

mm in diameter. The traditional sin2ψ method was used to study the residual strain in the material [4]. 
In strain analyses, changes in the lattice plane spacing are very small (typically 10-4) which are 

achieved by selecting reflections with 2θ values larger than 100º. In the case of the Cr polycrystalline 

films the (310) reflection at 2θ-position 115° was used. Due to the penetration depth of the x-ray beam 
compared to the coating thickness, the measured strains are averaged through the coating thickness. 

3. Results
The fused silica substrates are amorphous and thus do not contribute any coherent diffraction peaks

to the diffraction patterns. In figure 2(a) the measured 2θ(310) peak as function of the tilt angle, ψ, is 
shown for a Cr layer thickness of 160 nm.  
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Figure 2: (a) θ-2θ XRD of the film, for Cr film prepared on fused silica of t = 320 nm. (b) 2θ(310) 

Bragg peak of Cr as function of the tilt angle, ψ, measured on the 160 nm Cr film. (c) Plots of strain 

(ε) as function of sin2ψ for different thicknesses of Cr coatings. (d) Strain (ε) versus sin2ψ for the 160 
nm sample showing the linear regression fit, where the gradient was used to calculate the residual 
stress.   

It is clear that the central 2θ-position shifts to lower angles as ψ is increased from 0° to 70°. In 
figure 2(b) the strain, ε(310), as function of sin2ψ is shown for Cr layers with thickness ranging between 
40 to 320 nm. At a Cr film thickness of 20 nm no (310) reflection could be observed due to the layer 
being very thin and not observeable within the detection limit of the instrument. The positive slope in 
the ε(310) as function of sin2ψ plots for all Cr film thicknesses indicates that the residual stress in the 
films are tensile [10] in all cases. 

As an example of the typical data analysis procedure, a linear regression fit for  ε(310) = 𝑑𝑑ϕψ−𝑑𝑑0
𝑑𝑑0

 as 

function of sin2ψ for the 160 nm thin film is shown in figure 2(c). From equation (4) and assuming 
that sin2ψ = 0 at the intercept the unstrained lattice spacing d0 can be obtained from: 

𝑑𝑑ϕ0 = 𝑑𝑑0 − �ν
E
�
310

𝑑𝑑0(𝜎𝜎11 + 𝜎𝜎22),      (5) 

where the slope of the plot is given by: 

∂𝑑𝑑ϕψ
∂sin2𝜓𝜓

= (1+ν
E

)310σϕ𝑑𝑑0.                       (6) 

(a) (b) 

(c) (d) 
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   Using equations (5) and (6) the principal residual stress components σ11 and σ22 could be calculated. 
These values are summarized in table 1 and plotted as function of Cr film thickness in figure 3(a). The 
largest residual stress value is observed in the thinnest Cr coating, from where it decreases sharply to a 
value 966 MPa for the 80 nm coating followed by a gradual increase to values of 1179 MPa for the 
160 nm coating and1260 MPa for the 320 nm coating. 
    A qualitative description of the residual stress that develops in coated systems is given. The major 
contributor is cooling (thermal) stresses associated with the relative differences in their coefficients 
thermal expansion, α, between the coating (c) and the substrate material (s). As the temperature 
decreases from the deposition temperature the following scenarios are possible [11]: 
• αc > αs: a tensile stress is generated in the coating,
• αc= αs: no cooling stress will develop,

• αc < αs: the resulting cooling stress is compressive.

   Since the coefficient of thermal expansion of Cr is larger than that of the fused silica, when the 
system is cooled from the deposition temperature the Cr will contract more than fused silica, and 
because of the substantially larger volume of substrate material present, this causes tensile thermal 
stress [4] in the thin coating. Because the stress values are averaged over the film thicknesses, the 
result of figure 3(a) indicates that the stresses are influenced by two competing mechanisms: i) the 
film thickness; ii) the CTE differences. The interactive stress due to the first mechanism is dominant 
for thicknesses smaller than 80 nm.   
   Figure 3(b) shows the relationship between σ11 as a function of TN, obtained previously [3]. There is 
an increase of the TN with an increase in residual stress values for the samples with a thickness larger 
than 80 nm. The stress of the 40 nm sample is higher than that of the other samples in the series, this 
corresponds to an increase seen in the TN value of the 40 nm sample [3]. It is evident that stress 
increases the TN  values of the samples series in correspondence to what is expected [2]. 

4. Conclusions
The residual strain and stress analysis of Cr thin films coated on fused silica substrates, with

thickness varying between 40 nm to 320 nm, was done using the x-ray diffraction sin2ψ technique. In 
general, the results reveal a large residual stress when the film is initially deposited, that drops off 
sharply with thickness, where after the stress values again increase more gradually for film thicknesses 
larger than 80 nm. As expected, the stresses remain tensile regardless of the film thickness due to the 
CTE differences between the film and substrate. Overall, there a link is observed between the TN 
values and the residual stress values for samples that have thickness larger than 80 nm. 

Table 1: Principal stress component results for Cr thin film 
thicknesses 40 nm to 320 nm deposited on fused silica 
substrates. 

Thickness (nm) Stress tensors (MPa) 

σ11 σ22 

40 1640 ± 128 1452 ± 129 
80 966 ± 50 922 ± 50 

160 1179 ±18 1149 ± 18 

320 1260 ± 18 1258 ± 18 
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Figure 3: (a) Residual stress (σ11) versus Cr thin film thickness for coatings on fused silica. (b) Plot of 

residual stress (σ11) versus Néel temperature (TN). The solid lines in both figure (a) and (b) serve as 
guides to the eye to show trends. 
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Abstract. Organic photovoltaic (OPV) solar cells have the advantage of simple processing, 

low cost, semi-transparency, high-mechanical flexibility, and light weight. Investigations into 

OPV solar cells using bulk heterojunction (BHJ) structures have driven extensive and 

successful efforts to enhance their power conversion efficiencies (PCE). It has been 

demonstrated that nanoscale morphology is essential for improved transport of charge carriers 

in the OPV cell containing poly (3-hexylthiophene) (P3HT) and (6,6)-phenyl C61 butyric acid 

methyl ester (PCBM) structures, and for enhancing its efficiency.  Inorganic semiconductors 

such as zinc oxide (ZnO) have been incorporated into the BHJ structures due to their high 

carrier mobilities; it is inexpensive and ZnO-nanorod arrays offer an excellent controllable 

transport path. In this contribution the effect of solvent to control the degree of mixing of the 

polymer, fullerene and ZnO nanoparticles components into a hybrid inorganic-organic 

structure, is investigated. Evolution of the domain size, structure and optical properties of 

hybrid ZnO:P3HT:PCBM thin films spin-coated from different weight is studied, using High 

Resolution Transmission Electron Microscopy (HRTEM), UV-visible spectroscopy, X-ray 

diffraction (XRD) and spectroscopic ellipsometry (SE).   

1. Introduction

Solution based bulk heterojunction photovoltaic devices incorporate p-type conjugated polymers in 

combination with fullerenes, with the aim of boosting the efficiencies of organic photovoltaic devices 

[1]. In such hybrid devices the conjugated polymer may be combined with inorganic semiconductor 

nanoparticles such as zinc-oxide (ZnO) to take advantage of its high electron mobility [2]. In this 

contribution we use as active layer regioregular poly (3-hexylthiphene), commonly known as P3HT, in 

which (6,6)-phenyl C61 butyric acid methyl ester (PCBM) has been blended with a set percentage 

weight ratio. We further incorporate nanoparticles of ZnO into the blend with the aim of studying the 

degree of mixing of the polymer, fullerene and ZnO components. Of importance is the domain size, 
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structure and optical properties of the thin films when ZnO:P3HT: PCBM is spin-coated from different 

weight ratios onto substrates.  

2. Experimental Procedure

ZnO nanoparticles were prepared by hydrothermal method as discussed before [3]. The photoactive 

ingredients were prepared by mixing weight percentages of 5 mg P3HT with 5 mg PCBM, and 

dissolving in dichlorobenzene. The hybrid material was prepared similarly with 5 mg and 10 mg ZnO 

mixed into the photoactive blend. The solutions were then spin-coated onto Corning 7059 and c-Si 

wafer substrates at 2000 rpm for 30 s, and dried for 30 min on a hot plate at 50C in order to evaporate 

the solvent. The crystal structure of the thin films was studied with a Panalytical X’pert PRO 

diffractometer with Cu Kα radiation ( = 0.154 nm) in  - 2 mode, whereas the crystal structure of the 

ZnO powder was determined using a Bruker system. ZnO mixed in ethanol, and the hybrid ZnO: 

P3HT: PCBM in dichlorobenzene were inspected with a FEI Tecnai F20 FEGTEM after drying of the 

solvent. UV-visible absorption spectroscopy and spectroscopic ellipsometry (SE) were carried out 

with a Perkin-Elmer Lambda 750 UV-Vis and J. A. Woollam M2000 variable angle ellipsometry 

(VASE) system respectively. A Cauchy model [4] was used to extract the thickness of the films, and a 

B-Spline model [5] was used to calculate the optical functions of the thin films, assuming a 

homogeneous material.     

3. Results and Discussion

The crystal structure of the as-synthesized ZnO was investigated with XRD and HRTEM, as shown in 

figures 1 and 2. The intense (100) and (101) diffraction peaks suggest a highly crystalline material, 

with <100> and <101> the main preferred growth orientations, in a typical hexagonal wurzite structure 

with average grain sizes of 19.2 nm and 17.1 nm respectively. The d-spacings were calculated using 

Bragg’s Law from the (100) and (101) diffraction peaks and were found to be 0.281 nm and 0.248 nm 

respectively, with lattice constants a = 0.3245 nm and c = 0.5301 nm. These findings agree well with 

the data from the Joint Committee on Powder Diffraction Standards (JCPDS: 36-1451). The HRTEM 

image shows a random collection of small and larger pyramid-shaped structures intermixed together. 

No characteristic peaks from other impurities by XRD and Energy Dispersive X-ray Spectroscopy 

(EDS) were detected, indicating a high purity product. 
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Figure 1. XRD pattern of ZnO nano particles. Figure 2. HRTEM micrograph of ZnO 

nanoparticles. 
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In order to take advantage of large film roughness to achieve high efficiency for devices it is advisable 

to spin-cast films of P3HT and PCBM blends prepared with dichlorobenzene as solvent [6]. A donor 

to acceptor ratio of 1:1 by weight was chosen, as photovoltaic devices utilizing P3HT: PCBM = 1:1 in 

dichlorobenzene blends gives the best device performance [7]. The XRD patterns of films prepared by 

spin-coating polymer blends and hybrid inorganic-organic are shown in figure 3. The pristine P3HT 

film exhibits a (100) peak around 2 = 5.4°, which corresponds to an ordered self-organized lamellar 

structure with an interlayer spacing formed by parallel stacks of P3HT main chains separated by 

regions filled with alkyl side chains[8]. It is evident that a peak shift to smaller angle occurs when 

PCBM is mixed into the polymer, with a hump occurring due to the broadening of the peak; this 

indicates an interference with the ordering of the P3HT due to the introduction of PCBM into the 

matrix.  

Table 1. Structural and morphological parameters of spin-coated films. 

ZnO:P3HT:PCBM 

wt ratio 

thickness 

(nm) 

<100> 

2 position () XRD fwhm ratio

0:1:0 84.5 5.39 1.00 

0:1:1 44.4 5.35 - 

1:1:1 

2:1:1 

47.6 

48.3 

5.43 

5.57 

1.43 

1.09 

The diffraction peak information for this peak is summarized in table 1, for the P3HT:PCBM blend 

and hybrid ZnO:P3HT:PCBM thin films. The ratio of the full-width at half-maximum (fwhm) of this 

peak for the nanocomposite thin films with respect to P3HT, gives an indication of the changes in the 

crystallite sizes that occur. The change in d-spacing upon adding the PCBM in the polymer matrix, 

hints that interdigitation or tilting of the side groups occurred, during the formation of ordered 

aggregates in the solution and this induced crystallinity during film deposition.  Upon introduction of 

ZnO into the polymer blend matrix a further reduction in X-ray intensity is observed when the weight 

percentage of ZnO is increased, with a shift towards higher 2 of the (100) peak.   
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Figure 3. XRD pattern of nano-composites. 
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The HRTEM image in figure 4 (a) displays the random dispersal of ordered, crystalline regions 

embedded in amorphous tissue for an equal weight percentage hybrid mixture. In figure 4 (b) a further 

reduction in the degree of crystallinity, and an increase in the crystallite size is noted when the weight 

percentage of ZnO is doubled. This is probably due to an excess of inhomogeneously dispersed ZnO 

in the polymer matrix at higher concentrations, which give rise to the effects of disorder or segregation 

in the structure. These effects can thus account for the shifts in peak position and the changes in the 

fwhm of the diffraction peak in the XRD patterns.  

Figure 4. TEM micrographs of ZnO:P3HT:PCBM thin films for  (a) 1:1:1 wt. ratio, (b) 2:1:1 wt. 

ratio. 

The morphology of the spin-coated polymer film is thus an important factor in understanding the 

property of the metal-polymer interface. In the final device the interface between the polymer and the 

cathode is important as it contributes greatly to the electrical characteristics of the devices [9]. It is 

expected that the hybrid active layer could enhance the electron transportation to the cathode due to 

the high electron mobility offered by ZnO nanoparticles present in the active layer, and depending on 

the shape and size of the ZnO nanostructures the transport rate of charge carriers can be improved and 

the recombination rates of excitons reduced [10]. The formation of large aggregates (rougher surface) 

lowers the degree of phase separation between P3HT and ZnO interfaces such that more charge 

generation can occur; in addition more percolation pathways for charge carriers become available [10]. 

The contribution from the heterojunction electric field formed between ZnO and organic materials 

enhance the separation of the electron-hole pairs and hence result in the increase of the photovoltaic 

property of the hybrid layer [9]. It is also expected that the ZnO: P3HT: PCBM film surface will result 

in greater light absorption due to the diffuse reflection from the surface of the active layer. UV-vis 

absorbance is therefore employed to inspect absorption properties of the thin films under study. Figure 

5 displays the optical UV-vis absorbance whereas the absorption coefficient obtained from an 

independent method, spectroscopic ellipsometry, is shown in figure 6.  
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Figure 5. UV-vis absorbance spectra of spin-coated P3HT- based films obtained by UV-vis 

spectroscopy. 

The absorption coefficient was calculated from the extinction coefficient. Regression is performed on 

the initial parameters inputted by the user; as such the accuracy of the initial values may significantly 

influence the accuracy of the final results. The spots on the thin films, i.e. the areas measured by UV-

Vis and SE may also not necessarily be the same, which can also contribute to a discrepancy between 

the results obtained by the two methods [7]. It is encouraging however to note that the same features in 

absorbance and absorption coefficient dispersions can nevertheless be inferred from both figures.  
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Figure 6. Absorption coefficient of blend and hybrid ZnO:P3HT:PCBM thin films obtained by 

spectroscopic ellipsometry. 

For the pristine P3HT film the absorbance spectrum shows a peak at 2.38 eV, and two humps at 2.04 

eV and 2.24 ev respectively. These correspond well with other studies, which ascribe the features to 
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bands attributed to the 0-0, 0-1, and -
*
 transitions [11]. The absorption wavelength range between 

450 nm to 600 nm (2.06 eV - 2.76 eV) is considered to be the peak absorption wavelength band for 

P3HT. The peak absorption wavelength (energy) experienced a slight blue shift for the P3HT:PCBM 

blend compared to P3HT; and a concomitant loss of the weak vibronic structures [12]. The shift is 

attributed to a loss of P3HT polymer-chain stacking and conformational disorder, caused by the 

mixing of PCBM with the P3HT [12]. For the hybrid mixtures the blue shift is almost reversed 

completely. However, the maximum absorption intensity changed significantly for the thin films. The 

blend experienced a significant drop in maximum absorption intensity from pristine P3HT. Further, in 

both hybrid films the relative contribution from the ZnO absorbance peak at 3.54 eV should increase 

compared to the -
*
band of P3HT in the energy range of 2.06 eV to 2.76 eV. Upon introduction of 

ZnO in equal weight percentage the maximum absorption intensity recovers again, but to less than that 

of pure P3HT. The quenching of the film absorption when excess ZnO concentration is introduced 

evidences this.  Additional information is further supplied by the absorption coefficient dispersion, 

which shows an improvement for the 1:1:1 hybrid film over the P3HT:PCBM blend, while the excess 

ZnO concentration in the 2:1:1 hybrid film causes degradation in the optical properties due to increase 

in grain size, i.e. increased segregation, as discussed above.  

4. Conclusion

It was established that the introduction of pyramid-shaped ZnO nanoparticles into a P3HT:PCBM 

blend leads to improved absorption of spin-cast films made from the solution, over films made by the 

P3HT:PCBM blend. The ZnO:P3HT:PCBM = 1:1:1 weight ratio film also exhibits superior absorption 

properties compared to double the ZnO weight ratio film. It was further noted that spectroscopic 

ellipsometry is a useful tool to obtain complimentary absorption coefficient information of the spin-

cast films, which are notoriously inhomogeneous in thickness across the surface.  
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Abstract. The sol gel technique was successfully used to synthesize the nanocrystals of tin 
dioxide (SnO2), co-doped with aluminium (Al) and yttrium (Y). The powders were preheated 
at different temperatures ranging from 200 to 1000 ˚C. The effects of temperature and dopants 
on the structure of tin dioxide nanoparticles were investigated. X-ray powder diffraction 
(XRD) and Raman spectroscopy were used to probe the structural properties. The average 
crystallite sizes were found to be in the range between 2.5 – 8 nm in the temperature range 
studied. Both techniques confirm that at higher temperatures there is a high temperature 
reaction resulting in the formation of yttrium stannate. 

Introduction 
SnO2 is an important semiconducting material due to its dipole forbidden direct band gap of 3.6 eV at 
room temperature [1]. It has multiple applications and such are in the fields of gas sensing [2], solar 
energy conversion [3] and catalysis [4]. The multifunctionality of nanostructured SnO2 is due to its 
high surface to volume ratio, larger band gap energy and high exciton binding energy. It is also 
mechanically, thermally and chemically stable [5]. SnO2 has remarkable resistivity variation in 
gaseous environment and this property is important in gas sensing technology. Optoelectronic 
properties of SnO2 depend on the presence of impurities.  
Introducing metal dopants has been found to reduce grain growth and also improve the absorption 
capabilities of nanocrystalline oxides [6]. Co-doping or introducing suitable amounts of more than one 
type of metals has recently been found to further improve the photocatalytic properties of metal oxides 
[7]. In this contribution, aluminium (Al) and yttrium (Y) metal cations have been simultaneously 
introduced in SnO2 using sol-gel method. The aim of the study is to investigate the effects of 
combinational doping on the structural properties of SnO2 using X-ray diffraction (XRD) and Raman 
scattering spectroscopy. Their effect on the crystallite growth is also examined. 

Experimental details 
The sol gel preparation method of Ansari et al. [8] was followed in the present work. To prepare Y and 
Al doped nanocrystalline tin oxide, appropriate amounts of tin chloride octahydrate and water soluble 
metal salts (yttrium chloride hexahydrate and aluminium trichloride hexahydrate) were dissolved in 40 
ml of distilled water to prepare a 0.1 M solution. To this solution, 0.5 ml of aqueous ammonia was 
gently added and the resulting white precipitate recovered by evaporation. This was followed by 
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washing with distilled water to remove the by-product, ammonium chloride. The resulting sample was 
oven dried at 100 ˚C for overnight followed by a thorough grinding to make fine nanoparticles. The 
samples were prepared with dopant concentrations of 10 wt % of Al and 10 wt % of Y. Portions of the 
sample were heated at various temperatures ranging from 200 to 1000 ˚C.  
XRD patterns of the samples were recorded in an ambient environment using a Panalytical XPERT 
PRO diffractometer equipped with a Cu Kα tube (λ = 1.5406 Å) monochromatic radiation source 
operating at 35 kV and 40 mA.  
Raman spectra of all the samples were recorded using the HORIBA Jobin Yvon T64000 spectrometer 
equipped with an Olympus BX-40 microscope. The spectra were excited using the excitation 
wavelength of 514.5 nm from an argon ion laser. 

Results and discussion 
The XRD profiles of the Al/Y-SnO2 preheated at different temperatures are shown in figures 1(a) and 
1(b). For the 200 ˚C sample, three main peaks along (110), (101) and (211) planes are clearly observed 
indicating that the material is polycrystalline in nature. These diffraction peaks are assigned to 
tetragonal rutile crystalline phases of tin oxide and are consistent with the values in the standard card 
(JCPDS 77-0452). As the temperature rises, more peaks associated with SnO2 become evident 
indicating the improvement in crystallinity. No characteristic peaks associated with impurities or 
additional phases are observed for all samples up to 600 ˚C. However, at 800 ˚C new peaks at 2θ = 
300, 360, 480 and 570 associated with the (222), (400), (440) and (622) planes, respectively, start to 
develop and as can be seen in figure 1(b), at 1000 ˚C the new peaks are intense. These new peaks are 
associated with yttrium stannate (Y2Sn2O7) phase [9] suggesting that at higher temperatures tin dioxide 
reacts with yttrium to form yttrium stannate. In our earlier paper [10], we used extended x-ray 
absorption fine structure (EXAFS) to study SnO2 singly doped with Y and the results showed Y 
preferred the surface layers. The technique also revealed the formation of yttrium stannate at higher 
temperatures which is consistent with the present work on the double doped sample. SnO2 singly 
doped with Al was also investigated [11, 12] and like in the present work no peaks associated with Al 
metal or alumina were found, indicating that Al substitutes for Sn in the SnO2. The lattice parameters 
and crystallite sizes are shown in table 1. The lattice parameters were determined from the interplaner 
spacing equation and Bragg’s law using the X-ray diffraction peaks of the (101) and (110) crystal 
planes. As seen from the table, the addition of dopants caused no significant changes in the lattice 
parameters confirming that Y (with a larger ionic radius than the host ion) has not entered into the 
matrix. The results of the SnO2 singly doped with Y [10] showed that heating caused the crystallites to 
grow to about 40 nm at 1000 ˚C.  In the present work, heating to 1000 ˚C resulted in nanocrystals of  
~ 8 nm indicating that double doping resulted in considerable pinning of growth. 

Table1: Crystallite sizes and lattice parameters of Al/Y co-doped SnO2 

Sample Temperature (˚C) Crystallite size (nm)   Lattice parameters (Å) 
a b c 

Pure SnO2 [13] Ambient - 4.738 4.738 3.188 

Al/Y - SnO2 200 2.6 4.810 4.810 3.158 

400 3.2 4.810 4.810 3.198 

600 4.5 4.747 4.747 3.080 

800 6.0 4.747 4.747 3.065 

1000 8.0 4.706 4.706 3.012 
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Figure 1: XRD profiles for Y/Al co-doped SnO2 at (a) 200 ˚C, 400 ˚C  and 600 ˚C and at (b) 800 
˚C and 1000 ˚C, where peaks associated with SnO2 are indicated by (+) and those associated with 

Y2Sn2O7 are indicated by (*). 

SnO2 is expected to display three main Raman bands, i.e. A1g (630 cm-1), B2g (774 cm-1) and Eg (472 
cm-1) [14]. Figure 2 shows the Raman spectra of Al/Y co-doped nanocrystalline SnO2 at various 
temperatures. The Raman spectrum of the sample heated at 200 ˚C is similar to the as prepared (not 
shown) and it displays a broad Raman band at 572 cm-1 associated with the amorphous tin (IV)-
hydrous oxide [15]. The 572 cm-1 band is still observed at 400 ˚C although peaks associated with the 
SnO2 start to develop at 630 cm-1 and 774 cm-1. Above 400 ˚C, the amorphous phase is no longer 
visible and at 800 ˚C the three Raman active modes i.e. A1g, B2g and Eg are observed although only the 
A1g band is clearly visible due the particle size being small. At 1000 ˚C, all the three bands are clearly 
visible with the A1g being the most intense. In addition to those associated with SnO2, more Raman 
bands at 508 cm-1, 412 cm-1 and 311cm-1 associated with yttrium stannate (Y2Sn2O7) [16] are observed. 
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Figure 2: Raman spectra of Al/Y SnO2 at different temperatures, where peaks associated with 
SnO2 are indicated by (+) and those associated with Y2Sn2O7 are indicated by (*). 

Conclusions 
The sol gel technique was successfully used to synthesize the nanocrystals of tin dioxide (SnO2) co-
doped with aluminium and yttrium. The samples were characterised by XRD and Raman. The Raman 
results show that at lower temperatures there is an amorphous phase although not clearly shown by 
XRD.  The results reveal that double doping significantly reduces the crystallite growth of SnO2. 
There was no evidence of an Al metal or alumina in the sample indicating that Al may have 
substituted for Sn atom in the SnO2. Y is probably on the surface layers. Both XRD and Raman results 
consistently show that at high temperatures SnO2 chemically reacts with Y to form yttrium stannate. 
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Abstract. With titanium isopropoxide as the precursor, single and double doped nanosized 
powders of TiO2 were synthesised by the sol-gel process. The metal dopants used were Ag and 
Cu at doping levels of 5% (molar weight). The samples were dried at 100 °C in air and then 
heated at 300°C, 600°C, 900°C and 1100°C for one hour. Structural characterisation of the 
samples was carried out by X-ray Diffraction (XRD), Raman and Scanning Electron 
Microscopy (SEM) techniques. The results suggests that the co-doped TiO2 powders are 
constituted by both the anatase and brookite phases whereas only anatase is observed in the 
case of pure and singly doped samples. The co-existence of brookite with anatase in the co-
doped sample is thought to be responsible for the enhancement of anatase to rutile 
transformation. UV-visible measurements were done to study the optical properties of the TiO2 
nanoparticles. Double doping was found to enhance the narrowing of the band gap, compared 
to single doping. 

1. Introduction
Titanium dioxide (TiO2 or Titania) has been widely studied [1-4] because of its extensive applications 
in the fields of environment (photocatalysis, sensing) and energy (photovoltaics, hydrogen storage, 
water splitting, photochromics, electrochromics). It also finds uses as pigments [5], sunscreens [6], 
ointments [7], paints [8] and toothpaste [9]. Factors that determine the properties of the titania material 
used in these applications include phase composition, particle size and distribution, morphology as 
well as porosity [4]. 

In research and technological applications, the most important polymorphs of titania are the anatase 
(A), rutile (R) and brookite (B) crystalline phases [10]. Of these, rutile is the most stable while 
Brookite, being difficult to synthesize, is seldom studied [11]. The metastable anatase and brookite 
states begin to transform to rutile upon high temperature calcination between 600oC and 700oC. 
During synthesis, the formation of any particular phase is dependent on the precursors used, method of 
synthesis and the calcination temperature. It is of significant interest to understand the conditions that 
affect the transformation from one phase to another as this may affect the properties and performance 
of devices. 

Recently, research studies have explored the effect of doping TiO2, via chemical synthesis, 
particularly with metal impurities [12]. Further, considerable enhancement of the photocatalytic 
activity and other characteristics has been observed for TiO2 doped with two impurities as compared 
with single doping [13–16]. 
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In this investigation, the effect of simultaneously introducing two metal dopants, via sol-gel 
synthesis, on the structural and optical properties of TiO2 nanopowders, is compared with single-doped 
species. The Sol–gel method of synthesis affords a way of preparing nanosized materials by a 
chemical reaction in solution starting with metal alkoxide as a precursor. This route provides the 
advantages of attaining high chemical purity and precise control over pore structure and dopant 
concentration [4]. 

2. Experimental
2.1.  Synthesis 
In addition to the ‘Undoped/TiO2’ sample set, “single-doped” TiO2 nanopowders (TiO2 doped with 
either Cu and Ag), namely Ag/TiO2, Cu/TiO2, and one “double-doped” (TiO2 doped with both Cu and 
Ag) set, Ag+Cu/TiO2, were synthesised at 5 wt% impurity level. Aldrich’s analytical reagent grade 
precursors, namely Ti{OCH(CH3)2}4 (Titanium (IV) Isopropoxide), AgNO3 and CuCl2, were used to 
prepare the nanocrystalline TiO2 samples via the sol–gel formulation. Priming, by first dissolving the 
dopant salts in water, was followed by adding ethanol to the required amount of each dissolved 
precursor. The dopant solution was then added, in drops, to the Titanium Isopropoxide, while 
vigorously stirring for up to 1 hour. The precipitate (xerogel) formed was further diluted with 30 ml 
water, filtered and left to dry at room temperature for 16 hours. Further drying of the samples was 
done at 100oC for 1 hour before being ground to powders. 

The powdered samples were divided into four so that each could be annealed at temperatures of 
300oC, 600oC, 900oC and 1100oC for one hour, thus making a total of 20 samples.  
2.2.  Characterisation 
XRD powder data were recorded in the 2θ scan range of 10 – 90o with PANalytical X'Pert PRO 
diffractometer (Cu Ni-filtered Kα radiation of λ = 1.540598 Å, operating at 45kV 40mA). Raman 
spectra from 50 to 1200 cm-1 were obtained with a Jobin Yvon LabRAM HR 800 UV-VIS-NIR 
spectrometer equipped with an Olympus Microscope. SEM micrographs of the samples were obtained 
with a JEOL- JSM 7500F Scanning Electron Microscope. Optical absorption spectra were collected 
using Perkin Elmer Lamda 750S UV/Vis Spectrometer in the range of 200 – 800 nm, while the Perkin 
Elmer LS-55 Fluorescence Spectrometer was used for the Photoluminescence (PL) data. 

The Scherrer equation, τ(hkl) = Kλ/β (hkl) cos θ was used in estimating the mean size τ(hkl) of the 
ordered crystalline domains from β (hkl), the line broadening at half the maximum intensity (or the full-
width-at-half-maximum, FWHM) in radians. Here, θ is the Bragg angle and λ is the X-ray wavelength 
(equal to 1.540598 Å for the Cu Kα radiation used in this study). By considering the synthesised 
nanoparticles to be fairly spherically shaped, a value of 0.9 was assumed for the shape parameter (or 
roundness factor) K [17]. For quantitative comparative analyses, instrumental and strain broadening 
were neglected and Gaussian fitting of the most intense peaks of the individual phases – (101) and 
(200) for anatase and (110) and (211) for rutile – were carried out [14], with the aid of the Origin® 
statistical software package. The phase content of each sample was calculated from the integrated 
intensities of the respective peaks of anatase (101), rutile (110) and brookite (210) [12] 

Many studies [18, 19] have employed direct-transition Tauc plot extrapolations in the investigation 
of the optical band gap for both thin films and nanostructured TiO2. This method requires a dimension-
related parameter for estimating the absorption coefficients required in the determination of Kubelka-
Munk function values. For instance, in the thin-films scenario, the parameter is often the thickness of 
the film. Determination of this parameter in the case of randomly sized nanoparticles is often not 
straightforward. Further, extrapolations of a Tauc plot can be somewhat ambiguous, particularly in 
cases where the linear region is not clearly defined. For these reasons, the Tauc route is not taken in 
this study. Instead, points on the absorption versus wavelength plot, which gives the sharpest change 
in absorption, are identified. This was achieved by plotting the absorption sensitivity to wavelength, 
(dA/dλ), against the wavelength (or photon energy) and selecting the position of the most intense peak. 
The peaksthus obtained provide reasonable estimates of the energy gap between the conduction and 
valence bands for the samples under investigation. 
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3. Results and discussion
Nanocrystalline anatase TiO2 structure indexed to the American Mineralogist Crystal Structure 
Database (AMCSD) 0019093 were observed for the Undoped/TiO2, as well as the single-doped 
Ag/TiO2 sample at calcination temperatures of 600oC and lower. At the higher temperatures of 900oC 
and 1100oC, these samples feature patterns that could be indexed to the AMCSD 000173 structure for 
rutile. This is in line with what is commonly found in literature for the anatase-to-rutile transformation 
at calcination temperatures above 600oC. 

In figure 1 the XRD patterns are given for anatase (A) and rutile (R) samples calcined at 600oC. 
The presence of the well-formed rutile structure – for the Cu/TiO2 and the Ag+Cu/TiO2 powders at 
600oC – suggests that the phase transition temperature (PTT) in these cases were lower than those of 
the Undoped/TiO2 and Ag/TiO2 samples. In particular, at 300oC, the double-doped Ag+Cu/TiO2 
powder reveals peaks associated with the rutile phase, thus indicating the commencement of the phase 
change at this temperature. Although doping with Ag did not affect the transition in any appreciable 
way, the lowering of the transformation temperature by Cu was further enhanced by the inclusion of 
Ag impurities in the double-doped system.  

This observation may the attributed to the presence of the brookite phase (figure 2) in the double-
doped Ag+Cu/TiO2 sample between the calcination temperatures of 300oC and 600oC. With barely any 
anatase left untransformed at 600oC, the brookite phase content of the Ag+Cu/TiO2 sample was 
estimated to be 22.7%, the remaining 77.3% being rutile. The transformation of this brookite to rutile 
was found to be complete at 900oC. 

Figure 1. Anatase (A) and rutile (R) peaks in the 
XRD patterns of samples calcined at 600oC. 

Figure 2. A zoom-in on the brookite (B) peaks 
present in the XRD patterns of the Ag+Cu/TiO2 
sample calcined at 600oC. 

The SEM micrographs of figure 3 belong to the Undoped/TiO2 at 300oC (left) and Ag/TiO2 at 
900oC (right). Agglomeration of fairly spherically-shaped particulate structure, revealed in the images, 
are typical of what was observed for the anatase (at 300oC) and the rutile (at 900oC) phases. 

Figure 4 displays how the crystallite size varies with increasing calcination temperature for the 
Undoped-TiO2 samples. Judging by the 4th-order polynomial fit, the anatase sizes (100oC to 600oC) 
appear to grow relatively faster than the rutile (900oC and 1100oC). Further work, with smaller 
temperature intervals, may be needed to confirm this. However, the grains of doped powders are found 
to be smaller than those of the Undoped/TiO2, (table 1), for the anatase structures, in agreement with 
other studies that discussed the reduction mechanism [20, 21]. 
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Figure 3. SEM micrographs of Undoped/TiO2 at 300oC (left) 
and Ag/TiO2 at 900oC (right). 

Figure 4. Crystallite size vs. 
calcination temperature of 
Undoped/TiO2. 

 

Table 1. Crystallite sizes and lattice parameters for the anatase and rutile structures. 

Sample 

Anatase Structure at 300oC Rutile Structure at 900oC 

Crystallite 
size (nm) 

Lattice Parameters (Å) Crystallite 
size (nm) 

Lattice Parameters (Å) 

a = b c a = b c 

Undoped/TiO2 7.39 3.79 9.37 65.46 4.59 4.65 

Ag/TiO2 6.17 3.80 9.09 74.93 4.59 2.96 

Cu/TiO2 6.32 3.79 9.37 78.53 4.57 2.97 

Ag+Cu/TiO2 4.65 3.79 9.21 79.69 4.58 2.96 

 
The unit cell parameters (table 1) suggest that the TiO2 lattice is not deformed by doping when in 

the anatase phase, whereas the rutile structure reduced in volume by about 36.4% with doping (even 
though the grain sizes became larger.) 

In figure 5 the Raman scans are given for the Undoped/TiO2 calcined at 300oC (Anatase) and at 
900oC (Rutile). The spectrum for Anatase show the six characteristic bands usually identified at 144, 
197, 399, 513, 519, and 639 cm-1 with anatase TiO2 [22, 23]. The Characteristic phonon modes of the 
rutile TiO2 structures were also observed for all the samples constituted by the rutile phase. Here, the 
major peaks were found at 240, 446 and 610 cm-1 while minor peaks are at 818, 707 and 319 cm-1 as 
expected [24, 25]. The intensity and sharpness of the peaks signify that the samples are highly 
crystalline and pure. The results of the Raman spectroscopy thus compliment very well the results that 
were obtained from XRD. A blue-shift of about 6.3 cm-1, for both Cu/TiO2 and Ag+Cu/TiO2, was 
evident in the Raman spectra of the anatase lowest-frequency mode (Eg, due mainly to the symmetric 
stretching of the O–Ti–O). This blue-shift, displayed in figure 6 for all the powder sets calcined at 
300oC, may be ascribed to phonon confinement, non-stoichiometry effects and variations in the 
dimensions of the nanoparticles [26, 27]. 
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Figure 5. Raman spectra for the Undoped/TiO2  
calcined at 300oC (Anatase) and at 900oC 
(Rutile). 

Figure 6. Raman spectra of the Eg mode for samples 
at calcined at 300oC. 

Figure 7 displays the optical absorption spectra of the sample sets at the various TiO2 phases. Inset 
is the plot of the wavelength sensitivity of the absorbance versus the photon energy for the 
Undoped/TiO2 calcined at 600oC. This yields a sharp peak (or the most rapid change in absorption) for 
this sample at 3.09 eV. Table 2 shows values for other samples that were derived in a similar manner. 
The band gap for the single-phase anatase powder Ag/TiO2 was found to be 3.09 eV as well. The 
copper-doped (anatase-only) sample, Cu/TiO2 however showed a red-shift towards a lower energy gap 
of 2.47 eV. This same improvement in photo absorptions was also observed for the Ag+Cu/TiO2 
sample which contains the mixed phase of anatase and brookite at 300oC. The narrowest band gap of 
2.04 eV was observed for the brookite-rutile mix of Ag+Cu/TiO2 at 600oC. In comparison, all the 
rutile-only samples (calcined at 900oC and above), doped and undoped, revealed a value of 3.08 eV. 

Though others [28] have attributed it to quantum size effects, the shift of the absorbance spectra of 
Ag+Cu/TiO2, at 600oC, towards the visible light region may be ascribed to the introduction of some 
additional energy levels in the host lattice band gap by the impurities. As both Ag and Cu metals form 
a p-type semiconductor, a shift in Fermi energy towards valence band may be realised. 
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Figure 7. Optical absorption spectra of the sample 
sets at the various TiO2 phases. Inset is the plot of 
the wavelength sensitivity of the absorbance versus 
the photon energy. 

Figure 8. Optical absorption edges of the UV-vis 
spectra for the various sample sets at 900oC (rutile 
phase). 

4. Conclusions
Double doping of TiO2 with Ag and Cu impurities induced mixed phases which included brookite, 
namely, anatase-brookite (at 300oC) and rutile-brookite (at 600oC) before the transition to rutile TiO2. 
The presence of this brookite, though minute, appeared to lower the transition temperature 
appreciably. Even though doping reduced the grain size of TiO2, the anatase lattice was not deformed 
by doping but the rutile shrunk by 36.4%. 

In general, single doping with silver did not alter the properties of TiO2 as much as single doping 
with copper. For instance, due to phonon confinement, copper was able to introduce a blue-shift 
towards higher energies, in the Raman Eg mode. Optically, double doping featured a remarkable effect 
over the copper doped material by reducing the energy gap well into the visible region (608 nm, 
Yellow) of the electromagnetic spectrum. This could result in greater production of electron–hole pairs 
under visible light illumination and thus achieving higher photocatalytic efficiencies. 
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Abstract. Samples of LuFe2O4-δ of varying oxygen stoichiometry (δ), prepared by solid state 

synthesis, have been characterised by x-ray diffraction, 57Fe Mössbauer-effect spectroscopy, 

SQUID magnetometry and transmission electron spectroscopy as well as electron-diffraction 

analysis. Magnetisation measurements show that the onset of ferrimagnetic ordering is 

confined to 245-250 K for the synthesised samples. Detailed analysis of Mössbauer spectra 

measured at variable cryogenic temperature confirm the mixed valence state and reveal the 

effects of charge and spin frustration of the triangular network of Fe atoms. The electron 

diffraction analysis demonstrates the existence of charge ordered superstructure (satellites) as 

well as an inhomogeneous distribution of oxygen throughout the lattice, irrespective of the  

values.  

1. Introduction

Multifunctional materials able to combine both magnetism and ferroelectric polarization, termed 

multiferroics, have strong potential for novel electronic functional devices [1]. This magneto-electric 

coupling offers manipulation of the electric polarization via a magnetic field and vice versa [2]. Rare-

earth ferrites (RFe2O4) have been shown to exhibit this phenomenon, with a great deal of emphasis 

towards lutetium ferrite (LuFe2O4) since Ikeda et al. showed the existence of a mixed-valence 

superstructure, Fe2+/Fe3+ charge-ordering (CO), within these compounds [3]. There were initial claims 

that the CO is intimately linked to ferroelectric properties; however this has now been refuted and the 

electric polarization is now considered to be an extrinsic effect [4]. 

A review by Angst [4] highlights that due to the frustrated LuFe2O4 lattice system, the triangular 

network of Fe atoms contains a number of degenerate charge and spin ordered states allowing 

transitions in both the magnetic and electric ordered dimensions. It has also been reported that oxygen-

stoichiometry, LuFe2O4±, plays a critical role in varying the physical and structural properties of this 

material. Both excess ( > 0) [5, 6] and deficient ( < 0) [7] samples lead to a suppression of the 

magnetic ordering volume and temperature (TN) as well as a deformation of the structural lattice. The 

mechanism of this variation as a function of the absence or excess of oxygen is still not fully 

understood. In this paper we will report on the synthesis and magnetic-electronic characterization of 

three oxygen-varied LuFe2O4+ samples and compare our results to those reported for excess and 

stoichiometric samples. 
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(a) (b) 

(c) 

LuFe2O4 crystallizes in a rhombohedral lattice, consisting of an alternation of LuO6 monolayers 

with triangular networked FeO5 bi-layers (figure 1(a)), where Fe-O co-ordinates in a trigonal 

bipyramidal structure as indicated in figure 1(c), characteristic of these rare-earth ferrites [4]. Using 

high resolution transmission electron microscopy (TEM) and electron diffraction (ED) for samples 

with  < 0 Yang et al. observed that a structural modulation occurred as well as local distortions in the 

b-c plane and deformation of the FeO5 polyhedron, presumably affecting magnetic transitions [7]. A 

similar disruption of the stoichiometric lattice was observed by Hervieu et al. for samples where  > 0, 

in which case the cationic system expands to accommodate excess oxygen (up to  = 0.5), resulting in 

a loss of the rhombohedral layer-stacking [5]. Their results point towards a reversible oxygen-storage 

application of LuFe2O4 as well as the possibility to fine-tune  > 0. Previous Fe Mössbauer 

spectroscopy results show that Fe3+/Fe2+ CO occurs below an onset temperature of TCO = 320 K [8] 

and above 370 K electron-hopping, Fe2+↔Fe3+, destroys the mixed-valence superstructure (CO 

melting) [9]. Stoichiometric samples show a paramagnetic to ferrimagnetic transition at TN ≈ 250 K [8, 

9] whilst off-stoichiometric samples show a suppression of TN to below 250 K [5-7]. An

antiferrimagnetic transition also occurs at 175 K for all samples, while only off-stoichiometric samples 

display spin-glass magnetic behaviour at lower temperatures, TLT < 175 K [6, 7].  

Figure 1 (colour online): (a) 

Rhombohedral lattice, R3-m, of 

LuFe2O4 viewed in the b-c plane (b) 

View down the c-axis of a single 

bilayer showing the triangular 

network of Fe atoms. (c) Five-fold 

coordination of Fe-O. Lu atoms are 

shown in blue, Fe in red and O atoms, 

at the vertices of the trigonal 

bipyramid, are shown in green. 

2. Experimental

Two LuFe2O4 polycrystalline powdered samples, enriched to 10 - 14% 57Fe, were prepared by solid-

state reaction of starting mixtures according to the stoichiometric ratio 0.50Lu2O3: 0.83Fe2O3: 0.34Fe. 

Mixtures were thoroughly ground in an agate mortar, pestled and compressed into 20 mg and 100 mg 

pellets. The pellets were vacuum-sealed in a quartz ampoule to 3×10-6 mbar before heating at 1100 °C 

for 12 hrs. A third sample with  ≈ 0 (designated MP), prepared on a gram-scale via a similar method, 

was received from Martin’s group at the Laboratoire Crismat, Caen, France [5, 10]. This was also 

characterized and compared to our two synthesized samples. 

Structural characterization was performed on synthesized samples by X-ray powder diffraction 

(XRPD) using a Phillips X-Pert Pro instrument with Cu-Kα radiation. Magnetic susceptibility 

measurements were carried out in a SQUID (QD: MPMS) in the temperature range 150 – 300 K. 57Fe 

Mössbauer effect spectroscopy (MES) measurements in transmission mode were conducted using a 10 

mCi 57Co(Rh) source and all samples were characterized with respect to a 25 m α-Fe-foil reference. 

Low temperature measurements were performed in a top-loading cryostat with the source and sample 

at the same temperature.  

In addition electron diffraction measurements were performed on micron-dimensioned grains in a 

TEM, similar to those indicated in references [5, 10]. 
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3. Results and discussion

3.1.  XRPD 

Of the two synthesized samples, the diffraction pattern for the 20 mg sample showed a significant 

amount of impurities, (indicated by arrows in figure 2(b)) relative to the 100 mg sample. Sample MP’s 

diffraction pattern (not shown here, see reference [5]) showed no discernible impurity phases either. 

Since sample MP was produced on a gram-scale, a possible inverse proportionality mass-purity effect 

takes place leading to unreacted material. This can also be observed in the Mössbauer spectrum of the 

20 mg sample (figure 2(c)), which shows evidence of remnant Fe3O4 and Fe impurity phases (as 

indicated by arrows) from the reaction sequence, not observed in the MP and 100 mg samples (see 

figure 3).  

The crystal structure was resolved by Rietveld refinement and a best-fit, rhombohedral cell, with 

R3-m space group was obtained with parameters a = b = 3.441 Å and c = 25.280 Å. This is in good 

agreement with previous reports [10] and the pattern in figure 2(a) closely matches that of phase-pure 

samples of references [5] and [9]. The MP sample has already been well characterized in previous 

reports [5]. 

Figure 2 (colour online): 
XRPD data for (a) 100 mg 

and (b) 20 mg enriched 

LuFe2O4 pellets. Inset (c) 

shows the MES spectrum of 

the 20 mg sample. Arrows 

indicate impurity phases. 

3.2.  MES 

Mössbauer spectra are shown for the MP and 57Fe-enriched 100 mg samples at room temperature in 

figure 3 and at 15 K in figure 4. At room temperature the spectra are commonly fitted as a 

combination of two doublets, corresponding to Fe2+ and Fe3+, typical of the mixed-valence state [9]. 

However, for a best fit it was necessary to include a Fe3+/Fe2+ electron-hopping (EH) component 

whilst allowing the isomer shifts and quadrupole splitting to correlate to those of the individual mixed-

valence components.  The fitting yields an electron exchange rate of ~2 MHz.  This likely occurs at 

CO domain boundaries or may be a result of CO frustration in the triangular network of figure 1(b). 

The abundance of the EH component in both samples is appreciable (~20%) with the 100 mg sample 

(figure 3(b)) having a slightly smaller EH frequency in comparison with the MP sample. This is 

possibly due to the different oxygen stoichiometries in the two samples.    

At 15 K (figure 4), where T << TN, complex magnetic hyperfine structure is observed. The spectra 

were both fitted using six sextets allocating three potential sites for Fe3+ and two for Fe2+ [9], as well 

as a smeared Fe2+ component. This multiplicity of Fe sites is compatible with the known ferrimagnetic 

structure of the compound and the Fe2+ and Fe3+ superstructure (CO) that occurs in each sheet of a bi-

layer depicted in figure 1(a), as delineated in reference [4]. The model for each spectral component is 

calculated by solving the static Hamiltonian for mixed magnetic and quadrupole interactions using 

MOSSWINN [11]. The smeared component (broad linewidth, see last line of table 1) is supposed to 

(a) 

(b) 

(c) 
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originate from disordered spins (fluctuating or a distribution of Bhf values), anticipated to occur in 

such a frustrated network, see figure 1(b). Longer-range magnetic exchange interactions within the 

bilayers give rise to the spin aligned (ordered) components. The parameters derived from the fitting of 

the MES spectra at 15 K are shown in table 1 and confirm that distinct charge states, mixed-valence 

Fe3+ and Fe2+, occur; as compared to parameter values typical of ferrous and ferric iron [12]. It is 

interesting to note that the disordered spins comprise mainly Fe2+ moments. 

Table 1: MES parameters for the spectrum of the MP sample at 15 K. The isomer shift is  and Beta is 

the angle between the electric field gradient Vzz and the internal magnetic field at the Fe site, Bhf.  A 

very similar tabulation has been obtained for the enriched 100 mg sample. 

Site 
Γ line widtha  

(mm/s) 
 / Fe 

(mm/s) 

Bhf 

(T) 

Vzz × 1021 

(V/m2) 
1/2·eQVzz  

(mm/s) 

Beta 

(deg) 

Abundance 

(%) 

Fe 3+ (1) 0.35 0.46 49 2.65 0.44 0 18 

Fe 3+ (2) 0.35 0.45 50 -0.33 0.05 0 14 

Fe 3+ (3) 0.35 0.39 45 -7.70 1.28 51 18 

Fe 2+ (1) 0.41 0.93 29 -8.20 1.37 5 10 

Fe 2+ (2) 0.41 1.13 6 -8.90 1.48 26 10 

Fe 2+ (diff) 2.5 1.13 31 -6.50 1.08 0 30 
aFixed parameters 
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Figure 3 (colour online): Mössbauer 

spectra at RT for: (a) MP sample and 

(b) enriched 100 mg pellet. 
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Figure 4 (colour online): Mössbauer 

spectra at 15 K for (a) MP and (b) 

enriched 100 mg pellet. 
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3.3.  Magnetic susceptibility 

Zero-field cooled magnetic susceptibility measurements on warming are given in figure 5 for the three 

samples. TN has been determined from the point of inflection on the high temperature side of the peak. 

The 20 mg pellet shows a TN of 247 K as well as a higher magnetic ordering volume, indicative of the 

impurity phases present. The 100 mg and MP sample show curves with a TN of 249 and 255 K, 

respectively. The differences in TN are due to differences in oxygen stoichiometry  of the two 

samples [5-7]. The MP sample has ~0 and the decrease in TN in the enriched sample is attributed to a 

slight oxygen deficiency [7], which is in the process of being quantified by means of TGA 

measurements. The as received MP sample shows an additional transition at ~210 K believed to be a 

stabilization of one of the degenerate magnetic configurations [13]. This evidently does not occur in 

the off-stoichiometric sample. 
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Figure 5 (colour 

online): Magnetic 

susceptibility for 

the 57Fe-enriched 

20 and 100 mg 

samples, as well as 

for the MP sample. 

3.4.  TEM and ED 

In the numerous papers devoted to this ferrite, ED patterns along the [100] axis are characterized by 

additional reflections leading to commensurate or incommensurate modulation vectors; all the authors 

agree that they are the signatures of CO [5, 10]. ED from high resolution TEM studies were taken for 

the 100 mg 57Fe enriched sample and compared to the as received MP sample.  

Along the [100] axis in the MP sample (figure 6(a)), three modulation vectors are observed: q2 

(1/3-ε 1/3-ε 1/3), q2’ by twinning and q3 (1/3 1/3 ½). The point-like satellites are rather intense, 

however weaker or rather diffuse satellites are also observed due to the C2/m sub-cell of R3-m [5]. 

Similarly, in the 100 mg enriched sample (figure 6(b)) weak zigzagging diffuse lines are observed 

(highlighted by the red arrows), which are associated with the q2, q2’ and q3 vectors previously 

reported. This is similar to the MP samples (likely with short range charge ordered domains); except 

more intense satellites are present in the MP sample. 

Along [010], the ED patterns of the 100 mg (figure 6(c)) and MP samples exhibit either no extra 

reflections, consistent with the C2/m structure, or there are satellites associated with an 

incommensurate modulated structure. The latter ones have been shown to be correlated with the 

formation of “oxidized” domains present in the matrix [5]; thus considered to be a true signature of a 

local excess of oxygen. The 100 mg sample thus shows an inhomogeneous distribution of oxygen 

throughout the lattice, as is the case in the MP sample (not shown here). 
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Figure 6 (colour online): ED patterns of (a) MP sample and (b) 100 mg enriched sample, along the 

[100] axis. Satellites from CO superstructure are emphasized by the red arrows; these are more 

intense in (a) and much weaker but nevertheless discerned in (b). Yellow arrows indicate unknown 

point-like satellites. (c) ED pattern for the 100 mg enriched sample along the [010] axis, showing 

satellites correlated to locally oxidized domains. 

4. Conclusions

We are able to prepare small quantities of 57Fe isotopically enriched mixed-valence LuFe2O4- samples 

in which CO prevails. Such isotopic enrichment is imperative for future envisaged MES studies under 

high pressure. These are phase pure materials when a minimal amount of ~100 mg is synthesized; 

there are slight deviations of oxygen stoichiometry from ideal ~0 values. Oxygen stoichiometry may 

readily be altered by a mild heat treatment (150 - 200 C) in air [5]. In both stoichiometric and off-

stoichiometric samples oxygen is inhomogeneously distributed in the lattice; there being oxidized 

domains with a local excess of oxygen. The degree of off-stoichiometry does not drastically alter the 

magnetic-electronic properties as exemplified by the magnetization and Mössbauer characterizations. 

These results have been compared to those for a well-characterized reference sample (~0). 

We have conducted a more comprehensive data analysis of the Mössbauer spectra than in the 

previous literature. The effects of geometrical charge and spin frustration, anticipated for such a 

triangular networked lattice structure, have been discerned in this detailed analysis by way of a 

residual electron-hopping component at T < TCO and disordered spins at T << TN, respectively.  
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Abstract. Micro-focus X-ray tomography, as a non-destructive analytical technique, has 
been applied to obtain a virtual three dimensional image (tomogram) of material at a scale 
as low as 3 μm. Image analysis software was used to extract quantitative information from 
2D planar sections of the tomograms to study the geometry of cracks. The aim of the study 
was to assess the ability of the technique to determine if crack formation in chosen samples 
has a fractal character, as this may provide a compact means of characterising the effective 
surface area of the crack plane. Studies were performed on samples of different materials, 
viz smooth mortar, large and small bricks and coal. It was found that the cracks, or fracture 
surface edges, show fractal behaviour for a wide range of length scales but do not give 
consistent values for different cracks in the same material for the samples studied.  

1. Introduction
There is an interest in the nuclear energy industry in the study of the confinement integrity

of nuclear waste encapsulation materials, in which case it is important to study materials for the 
presence of undesirable micro-cracks and pores. In the coal industry, on the other hand, cracks 
are desirable for gasification of the coal, and methods to characterise their nature and ways to 
produce them become important. This paper describes the use of micro-focus X-ray 
tomography (𝜇𝜇CT) [1] for the analyses of cracks found within coal, small and large bricks and 
smooth mortar samples. The 𝜇𝜇CT technique, with machines such as the MIXRAD facility at 
Necsa, produces 3D images of a material's internal structure to a best spatial resolution of about 
3 μm [2], depending on the sample size (the smaller the sample, the higher the resolution). 
However, there are similar techniques that are capable of going down to 500 nm spatial 
resolution such as the nano-focus X-ray CT facility situated at overseas located synchrotron 
facilities [3].  
Fractal methods have been used to study self-similar natural phenomena in many fields of 
scientific research [4, 5, 6] and have been used in this work to characterize crack formation via 
details of the crack edge. Fractal structures show self-similarity, which is revealed through a 
power–law relationship between two variables, and is characterised by a non-integer fractal 
dimension [7, 8]. In this work we used the compass method as described in Section 2.2. 
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2. Experimental set-up
The experimental set-up consists of an X-ray source, 2-dimensional high resolution

digital X-ray detector and a rotating mechanical sample manipulation stage. Radiographs of the 
total sample are taken at multiple equally spaced angles between 0 and 3600. 

2.1 Sample preparation 
In µCT scanning there is no need for specific sample preparation. A sample such as a 

piece of coal was formerly cracked in a predetermined process and then analysed using the 
calibrated and standardized micro-tomography set-up [9]. Figure 1 below shows the samples 
that were inspected for this study. 

Figure 1:  a) Piece of a small brick, b) coal, c) smooth mortar and d) piece of a large brick 

2.2 Experimental set-up, image acquisition, reconstruction and analysis 

The samples were scanned using the micro-focus X-ray radiography and tomography system 
(MIXRAD) located at Necsa [9]. The instrument, shown in figure 2, is equipped with a tungsten 
X-ray source with anode voltage settings ranging between 30 kV and 255 kV, beam current up 
to 1 mA and a spot size of 3 μm. A schematic of the process of acquiring 2D radiographic 
slices, which are then combined into a 3D image via a reconstruction algorithm, is shown on the 
right. 

Figure 2:  Micro-focus X-ray machine and tomographic process at the MIXRAD facility at 
Necsa 

The X-ray source scanning parameters were set to achieve sufficient contrast in the 
radiograph to provide a good visualisation of cracks. Due to the size of the samples scanned in 
this study, the spatial resolution obtained was ≈ 0.022 mm (22 μm). 
After tomographic reconstruction, 3D visualisation by means of VGStudio MAX 2.2 software 
[9] was performed where 2D slices at appropriate crack location were generated. Image 
analysis software (Image-J) was then used to study crack properties on these 2D planes of the 

a) b) 

c) d) 
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virtual 3D object. For this purpose planes that intersect cracks were chosen so as to visualize the 
line features of the crack across the selected plane. Figure 3 is an example of the image of a 
crack intersection line on such a surface.  

Image-J allows the linear distance between any two points on the plane to be measured 
in pixels (or calibrated length units) so that the compass method of length measurement along 
the crack intersection curve can be used to assess self-similarity and fractal nature.In the 
compass method a fixed scale length is chosen in terms of which the length along a section of a 
crack line is measured. This is seen in figure 3 where a given scale length N (small line 
segments between adjacent points), was used to measure the total crack length 𝐿𝐿𝐴𝐴𝐴𝐴 between pre-
determined starting and end points, A and B respectively.  

 

The measurement of 𝐿𝐿𝐴𝐴𝐴𝐴(𝑠𝑠) where s is the scale, is performed for a number of scales 
values and log𝐿𝐿𝐴𝐴𝐴𝐴(𝑠𝑠) is then plotted against log(1 𝑠𝑠⁄ ) = 𝑙𝑙𝑙𝑙𝑙𝑙(𝑟𝑟), where 𝑟𝑟 is the resolution. If 
the geometry of the curve edge is fractal in nature, with ever smaller self-similar structure, the 
measured length will increase indefinitely (within practical limits), with decrease in scale 
length, as follows [4]: 

log 𝐿𝐿𝐴𝐴𝐴𝐴(𝑠𝑠) = 𝐷𝐷𝐶𝐶 log(1 𝑠𝑠⁄ ) + 𝑘𝑘  (1) 

Where 𝐷𝐷𝐶𝐶 is the so-called compass dimension and k is a constant. 

3. Results and discussion
3.1 Smooth mortar sample: 
An example of data for a typical measurement on a single crack is shown in table 1 in terms of 
the quantities defined above and the resulting  (ln𝐿𝐿𝐴𝐴𝐴𝐴) versus ln(1 𝑠𝑠⁄ ) graph is shown in figure 
4. 

Scale 
(Number 
of pixels) 

Number of 
scale 

lengths 

Scale 
(mm) 

Total Length 
(mm/pixel) 

Ln(1/s) 
(s in 

mm-1) 

Ln(LAB) 
(LAB in 
mm)

3 98.667 0.066 6.512 2.718 1.874 
4 73.00 0.088 6.424 2.430 1.860 
8 34.00 0.176 5.984 1.737 1.789 

10 27.00 0.220 5.940 1.514 1.782 
14 18.16 0.308 5.732 1.178 1.746 
16 16.50 0.352 5.808 1.044 1.759 
20 13.00 0.440 5.720 0.821 1.744 
22 11.55 0.484 5.581 0.726 1.721 
24 10.56 0.528 5.573 0.639 1.718 

Table 1. Example of smooth mortar data with an instrument resolution of 0.022 pixel/mm. 

Figure 3: A crack on a plane 
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Figure 4: Ln-Ln fractal analysis plot for a crack in the smooth mortar 

Similar quantification of cracks was performed in coal, a large and small brick sample 
were analysed and results are shown in table 2.   

Figure 5: Ln-Ln fractal analysis plot for the coal sample. 

Figure 6: Ln-Ln fractal analysis plot for the large brick sample 
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Figure 7: Ln-Ln fractal analysis plot for the small brick sample. 

Table 2 contains the summarised results of several cracks in several samples and figure 5 shows 
the graph for a crack in the coal sample with large fractal dimension. The dimension is large 
because the crack measured was jagged and sinuated. 

Table 2. Tabulation of data from several cracks in several sample types. 

Sample description Fractal dimension Crack length (mm/ 
pixels) 

Correlation coefficient 

Smooth mortar 1.075 
1.026 
1.020 

5.920 
2.575 
10.10 

0.987 
0.997 
0.981 

Coal 1.408 
1.083 
1.049 

2.905 
1.534 
3.885 

0.970 
0.968 
0.993 
0.994 
0.966 
198.6 
9.109 
9.160 

Large brick 

Small brick 

1.051 
1.025 
1.696 
1.015 
1.025 

8.946 
12.51 
198.6 
9.109 
9.160 

Figure 8 below shows the crack that was segmented approximately in the middle of the 
sample. The total volume and surface area of this crack were found to be 49.987 mm3 and 
738.863 mm2 respectively. 

        Figure 8: One crack segmented from the coal and displayed in 3D 
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In figure 4 both the error bar separation and the correlation coefficient indicate a bona 
fide linear relationship, despite its low value, thereby suggesting a fractal dimension of ~ 1.07 
for this crack. Thus we may conclude that the method allows determination of fractal character 
down to rather low compass dimension values. A crack and thus the material is only fractal 
when the slope of ln(L) vs. ln(1/s) holds for a range of spatial resolutions, thus it becomes clear 
that the scale can vary in the measurement because it does not affect the slope by changing it to 
negative. For the small brick sample on figure 7, the slope is negative therefore an absolute of (-
0.696) will be taken in and the fractal dimension will become 1.696. The results in table 2 
indicate low precision for cracks in similar samples and no clear relationship between the length 
of crack analysed and the outcome of the fractal analysis. This indicates that it may not be 
possible to assume the same fractal dimension for all cracks in a given sample size, that the 
details at this resolution for the different sections of the cracks limit the ability to compare or 
that other factors such as inhomogeneity of impurities may influence the dimension from crack 
to crack. On the figure 4 to 7 some data points (outliers) are observed distant away from other 
observation points. This may be due to variability in the measurement or they may indicate 
experimental error, the latter are sometimes excluded from the data set. Hence they still 
contribute to the trend line. 

4. Conclusions

Based on the findings of this first study, micro-focus X-ray tomography proves to be a 
fast technique (no special sample preparation) for the 3D visualization and quantitative analysis 
of cracks in samples penetrable with X-ray energies up to 70 keV. It was found that the fracture 
surfaces of the smooth mortar, large and small bricks and coal follow fractal behaviour that is 
represented by the fractal dimensions recorded in table 2. 

Preliminary results show that it may be difficult to rely on the absolute value of the 
fractal dimension for material characterisation, which does not appear to be the same for all 
samples of the same material. Further research is needed to assess how much of this is due to 
inherent measurement limitations of the technique, including plane and crack selection, and 
how much on real sample properties (such as hardness and impurity distribution). 
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Abstract. The pressure response of charge order behaviour in LuFe2O4 has been investigated using 
pressure as a perturbing thermodynamic variable up to 7 GPa in diamond anvil cell experiments at 
300 K. 57Fe Mössbauer spectroscopy was used as the probing technique for magneto-electronic 
properties. An analysis of the Mössbauer effect spectra indicates that above 3 GPa the charge order 
has completely collapsed, also evidenced by the change in the Mössbauer spectral line shape. 
Above 3 GPa the magneto-electronic phenomena can be understood in terms of electron hopping 
processes, which occur in the time window of the Mössbauer effect (10-7 s). As a consequence of 
this Fe2+ and Fe3+ valence states are indistinguishable and are described by an intermediate valence 
state, Fe2.5+. This destabilisation of charge order is compatible with magnetic collapse seen in 
neutron diffraction experiments. Charge carrier confinement, Fe2+  Fe3+, prevails at these high 
pressures. 

1. Introduction
LuFe2O4 belongs to a family of hexagonally layered metal oxides, RFe2O4, where R is a rare-earth metal. 
Recently there has been a surge of interest in LuFe2O4 because of multiferroic properties being apparently 
observed in this system [1]. Multiferroic compounds show a strong coupling between magnetism and 
ferroelectricity; hence the combination of these two ferroic orders in a material has the potential for the 
tailor-making of multifunctional devices. Initially LuFe2O4 was thought to be the prototypical compound 
for charge order (CO) based ferroelectricity, where CO refers to a localisation of charge  resulting in a 
mixed-valence superlattice  (e.g.,  Fe2+ - Fe3+ - Fe2+ - Fe3+…). Properties reported in this compound due to 
CO-based ferroelectricity included a large magneto-dielectric response and pyroelectricity near the spin 
ordering temperature [1]. Recent work has cast doubt on these observations because of the hitherto 
unknown subtle influence of electrical contacts in generating colossal values of the magneto-dielectric 
response [2]. This also puts in question the mechanism of charge order driven ferroelectricity. Despite 
this, there is still considerable interest in LuFe2O4 because the magneto-electric coupling is still 
pronounced. 
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LuFe2O4 has a rhombohedral unit cell (space group, R-3m) and exhibits a layered structure at room 
temperature, depicted in figure 1. The structure is described by an alternating stacking of [LuO2]∞ layers 
and [Fe2O4]∞ bi-layers along the c-axis (figure 1(a)). The unit cell consists of three Fe bi-layers with a 1:1 
ratio of Fe2+ and Fe3+. There is a superstructure arrangement of Fe2+ and Fe3+ ions within the triangular 
network of each sheet of a bilayer (figure 1(b)).  This particular Fe2+/Fe3+ CO arrangement has long been 
thought to lead to charge segregation along the c-axis, leading to a net dipole moment and thus the 
occurrence of ferroelectricity [3, 4]. Lafuerza et. al. [5, 6] however have contested  this model of an 
appreciable (ionic) valence separation as well as the occurrence of ferroelectric behavior; although valence 
segregation does seem to occur.  

The corresponding spin values are S=2 for Fe2+ (d6) and S=5/2 for Fe3+ (d5). The triangular network in 
the Fe monolayers (each layer is made up of corner sharing FeO5 trigonal bipyramids, see figure 1(c)) 
presents a scenario in which the magnetic and charge order interactions are incompatible with the 
topology of the crystal lattice, hence geometrical CO and spin frustration occur (figure 1(b)). Geometrical 
frustration can result in a plenitude of degenerate ground states. For example, LuFe2O4 undergoes different 
phase transitions: a 3-D charge order develops at TCO ≈ 320 K with cooling, while for 320 K < T < 500 K 
a 2-D CO ground state occurs. 3-D ferrimagnetic ordering sets in at TN ≈ 240 K, and a magneto-structural 
transition is observed at T ≈ 175 K. Makarova et. al. have reported a gradual disappearance of long range 
magnetic order with pressure up to 3 GPa at 50 K in neutron diffraction measurements [7]. This is thought 
to be linked to the destabilisation of the magnetic moment and may be correlated with the melting of the 
CO. The purpose of this work is to investigate the behaviour of the CO in this pressure range. 

Figure 1 (Colour online): (a) Crystal structure of LuFe2O4 at room temperature, showing the R-3m 
rhombohedral layered structure atomic arrangement. The unit cell consists of three Fe bi-layers stacked 
along the c-axis. The Fe ion (in red) is coordinated in trigonal bi-pyramidal polyhedra with O ions (in 
green). The [LuO2]∞ layers (not shown) are in between the bi-layers. (b) Projection of the ab-plane viewed 
along the c-axis showing the triangular network of Fe ions. (c) Isolated trigonal bi-pyramids sharing a 
corner. Structure insets generated using VESTA software [8]. 

To the best of our knowledge Mössbauer pressure measurements on LuFe2O4 have not yet been 
reported. 57Fe Mössbauer spectroscopy, which is a nuclear γ-ray spectroscopy, allows probing the valence 
state of Fe as the only electro-magnetic active ion in the compound. To this end, a combination of high-
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pressure methodology and 57Fe Mössbauer spectroscopy has been used in this work to investigate the 
magneto-electronic behaviour of a highly stoichiometric sample, LuFe2O4+δ (δ=0). In this present work we 
show that the CO collapses above 3 GPa in LuFe2O4 at 300 K, thereafter only dynamic charge exchange 
(electron hopping) are observed up to the maximum pressure, 7 GPa, reached in this study. 

2. Experimental details
A polycrystalline sample of LuFe2O4 (with natural abundance of 57Fe, 2%) was loaded into a Merrill-
Basset diamond anvil cell (DAC). Details of its synthesis can be found elsewhere [9]. The sample and a 
few ruby balls for pressure calibration were loaded into a sample chamber made by drilling a 225 µm hole 
in a Re gasket pre-indented to 30 µm thickness. Daphne 7373 oil was used as pressure transmitting 
medium. A Wissel constant acceleration motor was used to scan the velocity range of interest (typically ± 
5 mm/s) with a 57Co (Rh) “point” source (≈ 0.5×0.5 mm, 10 mCi) at room temperature [10]. A KrCO2 (1 
atm) proportional counter was used to detect the 14.4 keV resonance γ-radiation. 

The model used for analysis describes electron hopping relaxation within the framework of the Blume-
Tjon theory [11]. In the case of electron hopping processes, the 57Fe nuclei experience a Hamiltonian that 
relaxes between two eigenstates (with a relaxation rate of ω [rad/s]) characterised by different isomer shift 
(IS) and quadrupole interaction values. The Hamiltonian is described by: 
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where 1H  and 2H are the different eigenstates experienced by the 57Fe nuclei. Each eigenstate gives rise 

to a characteristic quadrupole split doublet with associated isomer shift, quadrupole splitting, QS ( ) and 

IS ( ) respectively. Thus 1H  gives rise to 1 and 1 , and 2H  to 2  and 2 . I and m are the nuclear

spin quantum number and magnetic quantum number respectively. The IS and QS values fluctuate 
simultaneously between characteristic values for Fe2+ and Fe3+ (i.e. the average valence state is Fe2.5+). The 
relaxation rate in [rad/s] is involved in the lineshape profile which is derived from a solution of a time 
dependent Hamiltonian characterizing the fluctuation between  the two states (profiles) in Equation 1 [11, 
12]. It is therefore obtained as one of the fitting parameters of the spectral profile and then converted to 
electron hopping frequency [Hz]. 

The spectra were analyzed using an appropriate Mössbauer spectra fitting program from which the 
hyperfine interaction parameters and the corresponding relative abundances of spectral components were 
derived [13]. Thickness broadening, pressure gradients and geometrical effects were taken into account in 
this analysis. The spectra were evaluated assuming Lorenztian line shapes for the resonant absorption 
patterns. The reported IS values are relative to α-Fe at 300 K.  

3. Results and discussion
Figure 2 below shows a selection of Mössbauer spectra measured at various pressure runs up to 7 GPa at 
300 K. The model used in the analysis was first implemented in the ambient spectra measured with the 
LuFe2O4 sample loaded in a conventional 1.7 cm2 copper clamp holder and a 20 mCi 57Co (Rh) 
conventional source. This ensures better counting statistics, high signal-to-noise ratio and high resolution 
obtained by using a conventional source with a narrower line-width; hence reliable hyperfine parameters 
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could be extracted (see figure 2 (a) for comparison). The parameters obtained were then used as the 
starting values for the compression measurements. 

The fitting model adopted for the sample at ambient pressure and temperature incorporates a 
fluctuating valence state; a markedly different approach from previous works [14, 15]. The observed 
Mössbauer spectra were analysed with three sub-spectra; two distinct quadrupole doublets describing Fe2+ 

(in blue) and Fe3+ (in green) sites with intensity ratio 1:1 describing the static CO. A third component was 
added to describe electron hopping between Fe2+ and Fe3+ (Fe2+  Fe3+) (in red). This originates at CO 
nano-domain boundaries or is a result of the geometrical charge frustration [16-18]. The presence of the 
right most absorption peaks (higher velocity side) in figure 2 (a) are a signature of Fe2+. Hence we deduce 
that the CO is already present at room temperature. The disappearance of this absorption peak would 
therefore indicate CO collapse. 
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Figure 2 (Colour online): (a) Selected 57Fe Mössbauer spectra of the pressure response of LuFe2O4 at 
300 K plotted on a restricted velocity scale. The black circles are the data points and the solid line through 
the data points is the overall fit to the data. With an increase in pressure, at ≈ 3 GPa, the Fe2+ signature is 
no longer easily discernable, indicating the initiation of CO collapse. At P > 3 GPa (see 7 GPa spectrum), 
the Mössbauer line shape is fitted with a component consistent with electron hopping processes only in the 
MHz regime (indicated by EH). (b) A plot of the EH component abundances as a function of pressure. 
The increase in the abundance of the EH component is readily apparent. Solid lines through the data 
points are to guide the eye. 
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The fit results of the ambient pressure spectrum reveal the co-existence of static CO (site-centered CO) 
of Fe2+ and Fe3+ in a 1:1 ratio and ≈ 20 % abundant sites where electron hopping is occurring (as explained 
above), in which the hopping frequency is 1.5 MHz, see figure 2 (b) and figure 3 (b). As the pressure 
increases, the Fe2+ signature becomes less discernable, indicating the beginning of CO collapse (see the 
Mössbauer spectrum at 3 GPa in figure 2 (a)). This is also confirmed by the increase in the abundance of 
the EH component with pressure (see figure 2(b)). Rouquette et al. observed a progressive rhombohedral 
to orthorhombic structural phase transition of the unit cell from 4‒8 GPa [9]. Our Mössbauer analysis 
therefore infers that the CO collapse and structural phase transition are concomitant. In the range 5‒7 GPa 
the Mössbauer line shape is consistent with electron hopping only on a nanosecond time scale (MHz 
regime), which is within the time (sensing) window of the Mössbauer effect of 100 ns [12, 16]. 

Figure 3 (a) shows the obtained values of the IS as a function of pressure. The plotted values of the IS 
(in red) for the EH component are the average of that of the individual components (Fe2+ and Fe3+) 
describing the electron hopping model in equation (1). For all components, the IS decreases with pressure, 
which is attributed to the s-electron density increasing near the Fe nucleus. In fact, the IS is related to s-
electron density, ρs, at the nuclear site. The quadrupole splitting (QS) of the components is observed to 
increase with pressure as expected (not shown). QS reflects deviation from cubic symmetry, an increase in 
QS is therefore attributed to increased site distortion around the Fe ion when pressure increases.  

The pressure dependence of the hopping frequency is plotted in figure 3 (b) and shows a substantial 
ten-fold increase in the measured pressure range. Pressure decreases the inter-atomic distance and 
therefore the hopping between Fe sites is expected to be enhanced, consistently with what is observed 
here. The presence of only electron hopping and IS values intermediate between that of Fe2+ and Fe3+ 
above 3 GPa infer that the electrons are still confined, perhaps in some sort of dimerised bond between 
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Figure 3 (Colour online): (a) Pressure dependence of the IS. The IS of EH (red triangle) is an average of 
the corresponding values of the fitted components, Fe2+ and Fe3+ in equation (1). The IS decreases with 
increasing pressure. (b) The pressure dependence of the hopping frequency as deduced from the fitting of 
the MS spectra. Solid lines are to guide the eye in (a) and (b). 
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Fe-Fe pairs in the ab-plane of the bi-layers. This would therefore suggest that the compound is still an 
insulator in this pressure regime, even though the CO is destabilized [19]. 

4. Conclusions
In summary, we have investigated the stability of the CO in a highly stoichiometric sample of LuFe2O4. 
The CO is destabilised at 3‒7 GPa at room temperature. The Mössbauer spectra above 3 GPa indicate only 
electron hopping processes with relaxation rates on the nano-second time scale (2‒16 MHz). The presence 
of electron hopping and IS values intermediate to that of Fe2+ and Fe3+ suggests charge confinement in the 
triangular network of the ab-plane of the crystal lattice (e.g. formation of dimers, Fe2+  Fe3+). Even 
though CO has been destabilised at pressure, there still appears to be confinement of the charge carriers. 
This will have implications for the electrical-transport behaviour. The destabilisation of CO is compatible 
with the collapse of magnetic order seen in neutron diffraction studies [7]. 
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Abstract. The effect of pressure on the charge order in the mixed-valence Fe2OBO3 has been 
investigated using 57Fe Mössbauer spectroscopy at pressures up to 30 GPa in diamond anvil 
cell experiments. Above 16 GPa only signatures of electron hopping, Fe2+  Fe3+, where “” 
represents the hopping between the different ionic charge states are discerned.  Analysis shows 
that the hopping frequency is of the order of MHz (~100 nanosecond time scale), that is, in a 
time window to which the Mössbauer spectroscopy technique is particularly sensitive. The 
fluctuation signatures persist upon further pressurization to ≈ 30 GPa at 300 K. The frequency 
lies in the range of 2‒4 MHz upon increasing pressure. The charge order collapse initiated by 
external pressure was found to be reversible upon decompression to ambient conditions. 

1. Introduction
Site-centered charge ordering (CO) refers to the spatial localisation of charge carriers on atomic sites 
with a certain periodicity, resulting in valence electrons localising and giving rise to mixed-valence 
superstructures within crystal lattices. This may occur in strongly correlated systems as a mechanism 
to minimize the repulsive energy between valence electrons at the expense of their kinetic energy [1]. 
The condensation of charge into distinct states or valences (also called a Wigner crystal [2]) invokes 
the concept of ionic charge order, in which valence states take on integer values. Until recently the 
concept of ionic charge order in metal oxides has been under doubt because valence separation into 
distinct charge states does not take on integer values, even in the case of well-studied Fe3O4 
(magnetite), which is the first CO compound to be discovered. Recent work has then found evidence 
of a superstructure in iron oxoborate, Fe2OBO3, with a valence separation,  Fe(2+δ)+ — Fe(3-δ)+ ,  near to 
integral values, where δ ≤  0.2 [3]. This makes Fe2OBO3 the archetypal ionic CO compound.  

Fe2OBO3 belongs to a family of homometallic oxoborates with a warwickite crystal structure. The 
structure is characterised by one-dimensional ribbons of edge sharing FeO6 octahedra, stacked along 
the a-axis direction. The ribbons are connected by corner sharing octahedra and trigonal-planar BO3 
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groups, defining non-equivalent crystallographic sites (referred to as Fe (1) and Fe (2)) in the FeO6 

octahedra (see figure 1 (a)). 

Figure 1 (Colour online): (a) Crystal structure of Fe2OBO3 adapted from Attfield et. al. [1]. In the b-c 
plane this can be represented as Fe (2)-Fe (1)-Fe (1)-Fe (2) edge-sharing octahedra within a ribbon, 
where Fe (1) and Fe (2) indicate structurally distinct iron octahedral sites that make up such four-chain 
ribbons. The “+” and “-” signs refer to antiparallel magnetic moments in the magnetically ordered 
phase. (b) Ribbon in the CO phase comprised of chains of four edge-sharing FeO6 octahedra that 
extend infinitely along the crystallographic a-axis. (c) Dimerisation in the orthorhombic structure of 
Fe2OBO3, depicted by the ellipses. The red dotted lines show the possible paths in which electron 
hopping can occur. 

Fe2OBO3 undergoes an orthorhombic-monoclinic structural phase transition at TCO = 317 K, with a 
concomitant charge delocalization. These structural and electronic changes are attributed to site-
centered CO, manifested as a Fe2+ and Fe3+ mixed-valence state [1, 4]. In this scenario the CO involves 
the localisation of the extra down-spin electron in a t2g orbital of the Fe2+ cation (t2g

4 eg
2). The CO in 

this case is stabilised in the monoclinic structure.  
     57Fe Mössbauer spectroscopy has shown that below 270 K (monoclinic unit cell, P21/c), the Fe2+ 
and Fe3+ are equivalently distributed in crystallographically distinct sites. Above 400 K (orthorhombic 
unit cell, Pmcn), the semi-valent state Fe2.5+ representing dynamic charge carriers or electronic 
hopping is present exclusively. In between 270 K ‒ 400 K, there is co-existence of Fe2+, Fe3+ and Fe2.5+ 
[5]. In the temperature range 270 K − 400 K, there exists the so-called intermediate phase [6], which is 
characterized by an incommensurate CO super structure due to the geometrical frustration occurring in 
the system. The intermediate phase was shown to undergo resistive switching where application of an 
electric field induces a change in the resistance. This ability to tune the resistance is thought to be 
related to mobility of charge carriers in this temperature region [7]. 
  An analogy to this temperature-dependent study is our recent x-ray powder diffraction pressure-
dependent study of the structural properties of Fe2OBO3 [8]. Analysis of the in-situ XRD data 
indicates that, starting at ≈ 6 GPa, the ambient pressure P21/c monoclinic structure gradually 
transforms into the high pressure Pmcn orthorhombic phase, and at 22 GPa the phase transition is 
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complete. Moreover, the unit cell was found to be more compressible along the a-axis (10% over the 
pressure range up to 30 GPa) compared to the other directions in the unit cell which have a 3% 
compressibility over the same pressure range. The change in volume for the P21/c →Pmcn phase 
transition is limited to 1% and this therefore suggests the bulk moduli of the two structures are 
commensurate.  

Our previous 57Fe Mössbauer spectroscopy studies  involving the application of external pressure 
(P) on an Fe2OBO3 have led to a an extension of the magneto-electronic temperature-pressure phase 
diagram (not shown in this publication; the detailed phase diagram can be found in ref. [9]). On the 
basis of the analysis of the Mössbauer data it was revealed that (i) the site-centered CO collapse is 
initiated at ≈ 11 GPa at 300 K; at P ≥ 16 GPa, only electron hopping processes on the time-scale of the 
Mössbauer effect (10-7 s) were discerned (this was typified by asymmetric relative intensities and 
hyperfine parameters values intermediate to that of Fe2+ and Fe3+, that is, the intermediate valence 
state Fe2.5+); (ii) suppression of CO and magnetic ordering below 115 K at P ≥ 16 GPa. Thus in the CO 
phase the magnetic transition temperature TM does not increase or rise beyond the ambient pressure 
value of TM = 155 K. 

This study is a continuation of our previous work [9] with a particular focus on the pressure range 
16‒30 GPa so as to make a quantitative assessment of the electron dynamics. We present a detailed 
analysis of the high pressure electronic state of Fe in Fe2OBO3 using 57Fe Mössbauer spectroscopy as a 
probing technique of the Fe ion valence. We show that electron hopping frequency increases doubles, 
from 2 to 4 MHz in the pressure range 16‒30 GPa. This , less than one order of magnitude,  increase in 
the hopping frequency is also reflected in the Mössbauer line shape that shows no major  discernable 
change over an extensive pressure range spanning 14 GPa. The high pressure orthorhombic (space 
group, Pmcn) phase is found to be reversible to the ambient monoclinic (space group, P21/c) phase, 
where the CO is stabilised. 

2. Experimental details
A sample of natural 57Fe abundance (2%) was used in this work. Details of the synthesis can be found 
in a previous work [4]. The composition and magnetic properties of the samples at ambient pressure 
were confirmed by conventional powder x-ray diffraction (XRD) and Mössbauer spectroscopy (MS). 
For MS studies the sample was encapsulated in a 250 µm cavity of a pre-indented Re gasket of 
thickness 30 µm in a Merrill-Basset diamond anvil cell (DAC). Re also served as a collimator for the 
14.4 keV Mössbauer resonance γ-rays. Daphne 7373 oil was used as the pressure transmitting medium 
(PTM) and ruby fluorescence served as a manometer. 

Mössbauer studies were carried out with a 10 mCi 57Co (Rh) point source in transmission 
geometry. The typical collection time of a single spectrum was ≈ 72 hours. All the spectra were 
analysed using an innovative fitting model, as described in the following section [10]. Hyperfine 
parameters were obtained by fitting theoretical sub-spectral curves to experimental data with 
Lorentzian line shapes to de-convolute Fe phases in the spectrum. Prior to analysis each spectrum was 
folded with its mirror image and, where necessary, adjacent channels subsequently added. The purpose 
of this was to remove geometrical base-line distortions and to reduce the signal-to-noise ratio in the 
final data set to be used for analysis.  

3. Results and Discussion
Room temperature Mössbauer spectra of Fe2OBO3 in the range 16‒30 GPa are shown in figure 2 (a). 
Their line shape is indicative of electron hopping processes occurring within the time sensing window 
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of the Mössbauer effect, ~10-7 s [11-13]. There is a marked disappearance of the right most resonant 
absorption lines (high velocity side) in the ambient pressure spectra with increasing pressure, see 
figure 2 (a) and (b) for a visual comparison. Marked changes in spectral features were rationalized as 
an electronic hopping process between sites of different valence state; in the case of Fe2OBO3, Fe2+  
Fe3+ in the high pressure regime [9], indicative of a complete CO collapse. 

The fitting model adopted for the fluctuating valence state is markedly different from previous 
works [5, 8]. The model implemented here describes electron hopping relaxation in a paramagnetic 
powder using the theory proposed by Blume [11, 12]. From the fitting parameters characterising the 
lineshape, we were able to extract the isomer shift and primarily the hopping frequency of electrons in 
this dynamical process. The isomer shifts quoted in this work for the Fe2.5+ (electron hopping) are an 
average of the Fe2+ and Fe3+ valences.  

Each spectrum was fitted with a single hopping component, which has been superimposed to the 
corresponding experimental spectrum in figure 2 (a) (red solid line). There are two possible routes for 
the electron hopping to occur; inter-ribbon, between Fe2+ and Fe3+ sites on adjacent ribbons, or intra-
ribbon, within the same ribbon (see figure 1(c)). Hence the MS spectrum can be expected to be 
composed of two components. Our approach of using a single fitting component offers the safest route 
because MS cannot easily discriminate between different hopping paths, involving similar hopping 
frequencies,  but can only reveal the valence state as being static or fluctuating (  intermediate between 
two states) when the electron processes are within the time window of the Mössbauer effect (10-7 s). 

It is apparent that there are no marked or drastic changes in the spectral line shape over the pressure 
range spanning a range of 14 GPa, indicating that no new electronic phase change occurs and that the 
hopping persists up to 30 GPa. 
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Figure 2 (Colour online): (a) Mössbauer spectra recorded at pressure from 16.4 GPa to 30 GPa. The 
solid red lines represent the fit to the experimental data (in black). (b) IS and frequency plotted as 
function of pressure in the range 16-30 GPa. The values of the IS are quoted with respect to α-Fe. The 
black coloured circles are data points and the lines joining the points are intended as a guide to the eye. 
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Figure 2 (b) shows a combined plot of the isomer shift (IS) and hopping frequency as a function of 
pressure, as retrieved from the fitting to the experimental data. The values of the IS are intermediate 
between those normally associated with Fe2+ and Fe3+. This supports the notion that the charge carriers 
are confined in a lattice dimerised bond, between Fe2+-Fe3+ pairs, see figure 1 (c). Our previous work 
on the structural properties of Fe2OBO3 shows that the unit cell is more compressible along the a-axis 
compared to other axes [8]. It is therefore expected that such a lattice distortion will favour a 
spontaneous Peierls-type dimerisation along the a-axis compared to other crystallographic directions 
and such paths are conducive to charge transfer, that is, electron hopping. The values of the IS also 
decrease with pressure, which is attributed to the s-electron density increasing near the Fe nucleus. 
The IS is a function of s-electron density, ρs, at the nucleus. 

The pressure dependency of the hopping frequency shows a 70% increase between 16 GPa and 
30 GPa. Application of pressure causes the inter-atomic distances to decrease and hence an increase in 
pressure is expected to promote the Fe2+  Fe3+ electron exchange, from the increase in orbital 
overlap. Resistivity studies done by our group infer that there is a site-centered to bond-centered 
insulator transition in Fe2OBO3 above 16 GPa, i.e. a Wigner crystal to a dimer-Mott insulating state 
transition [8]. 

The high pressure CO collapse was found to be reversible upon releasing pressure to ambient 
conditions, see figure 3 below. Distinct signatures of Fe3+ and Fe2+ indicating CO are again retained at 
≈ 0.3 mm/s and ≈ 2 mm/s respectively. This therefore means the high pressure orthorhombic phase is 
reversible to the monoclinic low pressure phase. 
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phase is recovered after decompression.   
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4. Conclusions
In summary, we used 57Fe Mössbauer spectroscopy at room temperature to probe the nature of site-
centered CO in Fe2OBO3 by applying external pressure. Our analysis of the MS  spectra above 16 
GPa, where such site-centered CO is disrupted,  show an average valence of Fe2.5+ as the IS values are 
intermediate to that normally associated with Fe2+ and Fe3+, indicating electron hopping relaxation. 
The electron hopping persists up to 30 GPa, on the time-scale of the Mössbauer effect, with 
frequencies on the order of MHz (~100 nanoseconds). The site-centered CO disruption   was found to 
be reversible, with Wigner crystallisation (CO) being re-established upon decompression to ambient 
conditions. 
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Abstract. BaCO3:1% Eu
3+

, 2% Dy
3+

 powders were synthesized by sol-gel process at a relatively

low temperature ~ 80 0C. Metal nitrates were used as the source of metal ions and citric acid as a 

chelating agent. The catalyst:Ba molar ratio in the solution were varied from 1.0 - 2.5 during 

synthesis. The annealed powder samples were characterized by X-ray diffraction (XRD), scanning 

electron microscopy (SEM) and photoluminescence (PL) spectroscopy. The XRD data revealed 

that the annealed samples consist of orthorhombic BaCO3 with extra peaks of BaO impurities at 

the lower catalyst content. Morphology of the phosphor was influence by the catalyst:Ba molar 

ratio.  PL spectra indicated that the emission peaks appears at different wavelength positions 376, 

531, 589 and 616 nm with the most intense peak at 616 nm. The emission at 376 nm is attributed 

to the changes in crystal field surrounding the activators. Emission peak at 531 nm is attributed to 

the host emission due to defects, while the emission peak at 589 nm is assigned to magnetic dipole 
5
D0-

7
F1 transitions in Eu

3+
 ion. The emission peak at 616 nm is attributed to hypersensitively force

electric dipole 
5
D0-

7
F2 transitions in Eu

3+ 
ion.

Keywords: Luminescence; BaCO3:1% Eu
2+

, 2% Dy
3+

; catalyst:Ba; Sol-gel

1. Introduction

Metal carbonates are abundant minerals in nature and are of important interest in material research due to 

their promising applications such as optical materials, effective catalyst, separation technology, drug-

delivery and pigment [1-5]. Barium carbonate (BaCO3) also known as witherite is one of the well-known 

metal carbonates used in magnetic materials, television kinescope Glass-Shell and water cleaning [6]. 

Metal carbonates have shown to be good host lattice for various dopants or foreign atoms. Introduction of 

foreign atoms into the host lattice is known to affect the luminescence properties of the material [7-10]. It 

is well known rare earth ions have been playing an important role in modern lighting and display field due 

to abundant emission colors based on their transitions [11]. Furthermore, BaCO3 is expected to show 

excellent luminescence properties by doping with rare-earth ions [12]. Eu
3+

 doped CaCO3 phosphor with

red emission prepared by microwave synthesis has been reported by Kang et al. [13]. Their results [13] 

shows that the red luminescence can be attributed to the transitions from the 
5
D0 excited level to the 

7
FJ=0-4

levels of Eu
3+

 ions with the mainly electric dipole transition 
5
D0 → 

7
F2 (614 and 620 nm). SrCO3:Eu

3+

microneedles through a large-scale and facile hydrothermal method without any template and further 

annealing treatment have been reported by Yang et al. [14]. In their results [14] they found a strong red 
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emission corresponding to the 
5
D0 → 

7
FJ=1-4 transitions of Eu

3+
 ions. The luminescent properties of

CaCO3:Eu
3+

, BaCO3:Eu
3+

 and SrCO3:Eu
3+

 prepared by simple and convenient synthetic route containing

H2O and EG (ethylene glycol) with various compositions has been reported by Shi et al. [15]. 

Furthermore, their results [15] show three red emission spectra which seems to be equal in shape except 

for the intensity differences between them. Therefore, it is expected that BaCO3: Eu
3+

, Dy
3+

can be used as

an FED (Field Emission Display) phosphor for practical application. So it is very important to synthesize 

BaCO3: Eu
3+

, Dy
3+

 and understand the luminescent mechanism. BaCO3 crystallizes in the orthorhombic

system [16]; hence, there is continued interest in synthesizing of BaCO3 with controlled morphologies 

[17]. Sreedhar et al. [24] report the synthesis and characterization of BaCO3 nanocrystallite using natural 

polymer, gum acacia and they obtain pure orthorhombic structure in XRD analysis. Wang et al. [6] report 

a new route to the synthesis of BaCO3 crystals by the induction of bacillus pasteurri and they found 

sphere-like and rod-like morphology with a diameter of 7 and 1 μm, respectively. At present, numerous 

methods have been reported on the preparation of BaCO3 nanostructures including precipitation-

electrodeposition reaction [19], reversed micelle method [20], polyvinylpyrrolidone-assisted method [21], 

high-gravity method [22] and sol-gel method [23]. The sol-gel technique offers the advantages such as 

excellent control over the stoichiometry, homogeneous particle distribution, good reactivity between 

components, nano-size particles and allows lower processing temperature [16]. In this work, the effect of 

varying the catalyst:Ba molar ratio in BaCO3:1% Eu
3+

,2% Dy
3+

 nanophosphor synthesized by the sol-gel

technique is investigated. The main aim is to develop red light emitting phosphor for applications in 

pigment. 

2. Experimental

The powders of BaCO3:1% Eu
3+

, 2% Dy
3+

 phosphors with different catalyst:Ba molar ratio ranging from

1.0 – 2.0 were prepared by sol-gel process. Note that the Ba concentration was kept constant at 1 mol. 

The nitrates; Ba(NO3)2 (99%), Al(NO3)3∙9H2O (98.5%), Eu(NO3)3∙5H2O (99.9%), Dy(NO3)3∙5H2O (99%) 

were used as the starting materials and C6H8O7∙H2O (citric acid) (99%) was used as a catalyst. These 

nitrates and the catalyst were dissolved in deionized water and stirred constantly on magnetic stirrer at a 

temperature ~ 80
o
C until gelation. The prepared white gels were dried at 130°C in an oven for 4 hour. The 

dried gel was ground and subsequently annealed at 800°C for 2 hours. The crystal structure of the 

samples was characterized by powder X-ray diffraction (Bruker AXS Discover diffractometer) with 

CuKα (1.5418Ǻ) radiation. The surface morphology of the phosphor powder was established using a 

Shimadzu Superscan ZU SSX-550 electron microscope (SEM). PL excitation and emission spectra were 

obtained by using Xenon lamp (Hitach F-7000 fluorescence spectrophotometer). 

3. Results and discussion

3.1. Structure 

For all samples the (111) diffraction peak were deconvoluted as shown in figure 1 (a) to distinguish 

between (111) and (102). The average d-spacing for the (111) peak was estimated to be 12.165 Å and the 

lattice parameters were calculated to be a = 6.415 Å, b = 5.302 Å and c = 8.870 Å, which are very close to 

those of JCPDS card no. 45-1471 where d = 12.202 Å, and the lattice parameters are a = 6.433, b = 5.314 

and c = 8.903 Å [24]. Figure 1 (b) and (c) shows the diffractions patterns of the annealed BaCO3:1% Eu
3+

,

2% Dy
3+

 powders for the co-doped and un-doped 1.0 catalyst:Ba molar ratio and for co-doped samples at 

varying catalyst:Ba molar ratios, respectively. The XRD patterns of all prepared samples matches with the 

peaks of BaCO3 JCPDS card no. 45-1471. However, the XRD detected an impurity (shown by asterisk (*) 

in figure 1 (b) and (c)), which can be attributed to the BaO [25]. If the catalyst content is too much as 

shown in figure 1 (c) (e.g. 2.5 molar ratio), the results reveal that there are no BaO impurity which 

suggest the single phase formation at the higher molar ratio. Furthermore, the single phase formation at 

higher molar ratio also suggests that the foreign atoms (e.g. Eu
3+

 and Dy
3+)

 were fully incorporated into 

the host matrix [26]. Therefore, catalyst:Ba molar ratio at 2.5 does not affect the crystal structure of the 

phosphor, which implies that catalyst at this stage helps BaCO3 to fully incorporate with these foreign 

atoms (Eu
3+

 and Dy
3+

). From Feilong et al. report [25], it is known that Ba(NO3)2 does not easily dissolve

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 139



in deionized water, and therefore, from this results we infer that more catalyst content might be necessary 

to fully catalyse the dissolving of Ba(NO3)2 in deionized water. Thus, this might serve as a good reason 

why the single phase structure is obtained at higher mole fraction as shown in figure 1 (c). The grain sizes 

of the powders with various Catalyst:Ba molar ratio for 1.0 (un-doped), 1.0 (co-doped), 1.3, 1.5, 1.8 and 

2.5 were estimated from the main diffraction peak (111) by using the Scherrer formula [27] and they were 

found to be 85, 82, 84, 85, 69 and 70 nm, respectively. It is therefore, concluded that varying catalyst:Ba 

molar ratio influences the crystallites. Figure 1 (d) shows the analysis of the most intense peak (111).  As 

it can be seen that there is slight shift to the higher diffraction angle in the (111) peak as the catalyst:Ba 

molar ratio is varied, and that is attributed to the change in the lattice spacing [26]. Shifting to the higher 

angle is also attributed to the decrease in d-spacing as the foreign atoms are incorporated into the BaCO3 

matrix [26] as shown in figure 1 (e). This is due to the substitution of bigger atom Ba
2+

 (atomic radius 

(1.61 Å)) [27] with smaller atoms Eu
3+

 (0.95 Å) [28] and Dy
3+

 (1.08 Å) [29]. It is therefore, proposed that 

the catalyst:Ba molar ratio influences the d-spacing. The d-spacing as a function of catalyst:Ba molar ratio 

shows the parabolic behaviour as depicted in figure 1 (e) for the (111) diffraction peak. The decrease in d-

spacing is due to the increase in catalyst:Ba molar ratio, that is, due to the substitution of Ba
2+

 with Eu
3+

 

and Dy
3+

 as mentioned above. Thus, the mole ratio is facilitating the substitutions or knocking-off the 

atoms in the host matrix. However, as the catalyst:Ba molar ratio is increased further, the decrease in d-

spacing reaches a critical point at 1.9 (catalyst:Ba) molar ratio and then increases. Similar behaviour to 

our results has been observed by Motloung et al. [26] and the ref therein. 

Figure 1 (a) Deconvolution of 1.8 catalyst:Ba molar ratio X-ray patterns of the (b) 1.0 (co-doped) and 1.0 

(un-doped) (c) BaCO3:1% Eu
3+

, 2% Dy
3+

 at varying catalyst:Ba molar ratio  (d) Analysis of (111) Peak

(e) d-spacing as a function of catalyst:Ba molar ratio. 

3.2. Phosphor morphology 

The surface morphologies of the annealed samples were observed by SEM micrographs shown in figure 2 

(a) – (f). Fig. 2 (a) shows the dispersal of small irregular particles at 1.0 (catalyst:Ba) molar ratio for the 
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un-doped BaCO3 which consists of voids morphology. At 1.0 molar ratio for the co-doped BaCO3 the 

micrograph shows the dispersal of small irregular particles on the surface of the large agglomerated 

particle (see figure 2 (b)), which is similar to figure 2 (c) – (f). It is interesting to observe that as the 

catalyst:Ba molar ratio is increased to 2.5, as shown in figure 2 (f), the particles become more 

agglomerated with the porous morphology on the surface. These results showed that varying catalyst:Ba 

molar ratio does not affect morphology of the phosphor which agrees with XRD analysis. It is suggested 

that porous/voids are formed by degassing during annealing process [30], that is, pores originate from gas 

entrapment due to improper adhesion at certain places [31]. 

Figure 2 SEM images of the BaCO3:1% Eu
3+

, 2% Dy
3+

 for various catalyst:Ba molar ratio for (a) 1.0 (un-

doped), (b) 1.0 (co-doped), (c) 1.3, (d) 1.5, (e) 1.8 and (f) 2.5. 

3.3 Photoluminescence characteristics 

Excitation photoluminescence spectra of the BaCO3:1% Eu
3+

, 2% Dy
3+

 are shown in figure 3 (a). It was

observed that the main peaks are at 260 and 303 nm. The absorption band with maximum at 260 nm is 

attributed to the charge transfer (CT) state of Eu
3+

 - O
2-

 [32]. The absorption at 303 nm corresponds to the 

host absorption [33]. The emission spectra of the BaCO3:1% Eu
3+

, 2% Dy
3+ 

powders are shown in figure 3

(b). The PL emission reveals that un-doped powder has peaks at 400 and 531 nm. These emission peaks 

are therefore attributed to originate from the host material. Both emission bands are assumed to be due to 

the band-to-band and defects level in the host. The co-doped powders have the emission peaks at different 

positions 376, 531, 589 and 616 nm with the most intense peak at 616 nm. The emission at 376 nm is 

attributed to the changes in crystal field surrounding the activators [34]. It can be seen that the emission 

peak at 531 nm arises from the un-doped 1.0 (catalyst:Ba) molar ratio and therefore is attributed to the 

defects emission in the host material (as mentioned above). The emission peak at 589 nm is assigned to 

magnetic dipole transitions 
5
D0-

7
F1 of Eu

3+
 [35]. The emission peak at 616 nm is attributed to

hypersensitively force electric dipole transitions 
5
D0-

7
F2 of Eu

3+
 [35]. Figure 3 (c) shows the

deconvolution of 2.5 (catalyst:Ba) molar ratio as the same as in figure 3 (b) when excited at the same 

excitation energy and it shows that there are two emission peaks at 350 and 376 nm. The emission peak at 

350 nm is attributed to 
6
H15/2-

4
M15/2, 

6
P7/2 from Dy

3+
 ions [33] and 376 nm is attributed as mentioned

above. This emission spectra show some changes in peak shape, especially at high energy (<400 nm) 

[33]. This behavior is observed at the higher molar ratio (e.g. 1.8 and 2.5) and it is assigned to changes in 

crystal field surrounding the activators [34], which agrees very well with the XRD findings. Moreover, 

this PL results clearly shows that varying catalyst:Ba molar ratio changes the dopants environment in the 
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host material. Thus, the variation of catalyst:Ba molar ratio affected the luminescent properties of 

BaCO3:1%Eu
3+

, 2%Dy
3+

 phosphors.

Figure 3 (d) shows the afterglow curve of BaCO3:1% Eu
3+

, 2% Dy
3+

 phosphor at room temperature after

exciting by 260 nm when monitoring the red emission at 616 nm. The decay characteristics of this 

phosphor indicates that the shape of afterglow decay curves of the samples at the varying catalyst:Ba 

molar ratio are similar, which indicates that all the samples have the same afterglow decay mechanism. 

The afterglow intensity gradually becomes zero after 2750 ms. Therefore, when the excitation source is 

switched off, the relaxation of these secondary ions from deep traps is very slow; this leads to the long 

persistence of phosphor [18]. When the mole fraction is 1.5 it demonstrate a significant improvement in 

initial luminescent brightness and long afterglow. The results are consistence with the measurements of 

PL emission in figure 3 (b), where 1.5 catalyst:Ba molar ratio is observed with the highest emission 

intensity. 

Figure 3  PL spectra of the annealed BaCO3:1%Eu
3+

, 2%Dy
3+

 (a) excitation spectra (λem= 616 nm) (b)

emission spectra (λex = 260 nm) (c) 2.5 molar ratio deconvolution (d) Afterglow decay curve (λex = 

260nm). 

4. Conclusion

BaCO3:1%Eu
3+

, 2%Dy
3+

 phosphors powders were successfully synthesized using sol-gel process. XRD

results show that when the powders are annealed at 800
o
C, the crystalline structure shows orthorhombic 

BaCO3 with some impurities such as BaO. If the catalyst content is too much, the foreign atoms (e.g. Eu
3+

and Dy
3+

) distribute homogeneously in the host material to form pure orthorhombic structure. SEM 

images showed irregular particles morphology. The excitation peaks were found to be 260 and 303 nm, 

which are attributed to the charge transfer (CT) state of Eu
3+

 - O
2-

 and the host absorption. The most 

intense emission peak at 616 nm is assigned to hypersensitively force electric dipole transitions 
5
D0-

7
F2

transitions of Eu
3+

.The amount of citric acid affected the luminescent properties of BaCO3:1%Eu
3+

,

2%Dy
3+

 phosphors. The decay curve show that all samples have the same afterglow behaviour and it also 

shows the improvement in initial luminescent brightness and long afterglow.  
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Abstract. Zinc oxide carbon nanofibers hybrids (ZnO-CNFs) have been studied for hydrogen 

storage applications. Zinc Oxide nanoparticles (ZnO NPs) have been deposited using DC 

magnetron sputtering. We have then grown aligned ZnO nanorods (ZnO NRs) on the ZnO NPs, 

finally ZnO-CNFs synthesis have been carried out by chemical vapour deposition (CVD), 

using acetylene (C2H2) as a source of carbon. Elastic Recoil Detection Analysis (ERDA) results 

are presented and show that ZnO-CNFs are promising candidates for hydrogen storage. Results 

show that the temperature has an effect on the amount of hydrogen absorbed; at lower 

temperatures hydrogen is detected mostly on the surface and at higher temperatures hydrogen 

is detected on the surface and on the bulk which yield a higher hydrogen absorption/adsorption. 

SEM images show that ZnO-CNFs morphology depends on the growth temperature and is 

correlated to the ZnO NRs morphology. 

Keywords: Hydrogen absorption/adsorption, ZnO-CNFs, ERDA, SEM, and EDS 

1. Introduction

The world is facing a big challenge on finding the energy resources that are pollution free. 

Environmental concerns regarding the use of fossil fuels and their predicted exhaustion are globally 

important issues. The researchers have focus their studies on the energy resource that can replace fossil 

fuels, these energy resources should be environmental friendly, free of pollution and have high energy 

efficiency. Hydrogen is a leading candidate to eliminate petroleum dependence, associated air 

pollutants and greenhouse gases [1, 2]. Hydrogen can substitute fossil fuels in automobile applications, 

with additional benefit of potentially allowing the production of zero emission vehicles [2]. Hydrogen 

is the most abundant element in the universe constituting of about 75% of all baryonic mass and it can 

be found in different kind of materials [3]. Hydrogen can also be produce by splitting water, these 

process need energy. If hydrogen has to be used as the main source of energy in the world, it needs to 

be produced and be stored in high quantity.  To store hydrogen we need a material that is light weight, 

safe, low cost and that will store high quantities of hydrogen in a little space. The goal is to pack 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 144



hydrogen as closely as possible in order to achieve the highest volumetric density by using as little 

additional material as possible.  

Most researchers have shown a higher interest in carbon nanostructured materials for hydrogen 

application, due to their porous structure. Carbon nanofibers (CNFs) are easily synthesised with 

different methods; CVD, electro spinning, polymer blend techniques and more other methods [3, 4, 7]. 

Hydrogen can be absorbed/adsorbed in CNFs in two ways; physisorption and chemisorption.  In 

physisorption, hydrogen is absorbed and stored in the pores of CNFs by weak Van der Waal forces. In 

chemisorption, hydrogen is chemically bonded into carbon forming the weak covalent bonding. The 

morphology of CNFs is controlled by the substrate/catalyst which was grown onto. In this research 

work, vertically aligned ZnO NRs were used as the substrate to grow ZnO-CNFs, which could be used 

for hydrogen storage application.  

There are three available onboard automobile hydrogen storage methods: (a) gas compressed to 

high pressures [1, 6] (b) the use of a cryogenic liquid at temperatures near to its boiling point (20.3 K) 

[1, 6] and (c) reversible metal and chemical hydrides [1, 6]. Although each hydrogen storage method 

has desirable attributes, no approach satisfies all of the efficiency, size, weight, cost and safety 

requirements for personal transportation vehicles [5, 6]. Hydrogen stored as metal and chemical 

hydrides adds significant weight, cost, and thermal complexity to onboard storage systems [6]. The 

presence of ZnO NRs in CNFs will alter the properties of CNFs and we believe it will enhance the 

hydrogen absorption. The method of hydrogen profiling (ERDA) shows that our ZnO-CNFs can 

absorb/adsorb hydrogen since hydrogen is detected in both bulk and the surface of the sample.  

2. Experimental Procedure

2.1. Synthesis of ZnO nanoparticles 

ZnO NPs were deposited on the silicon (111) wafer substrate using dc reactive magnetron sputtering 

(AJA Orion 5 sputtering system). Substrates were chemically washed. The deposition chamber was 

evacuated to a base pressure of 10−5 Torr by oil-diffusion-pump and turbo-pump combination. High

purity (99.995%) argon and oxygen were used as sputtering and reactive gases. Zinc metal of 

99.999% purity was used as sputtering target. The flow ratio of argon to oxygen was controlled at 2:1. 

The sputtering pressure, which is a total pressure of argon and oxygen, was set to 3 ×  10−3 Torr.

The sputtering power was set to 70 W. The sputtering time was varied from 15 minutes to 60 minutes. 

After each deposition the samples were annealed at a substrate temperature of 300 ºC for further 

oxidation. Annealing time and pressure was 60 minutes and 3 ×  10−3Torr. Zinc target was pre-

sputtered in argon-oxygen atmosphere for 5 minutes to remove the surface oxide layer. 

2.2. Synthesis of ZnO NRs 

ZnO NRs were grown on ZnO NPs using the hydrothermal process [7]. The hydrothermal solution 

was prepared by dissolving ZnCl2 on distilled water and hydrolysed with NH3 (25%). Solution was 

transferred to autoclave bottles with silicon wafer vertically aligned. The autoclave bottles with 

substrates were put on the incubator, the temperature was set to 90 ºC. The time for growing ZnO NRs 

was fixed at 2 hours. The incubator was pre-heated for 30 minutes to stabilise the temperature. The 

samples were removed suddenly after the required time to stop the process, then were washed with 

distilled water thoroughly to remove impurities on the surface of ZnO NRs and dried on the incubator 

for 5 minutes.  

2.3. Synthesis of ZnO-CNFs 

Chemical vapour deposition (CVD) was used for the nucleation of ZnO-CNFs using a dc reactive 

magnetron sputtering. High purity (99.995 %) of acetylene (C2H2) was used as the source of carbon. 

The flow rate of C2H2 was controlled at 10 sccm. Substrate temperature was varied from 500
 
ºC to 

800 ºC to investigate the effect of temperature on the nucleation of ZnO-CNFs. ZnO NRs were used 

as a catalyst aligned and to control the morphology of ZnO-CNFs. CVD pressure was kept at 3 ×
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10−3 Torr  and time was kept at 40 minutes for all the samples.

3. Results and Discussions

3.1. ZnO NPs analysis 

Figure 1a-c shows SEM images of ZnO NPs deposited at 15 minutes, 30 minutes, and 60 minutes 

respectively. The average diameter of the particles sizes increases from 6.73 – 37.60 nm, at 15 

minutes the average size was 6.73 nm, at 30 minutes it was 16.71 nm, and at 60 minutes the average 

diameter was measured to be 37.60 nm. It was observed that, as the deposition time changes, the 

colour of the film change. The change in the colour of the sample can allow us to use these ZnO NPs 

for other application i.e as a decorating coatings but on this work are used as seeding for ZnO NRs.   

Figure 1: SEM images of ZnO NPs grown at different deposition time. 

3.2. ZnO NRs analysis  

Since ZnO NPs were used as a seeding for the growth of ZnO NRs, the effect of ZnO NPs on the 

synthesis of ZnO NRs was investigated.  

Figure 2: SEM images showing the effect of ZnO NPs grown at different deposition times on the 

growth of ZnO NRs. (a) 15 min, (b) 30 min and (c) 60 min. 

Figure 2 shows the SEM images of ZnO NRs, that were synthesised at ZnO NPs sputtered at 

different deposition times. ZnO NRs were all synthesised for 2 hours at different seeding of NPs. 

Figure 2a shows SEM image of NRs grown on 15 minutes sputtered ZnO NPs, their average diameter 

and the length of these NRs were found to be 60.34 nm and 129.72 nm respectively. Figure 2b shows 

the NRs of 30 minutes sputtered NPs and their average diameter and length was found to be 75.40 nm 

and 105.90 nm respectively. Figure 2c show ZnO NRs of 60 minutes sputtered NPs, their average 

diameter and length was measured to be 90.31 nm and 114.05 nm respectively. The result show that 

the diameter of NRs increases with the increase in particles size of NPs.  

3.3. Analysis of ZnO-CNFs 

(a) (b) (c) 

200 nm 200 nm 200 nm 

200 nm 200 nm 

(b) (c) 

200 nm 

(a) 
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The effect of temperature on the nucleation of ZnO-CNFs was investigated using SEM imaging and 

EDS to study the chemical composition. Figure 3 show SEM images of ZnO-CNFs deposited at 500 

ºC, 600 ºC, 700 ºC, and 800 ºC. Figure 3a shows that ZnO-CNFs take the morphology of ZnO NRs; 

only small amount of carbon is formed on the surface of NRs, this is confirmed by EDS result as 

shown in table 1.   

Figure 3: SEM images of ZnO-CNFs synthesised at different temperatures. 

Figure 3b & 3c shows that when the temperature is increased (600 ºC & 700 ºC respectively), the 

hexagonal structure of ZnO NRs is lost and ZnO-CNFs take the shape of NRs. Figure 3d shows that at 

high temperatures ZnO-CNFs meltdown and loses the aligned morphology. EDS result show that 

carbon concentration increase with the increase in temperature (500 ºC-700 ºC) see table 1. At high 

temperatures (800 ºC+) the content of carbon drops and Zinc and oxygen content increases. The 

process of CVD involve braking down of C2H2 into C* and H*. H* will be attracted to oxygen of ZnO 

NRs, to form H2O(g) causing vacancies on the NRs and H2O(g) is pumped out the system. C* will grow 

on that vacancies forming a weak covalent bonding with Zn (temporal bonding), as the concentration 

of C increases on the system C-C bonds are formed which are very strong covalent bonding. Zinc 

melts at 419.5
 
ºC; hence when it loses it bonds (with oxygen, and with carbon) it will start to melt, 

living carbon building in the NRs taking the morphology of ZnO nanorods. As the temperature 

increases the reaction rate also increases, up until the process will be faster; hence Zn melts before C-

C bond is form. CNFs need a catalyst to grow, thus the morphology of CNFs is controlled by a 

catalyst used. On figure 3d, ZnO-CNFs do not have a perfect morphology because the catalyst was 

melting down and it followed that structure. 

Table 1:  EDS table of Result, showing chemical composition in atomic %. 

Elements ZnO NP  

At. % 

ZnO NR 

At. % 

ZnO-CNFs 
500 ºC 
At. % 

ZnO-CNFs 
600 ºC 
 At. % 

ZnO-CNFs 
700 

ºC 
At. % 

ZnO-CNFs 
800 

ºC 
At. % 

C 31.29 75.16 84.21 35.11 

O 59.74 66.76 45.84 20.74 14.75 63.23 

Zn 40.26 33.24 22.87 4.10 1.04 1.66 

 500 ºC 600 ºC 

700 ºC 800 ºC 

200 nm 200 nm 

200 nm 200 nm 

(a) 
(b) 

(d) (c) 
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ERDA method was used to study hydrogen adsorption/absorption on the samples. Samples were 

named as following; S9 deposited at 700 ºC, Ze deposited at 600
 
ºC, S8 deposited at 500

 
ºC, and 

silicon wafer which is the substrate.  

Figure 4: ERDA result, showing hydrogen absorption/adsorption. 

The samples were compared to a standard material (kapton), a stable polyimide which has a very 

high concentration of hydrogen. In kapton hydrogen was detected in the bulk and also on the surface, 

on silicon wafer it was only detected on the surface. In the sample prepared at lower temperature (500 

ºC), hydrogen was detected mostly at the surface figure 4 (sample S8). The reason hydrogen is 

detected on the surface is because carbon was only formed on the surface of the ZnO NR see figure 3a 

and table 1. As the temperature increases, we started to detect hydrogen on the surface and in the bulk 

(figure 4 sample Ze deposited at 600 ºC), since we still have more content on ZnO we still detect less 

amount of hydrogen. At 700 ºC we start to detect more hydrogen on the surface and in the bulk 

sample S9 figure 4, these is due to the increase of carbon content on the sample, since we have 84.21 

At.% of carbon. These tell us that by increasing the content of carbon on the sample the content of 

hydrogen increases, since it was absorbed /adsorbed by carbon only not by ZnO NRs. 

4. Conclusion

ZnO NRs were grown ZnO NPs sputtered at different deposition time on silicon wafer substrate. 

Using SEM, it was shown that the size of ZnO nanoparticles increases with the increase of the 

deposition time and ZnO NRs growth depends on particles size of ZnO NPs. ZnO NPs also shows an 

interesting properties of changing colour with the change in time, which can be used to use them as a 

decorating coatings. SEM result showed that ZnO-CNFs morphology was controlled by ZnO NRs. 

Using ERDA it was determine that ZnO-CNFs have high absorption/adsorption of hydrogen at 

temperatures around 700 ºC than lower temperature around 500 ºC.    
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Abstract. Thin films of cerium doped yttrium gadolinium aluminate garnet (Y-

Gd)3Al5O12:Ce
3+

 (YGAG:Ce) were grown on Si(100) substrates by a pulsed laser deposition

(PLD) technique using a 266 nm Nd:YAG pulsed laser under varying deposition conditions, 

namely; substrate temperature, substrate – target distance, number of laser pulses and the 

working atmosphere during the film deposition process. The effect of annealing temperatures 

on the structure and luminescence properties of the as-deposited (YGAG:Ce) thin films were 

analysed. Photoluminescence (PL) data were collected in air at room temperature using an F-

7000 FL Spectrophotometer. A slight shift in the wavelength of the PL spectra was observed 

from the thin films when compared to the PL spectra of the phosphor in powder form, which is 

probably due to a change in the crystal field. The PL intensity of the samples increased as the 

annealing temperature was increased from 400 
o
C to around 700 

o
C and then decreased with 

continued increase in the annealing temperature. 

1. Introduction

Yttrium aluminium garnet (YAG) has proved to be an excellent host material compatible with 

lanthanides and most trivalent rare earth dopants. YAG are mostly applied in solid state lasers 

especially the white light emitting diodes (LEDs) by incorporating them with suitable rare earth  

dopants. YAG activated by trivalent Cerium (Ce
3+

) has excellent chemical and thermal stability and is 

also well known for good scintillators [1]. The optical band gap energy for YAG bulk powder is in the 

order of 6.6 eV comprising of filled O2 2p orbitals in the valence band and empty 4d orbitals [2].  

Yttrium-gadolinium aluminium gallium garnet (Y-Gd)3Al5O12:Ce
3+

 is a modified form of

Y3Al5O12:Ce
3+

 where Ce
3+

 and Gd
3+

 are incorporated into the Y3Al5O12 lattice such that Gd
3+

substitutes Y
3+

 in the system (Yx-Gd1-x)3Al5O12:Ce
3+

. Since the ionic radius of Gd
3+

 is larger than that

of Y
3+

 replacing Y
3+

 with Gd
3+

 results in lattice expansion. This way depending on the concentration 

of Gd
3+

 the host matrix  structure can be modified in order to blue-shift or red-shift the emission from 

the Ce
3+

. (Y-Gd)3Al5O12:Ce
3+

 can efficiently absorb a wide range of excitation wavelengths from ultra-

violet (UV) to visible light and it  can give out a broad band emission in the spectral range of 510 nm 

to over 600 nm [3] which makes it  suitable for white LED applications.  
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This colour shift can be attributed to the fact that the characteristic broad yellow emission band from 

the 5d
1
 - 4f

1
 transitions of Ce

3+
 is highly sensitive to changes in the chemical environment of the host 

which induces crystal-field effect in the lowest 5d
1
 orbital [4].  

Several methods have been used to grow thin films such as Physical Vapour Deposition (PVD) and/or 

Chemical Vapour Deposition (CVD) [5], Chemical Bath Deposition [6], rf magnetron sputtering[7] 

pulsed laser deposition (PLD) [8] and epoxide-catalyzed sol-gel methods [9]. However PLD has 

several advantages over other techniques such as the homogeneous stoichiometric evaporation of the 

ablated material on to the substrate [5] and good quality thin films can be obtained at low temperatures 

[10] by varying parameters such as substrate distance, atmosphere and substrate temperature among 

others. These parameters affect the thickness, roughness and overall quality of the obtained films 

which in turn influence the structure and photoluminescence (PL) properties of (Y-Gd)3Al5O12:Ce
3+

phosphor.  

In this study thin films of (Y-Gd)3Al5O12:Ce
3+

 were prepared using PLD.  The effect of different

annealing temperatures on the structure and photoluminescent (PL) properties of the (Y-

Gd)3Al5O12:Ce
3+

 thin films were investigated.

2. Experimental

A Commercial yellow (Y-Gd)3Al5O12:Ce
3+

  powder  obtained from Phosphor Technology (UK) was

pressed into a pellet and used as a target for laser deposition after initial characterization. The pellet 

was then heated at 200 °C for 2hrs in a furnace to expel moisture that may be present and make it hard 

and strong for use as a target for laser ablation. The target was then loaded on to a rotatable carousel 

inside a PLD chamber. The carousel raster and rotates the target to prevent constant ablation by the 

laser beam from the same spot on the target.  

Silicon (100) wafers of approximately 1 cm
2
 were used as substrates. The wafers were first cleaned in 

an ultrasonic bath of acetone, ethanol and distilled water in that sequence then blow-dried with clean 

dry N2 gas and placed on a fixed substrate holder in the PLD chamber perpendicular to the target at a 

fixed distance of 4.5 cm form the target. The chamber was then pumped down to vacuum of about 

3.0x10
-6

 mbar. The target was ablated using a 266 nm Nd:YAG nanosecond (ns) pulsed laser with 

energy and frequency fixed at 45mJ/pulse (fluence of 0.2 Jcm
-2

 ) and 10Hz respectively. 

The ablation of the (Y-Gd)3Al5O12:Ce
3+

 target was carried out in the PLD chamber with a vacuum

pressure of 10
-6

 mbar  at constant substrate temperature of 200 °C. To investigate the effect of 

annealing, the as-deposited films were first characterized and then post-annealed in air for 60 minutes 

at 400 °C, 800 °C and 1000 °C in an XD-1200 NT tube furnace. The room temperature PL excitation 

and emission fluorescence spectra were recorded using an F-7000 FL Spectrophotometer at scan speed 

of 60 nm/min at 400 PMT voltage and excitation and emission monochromator slit widths of 5 nm.  

X-Ray Diffraction (XRD) continuous scans were recorded using a Bruker-AXS D8 Advance X-ray 

diffractometer operating at 40 kV and 4 mA using Cu Ka = 1.5406 nm from 15° to 65° (2 ), with a 

scan rate of 0.39° (2 )/min and step scans with a step size of 0.02⁰(2 ).  

3. Results and discussions

3.1.  Structure 

XRD patterns of the (Y-Gd)3Al5O12:Ce
3+

  phosphor powder and thin films that were post-calcined at

400 °C, 800 °C and 1000 °C are shown in figure 1(a). Except for impurity peaks the rest fitted well 

with the powder and the JCPDS card number 072-1315 for the cubic Y3Al5O12 of space group Ia-

3d(230), cell ratios a/b=1.0000 b/c=1.0000 c/a=1.0000 and cell parameters a=12.0160Å. FWHM is an 

indication of peak broadening [11]. From figure 1(a) it was observed that XRD peak broadening 

occurred with an increase in the annealing temperature up to around 700 
o
C (estimated from the 

smoothed curve) and then narrowed down as the temperature was increased to 1000 
o
C. This is also 
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displayed on figure 2(a) which shows the comparison of FWHM with annealing temperature. The 

average crystallite sizes calculated for the (420) direction were obtained using Scherrer’s equation D =  

Κλ⁄(β cosθ ) where D is the mean particle size, Κ is a geometric factor, λ is the X-ray wavelength and 

β is Full With at Half Maximum (FWHM).  

Figure 1. (a) XRD patterns of the (Y-Gd)3Al5O12:Ce
3+

  phosphor powder and thin films that were

deposited in vacuum at 300 °C for 10 minutes and annealed at 400 °C, 800 °C and 1000 °C  

respectively and (b): CIE colour chromaticity as a function of annealing temperature. 

Figure 2 (a) and (b) also shows how the crystallite size varied with annealing temperature. The 

crystallite size reduced as the temperature increased up to around 700 
o
C suggesting improved 

crystallinity and growth [11] but as annealing temperature increased above 700 ⁰C, the sample was 

gradually losing crystallinity which could be attributed to phase change that may have introduced 

impurities. As was also reported by Y Deng et al that Y3Al5O12: Gd thin films deposited at 700 
o
C

were amorphous, supports this fact [7].  

Figure 2(a) and (b). FWHM, Crystallite size and Lattice parameter as a function of annealing 

temperature. 

It was also reported elsewhere that the phases;Y3Al5O12 (cubic) and YAlO3 (perovskite) were stable 

between room temperature and their melting points of 1970 and 1870 
o
C respectively but Y4Al2O9 was
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unstable below 1000 
o
C [12]. Yousif et al showed that new phases were formed after annealing the 

Y3(Al,Ga)5O12:Tb
3+

 films at temperatures greater than 1073 K[8].

From figure 2(b) we observed that the lattice parameters are also influenced by the annealing 

temperature in a similar manner. It was observed to decrease with increasing temperature up to around 

700 ⁰C.   

It was also observed that diffraction peaks in the directions; (420), (552), (640) and (642) shift toward 

smaller angles compared to those of the (Y-Gd)3Al5O12:Ce
3+

 commercial powder and the JCPDS card

#072-1315 which could be due to the impurities phases; Gd3Al5O12,Y4Al2O9 and GdAl11O18 that are 

formed as temperature was increased. It has been reported that the phases YAM (Y4Al2O9), YAP 

(YAlO3) and YAG (Y3Al5O12) are often present in the Y2O3-Al2O3 system even if YAG is prepared 

stoichiometrically [13]. Therefore, this shift could be due to lattice expansion caused by differences in 

ionic radius when Y(r =0.104 nm) is substituted by Gd (r = 0.108nm) from the impurities phases [14] 

formed during the ablation process.  

The crystallization temperature of the samples prepared by solid-state reaction (>1600 ⁰C) is quite 

higher than the highest annealing temperature of 1000 ⁰C in our experiment. But, during laser ablation, 

the temperature within the irradiated target volume rises rapidly exceeding the melting/boiling points 

of the target composition leading to explosive boiling because the laser heating rate significantly 

exceeds that of thermal diffusion and radiative losses [15].  

3.2. Photoluminescence 

Figures 3(a) and (b) show the PL excitation and emission spectra recorded from the (Y-

Gd)3Al5O12:Ce
3+

 as-prepared powder and thin films annealed at 400 ⁰C, 800 ⁰C and 1000 ⁰C. The PL

emission spectra from the powder sample with a maximum at 546 nm is a broad band ranging from 

450 nm to 650 nm when excited with 337 nm UV due to the 4f-5d electronic transition of Ce
3+

 

attributed to the de-localization of electrons from the lowest 5d level to the crystal field split 4f (
2
F5/2 /

2
F7/2) levels of Ce

3+
.

Figure 3 (a) and (b).  Excitation and emission spectra of the (Y-Gd)3 Al5O12:Ce
3+

 phosphor powder

and thin films that were deposited in vacuum at 200 ⁰C for 10 minutes and annealed at 400 ⁰C, 800 ⁰C 

and 1000 ⁰C respectively. 

The normalized PL spectra for the annealed samples reveal changes in the peak positions and 

intensities relative to that of the powder sample. The PL intensity of the samples increased as the 

annealing temperature was increased from 400 
o
C to around 700 

o
C and then decreased with continued 

increase in the annealing temperature as shown in figure 4(a). Such observation was reported by 

Yousif et al who observed that intensity ratio of I490nm/I544nm and I625nm/I544nm for Y3(Al,Ga)5O12:Tb
3+

phosphor, gradually decreased when the annealing temperature was increased from 1073 K (800 
o
C ) 

to 1473 K (1200 
o
C) [8]. This can be attributed to stress and cracking that led to the diffusion of Si into 
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the film at higher temperatures [16]. Also it can be due to the impurity phases, Gd3Al5O12 and 

GdAl11O18 that are higher in Gd concentration since it is well known that for a phosphor to exhibit the 

required properties, purity is very important. The PL intensities of the films are generally low in all 

cases compared to those of the powder of the same chemical composition due to total internal 

reflection in thin films [17]. However thin films have advantages over the powders in that they posses 

better thermal stability, better adhesion to the substrate, higher lateral resolution and less out gassing 

in device applications [8,18]. As shown in figure 3(b) the centers of the emission bands red-shift from 

515 to 541 nm as the annealing temperature increased. This red-shift can be explained by an increase 

in the crystal field effect when the Y
3+

 vacancies are occupied by the larger Gd
3+

. Since the ionic size 

of Gd
3+

 is larger than that of Y
3+

 it results in lattice expansion confirmed by the shifting of XRD peaks 

towards the smaller angles, which correlates with the red-shift of Ce
3+

 emission. The variation of the 

lowest crystal-field energy level of the 5d
1
 state is strongly influenced by the electrostatic field in the 

surrounding host lattice which in turn depends on the crystalline structure of the host (Y-Gd)3Al5O12 

lattice [3].  

The CIE chromaticity co-ordinates of PL spectra of all the samples compared with the powder are 

shown in figure 1(b). It is clear that as the annealing temperature increases the co-ordinates shift to red 

as pointed out by the arrow. This is also supported by the PL spectra wavelength shifts in figure 3(b). 

Figure 4: (a) PL intensity (a.u), Peak wavelength (nm) and (b) Peak Wavelength and band gap energy 

as a function of annealing temperature. 

Figure 4(a) also shows how the PL wavelength peak positions vary as a function of annealing 

temperature. The wavelength peaks slightly shifted to higher wavelengths (red-shift) from 515 to 541 

nm as the annealing temperature was increased from 400 – 800 
o
C and then blue-shifts to lower 

wavelengths at temperatures above 800 
o
C. The optical band gap calculated with respect to the PL 

peak positions shifted to a lower energy from 2.41 - 2.29 eV with increasing annealing temperature 

from 400 - 800 
o
C and then to higher energy 2.29 - 2.31 eV above 800 

o
C as shown in figure 4(b) . 

These changes have been attributed to the morphological dependent properties of the energy band gap 

[19]. 515 to 541 nm.The band gap of the thin film nanophosphors was calculated to be ∼2.34 eV, 

which is  generally red shifted in comparison to the band gap (∼6.6 eV) of its bulk counterpart. The 

blue shift in band gap is a clear signature of nanostructure formationand may be attributed to the 

quantum size effect [20] 

4. Conclusion

In this study thin films of (Y-Gd)3Al5O12:Ce
3+

 were prepared using the PLD technique. The effect of

varied annealing temperature on the structure and PL properties of the (Y-Gd)3Al5O12:Ce
3+

 thin films

were investigated. It was found that as the annealing temperature increase broadening of the XRD 

peaks occurs. Since the ionic size of Gd
3+

 is larger than that of Y
3+

 substitution of Y
3+

 with Gd
3+

 leads 
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to lattice expansion confirmed by the shifting of the XRD peaks towards the lower angles which in 

turn cause slight shifts in the wavelength of the PL spectra toward red with respect to the annealing 

temperature which is probably due to a change in the crystal field caused by lattice expansion. 
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Abstract. Due to the interference between top and W loops in the H → γγ decay, there is a
degeneracy in the minima of the Higgs coupling fits to fermions and bosons reported by ATLAS
and CMS. Although one minimum is consistent with the Standard Model, the second minimum
lies in a tantilizing region that is open to new physics.

This anamolous case is studied further by making use of a fermionic-bosonic interference that
takes place in the single top production in association with a Higgs, in which the cross-section
is significantly enhanced for anomolous coupling values. A truth level feasibility study of the tH
process with H → bb̄ is conducted at 8 TeV and 21 fb−1 of data. A sensitivity of 1.6 is found
for the enhanced non-SM case which is insufficient for a detection. A 3σ value is reached at 100
fb−1. However, this value falls to below 1σ when including a 10% uncertainty in background.
This indicates that due to the worsening systematic effects at increased luminosities, the signal
will likely remain undetectable for the upcoming 14 TeV run at the LHC.

1. Introduction
The year 2012 marks the discovery of the final particle predicted by the Standard Model. The
CMS and ATLAS experiments at CERN concurrently announced the observation of the Higss
Boson at 125 GeV [1, 2]. Having found the Higgs, focus is now shifted to measuring its properties
in order to determine if the new particle behaves like the SM Higgs or if properties are revealed
to be anomalous, leading us into physics Beyond the Standard Model (BSM).

One of the properties of the Higgs is the strength of its coupling to other particles. Its
coupling to fermions are known as Yukawa interactions. In this paper, the strength of the top
Yukawa coupling is investigated by looking at the single top channel in association with Higgs
production. This specific channel is of interest as it is sensitive to the sign of the top Yukawa
coupling scale factor. Furthermore, there exist certain constructive interferences that lead to an
enhanced signal production rate for an anomalous coupling value [3]. Despite the boost in signal,
there is considerable background for this channel. This paper explores a truth-level feasibility
study assuming a dataset of 21.3 fb−1 and a centre of mass energy of 8 TeV using the ATLAS
detector at the LHC.

2. Theory Background
Both CMS and ATLAS have published their best fits to the coupling strength of the Higgs to
other SM particles. Figure 1 displays the coupling fits done by ATLAS. The vector boson and
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Figure 1. κV vs κF coupling fits for every Higgs decay channel and their combination. The
dashed lines mark the 68% CL contours. The best fit and the SM prediction (1:1) are marked
by crosses. Although the best fit agrees within 68% with SM, there remains an area of positive
correlation at negative κF values which is significant at a ∼ 1σ level [4].

fermion coupling strengths are given in terms of κV and κF respectively. These are defined using
a simplified parametrisation as

κV ≡ ghWW /g
SM
hWW and κF ≡ ghtt̄/gSMhtt̄ (1)

They essentially quantify the deviation from the SM prediction, gSM .
In this fit, κV is constrained to > 0; nothing is lost by setting a positive constraint on one

of the two factors because only the relative signs between the two coupling scale factors are
physical. The 68% CL contour lines are traced out for each fit for a decay channel of the Higgs,
as well as the combined fit. It is found that two minima result - one at (1:1), and the other at
(1:-1). An important feature of the plot is the symmetry of the areas for every decay channel
except for the H → γγ decay. The symmetry in ±κF values is due to these channels being
insensitive to the sign of the fermion coupling value. The γγ channel in contrast is dependant
on the relative sign between κF and κV . This results from the dependence of the event yield on
the coupling scale factors which goes like

N ∝
κ2
xκ

2
y

κH
(2)

where index x is from the production process and index y the decay channel. Because only the
square of the κ values appear, it is only the absolute values of these that can be determined.
However, the decay of Higgs to two photons is loop induced - the decay happens through a
loop of heavy virtual particles. The major loop contributions are from the top, bottom and W
boson. It is thus that κγ is a function of the more fundamental coupling scale factors, κF and
κV , scaling as |ακV + βκF |2. This channel is therefore the only channel that can discriminate
between signs. It however has the lowest branching ratio (∼ 0.2%) and so statistics are not high
enough to lift the degeneracy in minima evident in figure 1. For this reason, other channels that
are also sensitive to the relative sign are needed. Several works (e.g. [3], [5]) have suggested
the single top channel. Similar to the H → γγ, it too contains an interference term. The two
main processes are presented in figure 2, where the Higgs is either radiated from a top or a
W. The interference between the fermionic and bosonic process leads to an enhancement of the
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number of signal events if the coupling factors are opposite in sign. It in fact leads to a boost
a magnitude higher for a kF value of -1. Different Higgs decay channels can subsequently be
considered. Here we focus on the H → bb̄ decay which has the largest branching ratio (∼ 58%),
and so the highest statistics, but it however also suffers from significant background. It is inves-
tigated if optimised cuts may exclude enough background to be able to make a detection feasible.

Figure 2. Feynman diagrams of the two major contributions (s channel, left, and t channel,
right) to the core process Wb→ tH.

3. Monte Carlo Samples
The top is required to decay leptonically, i.e. t → W + b → ` + ν + b. The final signal is then
p + p → t + H + j → ` + 3 b-jets+j + MET . The extra jet (j) is a by-product of the initial
collision and a characteristic feature of tH production. It is generally produced at large rapidities
and thus referred to as a forward jet. MET is missing transverse energy which originates from
the neutrino that will shoot through the detector undetected.

Samples were generated at a centre-of-mass energy of 8 TeV. Two samples were generated
for the signal: an SM-case, κF = 1 and a non-SM case, κF = −1.

The following backgrounds are considered:

• tbb̄j: an irreducible background

• tZj, where Z → bb̄: an irreducible background

• tt̄, where t→ bcs̄: a reducible background, where the c or s̄ are mistagged as a b-jet

• tt̄j, where t → bcs̄: a reducible background, where the c or s̄ are mistagged as a b-jet and
the third jet is missed.

The charge conjugate processes of the last two backgrounds are also included.
Only samples with at least one top decaying leptonically are used. The cross sections of the

signal samples are 1.66 (SM) and 27.81 fb−1 (non-SM). The cross sections for the background
samples are 11.28, 6.27 and 210.85 × 103 fb−1 for tbb̄j, tZj and tt̄ (includes tt̄j), respectively.
The tt̄ sample is significantly larger than the rest (by 4 to 5 magnitudes), but it is also reducible.

4. Event Selection
Although a lot of cuts were considered only cuts that improved the sensitivity are included in
this paper.

Basic acceptance cuts are made from the outset, motivated by suppression of low-momentum
pileup and underlying event particles and keeping the acceptance area to regions where the
detector is of optimum efficiency. These cuts are a pT > 25 GeV and |η| < 2.5 cut on all jets
(save for the forward jet) and leptons.
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4.1. lepton cut
Events containing exactly one electron or one muon are selected (τ leptons are ignored in this
truth study due to a low efficiency rate). This cut serves as a 1 lepton trigger. The lepton
number distribution (τs excluded) for each sample will result in the one lepton requirement
cutting out ∼ 33% of events in the signal and tZj cases (due to the elimination of τ lepton
events), ∼ 40% of events in the tt̄ case and leaves the tbb̄j events untouched (due to the τ filter
already been applied during sample file generation).

4.2. η distributions
An important distinction between the signal and tt̄ samples lies in the η distributions. The
distributions for the signal and tt̄ samples are displayed in figure 3 (the distributions for the
kF = 1, tbb̄j and tZj samples look similar to the kF = −1 distribution ).

(a) signal κF = −1 (b) tt̄

Figure 3. η comparisons: the distributions of MC truth η of light non-b quarks (grey) - in
the case of signal events this is the forward quark, Higgs candidate b quarks (blue), the top b

quark (red) and leptons (green) are shown for each sample.

For the signal events, two peaks flank the central region at high |η| resulting from the forward
jet. This feature is absent for tt̄. Events are thus selected by requiring a high-pT jet at |η| > 2.5.

4.3. b-jet number
The b-jet cut is the most effective cut that can be used. This is clear when looking at the b-jet
number distribution for each sample. The tt̄ background can be reduced by as much as 99% as
the majority of events only include two b-tagged jets. Subsequently, keeping all events with 3
b-jets or more leads to a ∼ 34% cut in signal events, ∼ 45% in tZj events, ∼ 59% cut in tbb̄j
events and a fine ∼ 99% cut in tt̄ events. The 25 GeV cut is evidently more effective in the tbb̄j
and tZj events, as a smaller fraction of 3 b-jet events remains.

4.4. Higgs mass reconstruction
The salient difference between the signal and the backgrounds is the presence of the Higgs
boson. This means that the invariant mass of two of the b-jets in a signal event combined
should reconstruct to a value that is close to the Higgs mass.

All samples include a W boson and a top. Thus, after having found the b-tagged jet that most
likely originates from the top, one can expect the remaining 2 b-tagged jets (in 3 b-tagged jets
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events) to reconstruct well to a Higgs mass for the signal samples and poorly for the background
samples where no Higgs exists. A difficulty arises when reconstructing the W boson however, as
neutrinos cannot be detected. Instead, the observable is the missing transverse energy assumed
to be the neutrino. Only the transverse component of MET is reconstructed directly, the z-
component needs to be estimated using additional information.

After permuting through all 3 or 4 b-tagged jets in the event, the b-tagged jet that together
with the reconstructed W boson vector adds up to the invariant top mass closest, is selected.
Finally, the invariant mass of the remaining b-tagged jets is computed. Normalized histograms
of the mbb̄ distributions are shown in figure 4. In the case of 4 b-tagged jets events, the pair
closest to the Higgs mass is chosen. The tZj sample especially shows a deviation from a Higgs-
like peak: it leans more to the left, with a mean at 17 GeV above the Z boson mass. The RMS
values of the distributions for tbb̄j and tt̄ are 10 − 17 GeV wider than the RMS values for the
signal samples. Following this, the constraint 90 GeV < mbb̄ < 140 GeV is applied to events. In
reality, these distributions will be widened by experimental effects.

Figure 4. The mass distribution of the Higgs candidate for signal and background
(normalised to 1): The b-tagged jet that is used for the top reconstruction is eliminated and

the remaining pair of jets (or the pair that reconstructs closest to the Higgs mass in the case of
a 4 b-tagged jets event) are used. Basic cuts, 3/4 b-jets, 1 lepton and 1 fwd jet cuts have been

applied.

5. Discussion on Sensitivity
The cut flow for an integrated luminosity of 21 fb−1 is laid out in table 1. The significance is
estimated as S/

√
B, which is valid for a large background and assuming poisson fluctuations.

No systematic errors are included. The greatest boost to the significance is the 3 b-jet cut. The
requirement of a forward jet is also useful and the constraints on mbb̄ marginally so.

The final significance, S/
√
B, is ∼ 0.1 in the κF = +1 case and ∼ 1.7 in the κF = −1

case. It is clear that for the Standard Model scenario the signal is basically indistinguishable
from background noise. For the non-SM scenario the situation is improved due to its enhanced
cross-section, however a significance value of at least 3 is needed to resolve the ambiguity in sign.
Adding to that, the systematic uncertainties involved in measuring real data will obscure this
value further. Data at 8 TeV and with 21 fb−1 integrated luminosity is likely to be insufficient to
determine the sign of the top Yukawa coupling scale factor. In table 2, the significance estimates
are summarized. Included are also the significance values assuming higher integrated luminosities
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Table 1. Cut flow

cuts κF = +1 κF = −1 tbb̄j tZj tt̄ Σ(bg) S√
B

(SM) S√
B

(non-SM)

initial 35 592 240 134 4491105 4492071 0.02 0.28
1 lepton 18 325 94 66 2218853 2219013 0.01 0.22
b jet no. 11 204 70 35 22984 23089 0.07 1.34
1 fwd jet 4 86 24 12 2813 2849 0.08 1.61

mbb̄ 2 48 8 4 737 749 0.07 1.75

of 50 and 100 fb−1, and an estimation of the significance if a 10% statistical uncertainty were
assumed.

Table 2. Summary of significance calculations in the SM and non-SM case. Included are
calculations for different integrated luminosities and assuming a systematic uncertainty of 10%.

L (fb−1) S/
√
B S/

√
B + (0.1B)2

κF = +1 : 21 0.07 0.03
50 0.11 0.03
100 0.16 0.03

κF = −1 : 21 1.75 0.60
50 2.71 0.62
100 3.83 0.63

For the next run of the LHC protons will be collided at 14 TeV and an integrated luminosity
of 75-100 fb−1 is aimed for. With higher energies the cross-sections are increased which will
boost the significance. However, the effects of the systematic uncertainties also increase with
rising luminosity. The numbers at higher luminosities and 8 TeV cross-sections in table 2 fall
well below 3σ if one includes a reasonable systematic uncertainty of 10%, indicating that even
with the increased amount of data the signal events will remain undetectable for the upcoming
run.

6. Conclusion
Degeneracies remain in the measurement of the fermionic and bosonic Yukawa couplings. It was
studied whether the single top channel, being sensitive to the relative signs of these couplings,
may be able to resolve these. A look at Monte Carlo events at truth level already suggests
that a detection will not be possible. Projecting the sensitivity to higher integrated luminosities
and assuming a 10% systematic uncertainty suggests that the signal yield for the upcoming run
at the LHC, at higher centre-of-mass and an integrated luminosity 3-4 times greater, will be
insufficient to lift the ambiguity in the sign of the couplings.

References
[1] Collaboration A 2012 Physics Letters B 716 1 – 29 ISSN 0370-2693 URL http://www.sciencedirect.com/

science/article/pii/S037026931200857X

[2] Collaboration C 2012 Physics Letters B 716 30 – 61 ISSN 0370-2693 URL http://www.sciencedirect.com/

science/article/pii/S0370269312008581

[3] Farina M, Grojean C, Maltoni F, Salvioni E and Thamm A 2013 JHEP 1305 022 (Preprint 1211.3736)

[4] 2013 Combined coupling measurements of the Higgs-like boson with the ATLAS detector using up to 25 fb−1

of proton-proton collision data Tech. Rep. ATLAS-CONF-2013-034 CERN Geneva
[5] Biswas S, Gabrielli E and Mele B 2013 Journal of High Energy Physics 2013 1–16 URL http://dx.doi.org/

10.1007/JHEP01%282013%29088

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 162

http://www.sciencedirect.com/science/article/pii/S037026931200857X
http://www.sciencedirect.com/science/article/pii/S037026931200857X
http://www.sciencedirect.com/science/article/pii/S0370269312008581
http://www.sciencedirect.com/science/article/pii/S0370269312008581
1211.3736
http://dx.doi.org/10.1007/JHEP01%282013%29088
http://dx.doi.org/10.1007/JHEP01%282013%29088


Representation of the few-group homogenized cross
sections of a MOX fuel assembly

S Chifamba1, D Botes2, P M Bokov2 and A Muronga1
1University of Johannesburg, P.O. Box 524, Auckland Park, 2006 Johannesburg, RSA
2The South African Nuclear Energy Corporation, P.O. Box 582, 0001 Pretoria, RSA
E-mail: saymorechifamba@gmail.com

Abstract. Nodal diffusion methods are often used to calculate the distribution of neutrons in
a nuclear reactor core. They require few-group homogenized neutron cross sections for every
heterogeneous sub-region of the core. The homogenized cross sections are pre-calculated at
various reactor states and represented in a way that facilitates the reconstruction of cross sections
at other possible states. In this study a number of such representations were built for the cross
sections of a MOX (mixed oxide) fuel assembly via hierarchical Lagrange interpolation on
Clenshaw-Curtis sparse grids. Traditionally, nodal reactor core simulators have employed cross
sections with two energy groups, but there is evidence that more energy groups are needed to
simulate reactor cores that contain MOX. Representations were therefore constructed for both
the traditional two energy groups and a six energy group structure. Both the rate at which the
representation accuracy improves with the number of samples and the complexity of the cross
section dependence on individual state parameters were examined. The anisotropy feature of the
representation procedure, which allows more samples to be taken for state parameters that are
known to be more important to the representation accuracy than others, was applied throughout.
The results show that the representation method allows both two-group and six-group cross
sections to be represented in a computationally efficient manner to an industrially acceptable level
of accuracy, despite additional complexity in the dependence of six-group cross sections on the
state parameters.

1. Introduction
Plutonium is produced in reactors that use low-enriched uraniumoxide (UOX) fuel through the transmutation
of uranium. The fissile isotope 239

94Pu can be recovered from spent UOX fuel and included during the
fabrication of new fuel assemblies, which are then known as mixed oxide (MOX) fuel. Many pressurized
water reactors (PWRs) load at least a part of the reactor core with MOX fuel, but this affects the neutron
distribution in space and energy as well as the response of a reactor.

Computer models are used to calculate operational and safety parameters of a reactor core, both before
start-up and during operations. These calculations must often be performed in a limited period of time, and
computational efficiency is therefore an important consideration. One approach to achieve this efficiency
is to use so-called nodal methods to numerically solve the diffusion approximation of the neutron transport
equation [1]. Nodal methods use average material properties over relatively large regions in the core,
and often over broad ranges of incident neutron energy. These material properties are described by cross
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sections that are averaged by flux-volume weighting, which results in so-called few-group homogenized
cross sections.

The homogenized cross sections depend on various thermo-hydraulic and material conditions that may
exist in the reactor core. These are known as state parameters. The state parameters that are typically
used in PWRs are: burnup, soluble boron concentration, fuel temperature, moderator temperature and
moderator density [2].

Two types of homogenized cross sections are used in the full core calculations, namely microscopic
and macroscopic cross sections. In this context, a macroscopic cross section is an effective cross section
for several isotopes that are lumped together, which also takes into account the number density of each of
these isotopes. A microscopic cross section is the probability that a given isotope will undergo a certain
reaction, such as absorbing a neutron, averaged over the volume of the homogenized region and weighted
by the neutron flux. The older generation of the full core simulators generally utilized macroscopic cross
sections. However, there are several advantages of using microscopic homogenized cross sections for
some neutronically important isotopes [3] and therefore this model is becoming more prevalent.

The few-group homogenized cross sections are pre-calculated for a limited number of reactor states and
represented by mathematical functions in a way that would facilitate their reconstruction at other reactor
states during the full core simulation. In the traditional methods, the homogenized cross sections are
stored in multi-dimensional tables with either a linear interpolation rule, or a polynomial approximation
which is usually limited to second order polynomials [4].

Nodal methods may be less accurate when applied to cores that contain MOX fuel than for cores that
are loaded exclusively with UOX fuel [5]. Four ways to increase the accuracy with which both MOX
and UOX fuelled cores are modelled are listed in [5], one of which is to increase the number of broad
energy groups. A change in the number of broad energy groups may also impact the way in which the
cross sections depend on the state parameters in each energy group and therefore the accuracy of a given
representation method. The energy group structure that was used in this study is similar to the six-group
structure proposed in [6] for modelling some of the important neutron-nuclear interactions for MOX
fuelled cores.

The focus of this study is the representation of the few-group homogenized cross sections of a MOX
fuel assembly using a sparse grid interpolation method [3, 7, 8], with the aim of limiting the cross section
reconstruction errors during full core nodal calculations. This method, which uses a combination of
sparse grid sampling and hierarchical polynomial interpolation with Lagrange basis functions, has been
successfully applied for the few-group cross section representation of some light water reactors [3, 7, 8].

2. Problem description and methodology
This study addressed the problem of representing a few selected cross sections of a MOX fuel assembly
whose specifications are contained in a Nuclear Energy Agency benchmark [9]. A model of this MOX
fuel assembly was created in the HEADE (heterogeneous assembly depletion) code [10] of the OSCAR-4
(overall system for calculation of reactors, generation 4) system [11]. Using this model, several sets of the
fission, nu-fission, transport and absorption homogenized cross sections were calculated at the sparse grid
points in the state parameter space of the MOX fuel.

The homogenized cross sections were calculated for sixteen individual, neutronically important isotopes
(namely 234

92U,
235
92U,

236
92U,

237
92U,

238
92U,

237
93Np,

239
93Np,

238
94Pu,

239
94Pu,

240
94Pu,

241
94Pu,

242
94Pu,

241
95Am, 13553I,

135
54Xe

and 10
5B) and two macroscopic cross sections. One of the macroscopic cross sections accounts for the

effect of several isotopes lumped together, whilst another accounts for all the remaining isotopes from
materials such as cladding and coolant. The homogenized cross sections were calculated using both two
and six neutron energy group structures. For the six group cross sections, the group boundaries were set at:
1.10 · 10−4 eV, 1.40 · 10−1 eV, 6.25 · 10−1 eV, 4.00 eV, 5.53 · 103 eV, 8.21 · 105 eV and 1.96 · 107 eV. The
boundaries for the two group cross sections were set at 1.10 · 10−4 eV, 6.25 · 10−1 eV and 1.96 · 107 eV.
The boundaries of the state parameter domain were chosen such that the cross section representation is
applicable to both day to day reactor calculations and to transient analyses [3]. These intervals are listed in
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Table 1. State parameter nominal conditions and boundaries.

State parameter Nominal Min Max

Burnup [MWd/tU] — 0 60 000
Moderator density [g/cm3] 0.713 0.313 1.013
Moderator temperature [K] 579.4 279.4 979.4
Fuel temperature [K] 951.4 291.4 1 651.4
Boron concentration [ppm] 600 1 1 600

table 1.
All the cross sections were represented using hierarchical, multi-dimensional Lagrange interpolating

polynomials as described in [3, 7, 8]. The interpolation was performed on several sparse grids with an
increasing number of sample points in order to investigate how the representation accuracy improves
with the number of samples. The representation accuracy can be characterized by the maximum relative
error δmax and the average relative error δmean. For practical applications, it is required that these errors
do not exceed a specified value that is considered acceptable. In this work, the upper limits for δmax and
δmean were set as 0.2% and 0.05%, respectively. Although the representation method possesses a built-in
way of accuracy assessment, in order to improve the quality of the error characterization, we estimated
δmax and δmean using 4 096 independent and uniformly distributed test samples, calculated at the Sobol’
quasi-random points [12].

Homogenized cross sections exhibit more complex dependence on some state parameters especially
burnup [2]. Therefore in this study, both isotropic and anisotropic sparse grids were used [3, 7, 8]. An
isotropic sparse grid contains the same number of samples in all dimensions. Anisotropic sparse grids
are formed when any dimension in which the cross section has a prominent dependence is allowed to
have more samples in order to improve the accuracy of the representation. The anisotropy of a sparse grid
is described by an anisotropy vector α ∈ Nd , where d is the number of state parameters. The larger the
value of the component αi for a state parameter pi (i = 1, . . . , d), the smaller the number of points that are
sampled for that state parameter. We carried out a study to determine an optimal anisotropic vector that is
suitable for the whole library. As a result of the study, the anisotropy vector α = (1, 2, 2, 2, 2) was chosen,
where the order of the components corresponds to the order of the state parameters in table 1. This choice
of α allows one to have more samples from burnup than from other state parameters.

3. Analysis of the obtained results
Constructing representations of every cross section, reaction type and energy group for all the microscopic
and macroscopic materials would result in a library with a total of 152 two-group and 456 six-group cross
sections. In this work we constructed representations for a subset of homogenized cross sections, which
we considered to be either representative, or playing a prominent role in MOX fuel, or to be the most
challenging. For the sake of briefness, the analysis in this paper is limited to three materials: a macroscopic
one, which accounts for the effect of several isotopes lumped together, and two microscopic cross sections:
239
94Pu and 238

92U. These materials are important for the operation of a reactor core that contains MOX
fuel. For example, the cross sections for the macroscopic material describe the average effect of all the
neutron-nuclear interactions that may occur in a reactor core. 238

92U is an important resonance absorber
which also has the highest number density of all the isotopes in the fuel. 239

94Pu has the highest number
density of all the fissile isotopes in MOX fuel.

Out of all the cross sections represented in our work, we are going to discuss the absorption cross
sections. Neutron absorption is an important neutron-nuclear interaction which controls the rate of fission
in a thermal reactor. The results will be presented for the thermal neutron energy groups, i.e. groups 5 and
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Figure 1. Dependence of the accuracy of the cross section representation on the number of sparse grid
points.

6 for the six-group MOX fuel assembly model and group 2 for the two-group model. The boundaries for
these groups are within the range in which nuclear fission reactions take place inside a thermal reactor core.
We will denote the absorption cross sections for 239

94Pu,
238
92U and the macroscopic material by σ239

a, g(G),
σ238
a, g(G) and Σa, g(G) respectively, where g(G) represents the energy group g for the G-group model,

e.g. σ239
a, 5(6) will be used for the group 5 microscopic cross section for the 239

94Pu in six-group model.
Two and six-group absorption cross sections for 23994Pu,

238
92U and macroscopic material were interpolated

using sparse grids that were constructed hierarchically, using 33, 89, 201, 457, 969 and 2 065 points. The
results for the rate at which the maximal relative error, δmax, decays with the number of sparse grid points1
are shown in figure 1. As expected, the representation accuracy increases with the number of samples,
which means that the method can be used to provide a range of representations, that are optimal in terms
of balance between the accuracy and the number of samples.

Table 2 shows the number of samples that are required in order to obtain the target accuracy for each of
the three cross sections for all the energy groups in both two- and six-group models. One can see from
table 2 that the target accuracy is achieved with less than 1 000 samples in all the cases, which corresponds
to a number of transport code runs acceptable in practice. Moreover, one can see that the thermal cross
sections require more samples than the fast ones in order to achieve a target accuracy. The number of
samples in a sparse grid is connected to the number of basis functions and it reflects the order of the
polynomial of the representation function. The high polynomial order indicates the higher complexity of
the approximation in terms of its deviation from a constant or linear shape. Therefore, numbers in table 2
demonstrate that the complexity of cross section dependencies increases from fast to thermal groups.

The complexity encountered in the construction of a representation for thermal cross sections is
influenced by the degree to which the cross sections vary across the domain. Table 3 shows the magnitude
of the percentage variation of the cross sections estimated with 4 096 independent, uniformly distributed
test samples, normalized to their median values. In the all cases, one can see that the variation of thermal
neutron cross sections is always greater than for the fast neutron cross sections.

As can be seen from figure 1, the representation accuracy for 238
92U is smaller when the thermal

homogenized cross sections are calculated using a six-group model. This pattern of results also applies
to the absorption cross sections for all the neutronically important uranium isotopes. Thus, for uranium
isotopes, the two-group cross sections can be approximated with lower order polynomials. This explains
1 We report and analyze the maximal relative error only because, as our previous studies have demonstrated, it corresponds to
the target accuracy, which is more difficult to meet.
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Table 2. The number of sparse grid points required to obtain the target
representation accuracy.

Six-group Two-group

Energy group 1 2 3 4 5 6 1 2

Cross section
σ238
a 89 33 89 33 457 457 89 201

σ239
a 89 89 201 89 969 457 89 969
Σa 33 89 89 201 457 969 33 969

Table 3. Variation of the cross sections around the median value, in percent.

Six-group Two-group

Energy group 1 2 3 4 5 6 1 2

Cross section
σ238
a 11.8 1.6 45.0 5.0 21.5 27.2 12.8 30.4

σ239
a 4.8 0.4 31.6 19.5 56.7 11.8 13.4 120.3
Σa 21.7 10.9 38.5 67.8 61.7 53.2 20.5 72.7

why the traditional methods were successful in representing two-group cross sections for UOX fuel.
One way to explain this shift in complexity is by examining the cross section dependencies on the

individual state parameters. This may be achieved by constructing scatter plots from samples (the sparse
grid or the independent test set) as a function of each of the five state parameters. Our analysis of such
graphs proves that the variation of σ238

a, 6(6) is dominated by the non-linear dependence on the burnup and
the moderator temperature, while σ238

a, 2(2) shows a strong dependence on fuel temperature and moderator
density. This observation can be understood by considering that the calculation of the homogenized cross
sections involves neutron flux weighting. However, the neutron flux in a reactor core is dependent on the
state parameters. Changes in the values of the state parameters affect the neutron distribution in different
energy groups differently. These variations result in different values of the neutron flux that are used for
the weighting process.

Fewer samples are required to reach the target accuracy for σ239
a, 6(6) than for σ239

a, 2(2). However, the
complexity of representing σ239

a for the other thermal energy group, i.e. group 5, is comparable with that
of σ239

a, 2(2) . This can be understood by considering that the cross section σ239
a has a large resonance in the

energy range 1.40 · 10−1 eV to 6.25 · 10−1 eV which coincides with group 5 for the six-group model. As a
result, σ239

a, 5(6) has a higher percentage variation across the state parameter space as compared to σ239
a, 6(6).

Therefore, for the six-group model, the representation error is isolated into a smaller energy range.
The analysis of thermal reactors that are loaded with MOX fuel can be done with better accuracy if the

cross sections are calculated using an energy group structure that removes the complexity of the cross
section dependencies away from the energy range in which fission reactions are most likely to take place
in plutonium. This is done by increasing the number of energy groups. Whilst an increase in the number
of energy groups yields better results for plutonium, this does not hold true for other isotopes. However,
the sparse grid method is still capable of representing these cross sections to an acceptable accuracy.

4. Conclusion
The paper addressed the problem of representing a few selected few-group homogenized neutron cross
sections of a MOX fuel assembly using the sparse grid method. This method utilizes a combination of
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sparse grid sampling and hierarchical polynomial interpolation with multivariate Lagrange basis functions.
In order to improve the efficiency of the cross section representation, a mini-study with a goal to find

an optimal (i.e. which can provide the best accuracy for a given number of samples for all cross sections in
the library) sparse grid anisotropy vector has been performed. A candidate vector with an equally reduced
number of samples for all the state parameters, except the burnup, was identified and used through the rest
of this work. Further studies has confirmed that, though different cross sections can exhibit a behavior
dominated by different state parameters, the burnup is a state parameter, importance of which is shared by
all the homogenized cross sections.

The application of the method to the representation of several two- and six-group cross sections has
produced excellent results. Results for the microscopic absorption cross sections for 239

94Pu and 238
92U

and for the macroscopic absorption cross sections are reported and analyzed in this paper. The desired
representation accuracy, δmax = 0.2%, was achieved with less than 1 000 samples which make the method
suitable for practical application. These results are impressive if we consider that the cross sections used
in this work were calculated using intervals of state parameters that are suitable for transient analysis. This
means that the cross sections we interpolated have a more complex dependence on the state parameters
than the cross sections that are usually used for the normal day-to-day reactor operations.

The primary fissile isotope in MOX fuel, 23994Pu, poses a problem when the two-group model is used:
the accuracy of the representation of its thermal group cross section is exceptionally low. Nevertheless,
using the six-group model allows one to palliate the problem by isolating the complexity of the dependence
(and the corresponding representation error) in group 5, thus improving the representation accuracy of the
sixth group, where the nuclear fission reactions are most likely to take place. This does not address all the
limitations of nodal diffusion methods when simulating MOX-fuelled PWR cores, which is an area of
study that spans much wider than just cross section representation.
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Abstract. The CUTE FP7 project proposes to produce ultimately a MeV range gamma ray
laser by the FEL principal in a crystal undulator. The GeV range electron beam would need to be
captured in a low index crystallographic channel of a crystal superlattice, in such a way that the
varying electrostatic crystalline field would resemble a Tesla range periodically varying magnetic
field with a few micron pitch, when viewed in the reference frame of the undulating electron
or positron. We have investigated a prototype diamond superlattice using x-ray diffraction
topography. The undulator fabrication principle involved CVD growth of diamond on a diamond
substrate while varying the concentration of boron in the gas phase during growth. This should
lead to the periodic variation of the lattice dilatation by the varying concentration of the single
substitutional boron impurity atom. The validation via x-ray diffraction topography proved
non-trivial but was eventually promising.

1. Introduction
A crystal undulator is similar to a normal undulator as typically found at a synchrotron for
the production of extremely brilliant X-ray beams. The difference is the magnetic lattice is
realized by the periodic electrostatic potential of a crystal lattice seen from the reference frame
of the GeV range electron or positron beam. The extremely relativistic incident particle beam
would need to be captured in a high index crystallographic channel of a crystal superlattice.
The particle beam will then see a many Tesla range periodically varying magnetic field with a
micron scale pitch. This method could theoretically lead to an MeV range gamma ray laser by
the FEL principal.

We have investigated a prototype diamond superlattice using x-ray diffraction topography at
the ESRF. The undulator fabrication principle involved CVD growth of boron doped diamond
on a diamond substrate while varying the concentration of boron in the gas phase during growth.
This should lead to the periodic variation of the lattice dilatation corresponding to the varying
concentration of the single substitutional boron impurity atom. This is the realisation of the
diamond superlattice, which has periodic layers of graded composition, coherently registered on
each other, with a smoothly varying periodic lattice constant.

2. Parameters for the crystal undulator and its realisation
The theoretical feasibility study to produce powerful monochromatic undulator radiation
in the gamma ray region by means of a crystal undulator (periodically bent crystal) and
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ultra relativistic light lepton beams impinging on the lattice with aligned incidence to a
crystallographic axis is presented in several references [1, 2, 3] and references therein.

Figure 1 indicates the trajectory of a charged particle captured in the channeling condition in
a low index crystallographic direction. The channelled trajectory has an oscillation within the
channel, leading to the emission of lower energy channeling radiation. In addition the particle
follows the periodic undulations of the lattice, and as such, it will also emit MeV range undulator
radiation.

Figure 1. A charged particle captured in a undulating crystal channel, indicated by the
periodically bent lattice of dots.

The parameters of the crystal undulator are typically in the range shown in table 1, where
an important condition is λu >> a >> d.

Table 1. Typical physical parameters for a crystal undulator.

Undulator wavelength = λu ≈ 0.1 mm
Undulator amplitude = a ≈ 50 Å
Interplanar distance = d 1− 2 Å
Crystal thickness= t 1− 4 mm
Number of oscillations= Nu = t/λu 10

These parameters are obtained considering the energy and particle type dependent
dechanneling length and the beam and crystal physical properties. Diamond suggests itself as a
premier material for a crystal undulator for several reasons. The lattice is extremely radiation
hard (it sustains 1× 1015 mips/cm2). This consideration is of special importance for a material
that could conceivably withstand the beam bunch intensities for the SASE (Self Amplified
Spontaneous Emission) version of the crystalline undulator. The high Debye temperature results
in diminished latticed vibrations, which increases the dechanneling length. This also enhances
the coherence length for phenomena which are associated with radiation emission. The low
atomic number leads to a lower channelling potential but this is offset somewhat by the very high
atomic packing density. The 〈110〉 channelling direction in diamond is particularly favourable
for the channelling of positive particles, as both the core spatial distribution and the electron
spatial distribution contribute to a deep potential well which is well separated from sources of
hard scattering.

Previous attempts to fabricate a diamond crystal undulator deployed the permanent periodic
deformation of the diamond by inducing a periodic surface strain using a laser scoring procedure
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[4]. As the surface strain relaxes towards the bulk, this method produced a distribution of
undulator amplitudes. The monochromaticity of the energy of the undulator radiation depends
on all transmitted channeled particles experiencing the same undulator amplitude, and so the
surface deformation technique is not suitable [5].

This has led to the need for the development of a graded superlattice, as an alternative
method to produce a crystal undulator.

3. The diamond graded superlattice
Doping diamond with single substitutional atoms of either nitrogen or boron dilates the lattice.
Both of these atoms are soluble in diamond, and can be introduced during the growth of synthetic
diamond in the CVD process in a regulated way. It is in fact the case that one must go to
considerable lengths to exclude these dopants should one desire intrinsic diamond (considered
as having impurity concentrations in the low ppb range). The lattice dilatation for nitrogen [6]
(single substitutional) is

∆a

a0
= 0.125± 0.006× CN ,

while that for boron [7, 8, 9] (single substitutional) is

∆a

a0
= 0.144× CB.

CN and CB are the atomic concentrations of nitrogen and boron respectively as fractions. For the
purpose of deliberate lattice dilation under conditions of minimising extended defects and more
complex point defects (dislocations, stacking faults, interface coherence, aggregation) boron is
favoured. Experience has shown that one may obtain even heavily doped boron concentrations
of CB < 1.5 at% while still maintaining excellent local lattice quality. In exceptional cases, the
interface definition can be on the nanometric, near atomic, scale [10].

The undulator amplitude to be achieved by a dilatation at each lattice site over the undulator
period (see table 1) requires

n∆a =

(
d

a0

)
∆a = 50Å.

Using the dilatation formula for boron incorporation (above) and considering a 45◦ channeling
trajectory with respect to layers of the superlattice, we find a maximum doping level of
CB = 1000 ppm is required. Accordingly, Element Six Technologies prepared the samples
as indicated in figure 2 below, as a pilot study of the graded diamond super lattice principle.
The substrates for epitaxial CVD overgrowth are High Pressure High Temperature (HPHT)
synthetic diamond type Ib. It is well known that the substrate lattice quality affects the lattice
quality of the CVD layer [11]. In this case no special attention was made to select high quality
substrates, as this was a first proof of principle investigation. This could be seen in this study as
the typical clusters of dislocations threading through the CVD layer, originating at imperfections
in the substrate. A future study would select for substrates which were clear of extended defects,
as was done in the reference [11].

4. Characterisation with X-ray diffraction techniques
The graded boron doped layer was studied with various X-ray diffraction techniques at the ESRF
in Grenoble, beam line BM05. The X-ray photon energy was 20 keV and the reflection studied
was the (400) reflection with a Bragg angle of θB = 14.23◦. This study was rather difficult,
as the thickness of the layer falls between two techniques for investigation of this type of local
lattice parameter changes. On the smaller scale, there are interferometric techniques, and on
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Figure 2. 50 µm thick graded B-doped layer (CVD) on a Ib diamond substrate (side 4 mm).
The layer profile is triangular, extending to 3000 ppm. The sample on the right is capped with
an additional ”intrinsic” layer of diamond (CB < 50 ppm).

the larger scale there are differential sectioning techniques. Considerable effort has therefore
been expended to study these graded B-doped layers.

We report here on the investigations using plane wave monochromatic diffraction. This
means the incident beam was highly collimated and monochromatic, essentially with an effective
energy width which is larger but comparable to the acceptance of the actual sample crystal and
reflection used. The theoretical reflectivity curve of the Si-(111) monochromator is about 4” and
that for the C∗-(400) diamond sample is about 0.75”. Furthermore, the configuration was in the
dispersive mode, which arises because the monochromating crystal and reflection were different
to that of the sample crystal and reflection, and neither crystal was bent. This means that the
Bragg condition is typically satisfied for only a given spatial range of the sample crystal, where
this spatial range is a narrow band perpendicular to the incident direction of the beam. The
image selected in figure 3 below is an integral of an angular rocking curve scan, so that a full
rocking curve is integrated for each pixel on the sample surface.

Figure 3. An integral of a rocking curve scan for the (400) reflection in the Bragg case in plane
wave monochromatic diffraction.

The diffraction vector is parallel to the maximal change of the lattice constant in the graded
doped layer. The geometry chosen presents a perspective view of the diamond crystal. The
penetration depth of the x-ray beam is a complex mix of effects related to the angular and
energy dispersion of the beam, the quality of the crystal, and the angle at which the rocking
curve is taken. As discussed, in this case, the image presented is the integral of the full rocking
curves for each pixel of the sample surface. The reflectivity of the graded doped layer appears
significant over the whole crystal surface. It is interesting to first evaluate that the graded layer
has a spread of lattice parameters (due to the range of dilatation) that corresponds to a spread of
effective local diffracting angles, ∆d/d ≈ 10−4 corresponding to ∆θ ≈ 21 >> θD, the theoretical
reflectivity curve for diamond, the Darwin width. This is the condition for multi-layer mirror
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behaviour. There is a continuous variation of the lattice constant over a relatively shallow depth
in such a way that the acceptance of the crystal in the graded doped layer is much wider than
the reflectivity curve of the interrogating beam. This means that the graded doped layer can
yield an integral reflectivity which is much larger that the substrate of higher lattice quality
diamond. As we can see in the perspective view, where the edge is not screened by the surface
layer, one can separate the graded layer and the substrate. Within the substrate, one still has
the usual view of the defects within. This is because the defects once again create a local strain
which also broadens the local reflectivity curve. What is important here is that we see clear
evidence for succesful implementation of the graded B-doped layer.

In the next figure 4, a plane wave monochromatic dispersive case topograph at just a single
point on the flank of the rocking curve is presented. The geometry used optimises the view of the
sample edge. It was taken with a shield over the diamond main surface to reduce the Laue case
component of the diffraction and emphasise the more surface sensitive Bragg case diffraction.
A component of the strain due to the dilatation should still be visible, and this seems to be the
case. The analysis of the image shows a variation of the local Bragg angle across the edge where
the graded B-doped layer is visible.

Figure 4. A plane wave monochromatic dispersive case topograph at just a single point on the
flank of the rocking curve is presented with a view of the sample edge.

5. Conclusion
This paper has reported on a pilot study to produce and characterise graded B-doped superlayers.
This has proved to be a non-trivial task due to the length scale of the layers. The pitch of the layer
is much larger than the nano-scale, so the interference effects from Bragg scattering normal to
the layer are not visible. The pitch of the layer is nonetheless somewhat small to use collimation
in the entrance and exit channel to section the diffracting volume within the crystal. A large
data set of both Bragg and Laue condition Rocking Curve Imaging measurements and Plane
Wave Topography measurements indicated that indeed the lattice parameter variation for the
superlattice could be detected. Two examples have been presented in this paper. Indeed, the
lattice parameter evolves over the depth of the graded layer. The graded B-doped layer acts as
a effective multi-layer mirror. The studies are continuing. It would be preferable to develop the
graded layer on the best possible (lattice) quality substrates. This is the start of the iterative
process to produce a diamond crystal undulator, for the first time, and the results are promising.
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Abstract. The Large Hadron Collider at CERN generates enormous amounts of raw data
which presents a serious computing challenge. After planned upgrades in 2022, the data output
from the ATLAS Tile Calorimeter will increase by 200 times to over 40 Tb/s! System on
Chips (SoC) such as ARM and Intel Atom are common in mobile devices due to their low
cost, low energy consumption and high performance. It is proposed that a cost-effective, high
data throughput Processing Unit (PU) can be developed by using several consumer SoCs in
a cluster configuration to allow aggregated processing performance and data throughput while
maintaining minimal software design difficulty for the end-user. This PU could be used for
a variety of high-level functions on the high-throughput raw data such as spectral analysis
and histograms to detect possible issues in the detector at a low level. High-throughput I/O
interfaces are not typical in consumer SoCs but high data throughput capabilities of greater than
20 Gb/s per PU is feasible via the novel use of PCI-Express as the I/O interface to the SoCs.
An overview of the PU is given and the results of throughput testing of Freescale Semiconductor
i.MX6 quad-core ARM Cortex-A9 processors are presented.

1. Introduction
Projects such as the Large Hadron Collider (LHC) generate enormous amounts of raw data which
presents a serious computing challenge. After planned upgrades in 2022, the data output from
the ATLAS Tile Calorimeter (TileCal) will increase by 200 times to over 40 Tb/s (Terabits/s)
[1]. It is infeasible to store this data for offline computation.

A paradigm shift is necessary to deal with these future workloads and the cost, energy
efficiency, processing performance and I/O throughput of the computing system to achieve this
task are vitally important to the success of future big science projects. Current x86-based
microprocessors such as those commonly found in personal computers and servers are biased
towards processing performance and not I/O throughput and are therefore less-suitable for high
data throughput applications otherwise known as Data Stream Computing [2].

ARM System on Chips (SoCs) are found in almost all mobile devices due to their low energy
consumption, high performance and low cost [3]. One of the first steps to a true Data Stream
Computing system is a high data throughput Processing Unit (PU). The author is developing an
ARM-based PU for use by ATLAS TileCal as a high throughput, general purpose co-processor
to the read-out system Super Read Out Driver (sROD) which will be used to combat the issue of
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pile-up. A general purpose co-processor is able to run more sophisticated and memory intensive
algorithms than the FPGA-based sROD, although the latency is inferior which is why the sROD
is used in the data path.

A brief discussion of the ATLAS TileCal read out architecture and the sROD is given in
Section 2. An overview of the energy reconstruction methodology for Photo Multiplier Tubes
(PMTs) is provided in Section 3. Possible issues with the current methodology is also given.
The Processing Unit (PU) is described in Section 4 along with how it could be used to help
solve the issues with the PMT energy reconstruction algorithms. Section 5 concludes with a
brief discussion of future work.

2. TileCal Read Out Architecture
The TileCal read out architecture is required to digitize the analog signals produced by the
PMTs located on the Tile Calorimeter. In the existing hardware, shown in Fig. 1, analog
circuitry is used extensively. At the time of design and construction, digital electronics were not
fast enough to satisfy the requirements. In the upgraded system, shown in Fig. 2, the digital
electronics have been superseded by the sROD which is based on high-end Field Programmable
Gate Arrays (FPGAs). There is also an upgraded front-end which also contains FGPAs for
digitising the analog signals.

The sROD is located in the back-end, off the detector to avoid the requirement for expensive
radiation-hard electronics. A photo of the prototype sROD circuit board before assembly is
shown in Fig. 3. The sROD will be located in an industry standard AdvancedTCA (ATCA)
chassis (seen in Fig. 3) which enables comprehensive redundancy and monitoring to ensure
maximum uptime.

In both the existing and the upgraded systems, a pipeline is used to store events until the
level one trigger provides an accept signal. This short delay is required while the level one trigger
performs computations. In the upgraded system the sROD is able to perform some calculations
before sending data to the rest of the triggering and data acquisition system. Some of these
sROD calculations will be explained in Section 3. A general purpose Processing Unit can be
used to enhance this functionality.

Figure 1: ATLAS TileCal current read out architecture [1].

Figure 2: ATLAS TileCal upgraded read out architecture showing the sROD [1].
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Figure 3: Photo of the sROD (left) and AdvancedTCA chassis (right).

3. TileCal Energy Reconstruction
Bunches Crossings (BC) in the ATLAS detector happen at a rate of 40 MHz. In reality there
can be over 20 separate collisions in a single bunch crossing which leads to pile-up or Out Of
Time (OOT) signals in the detector. The Tile Calorimeter is made up by layers of scintillator
and steel. When a particle interacts with the scintillator, a pulse of light is produced which is
converted to an electrical signal by PMTs.

This electrical signal is conditioned and spread into a pulse with a length of 150 ns and full
width at half maximum of 50 ns. An Analog to Digital Converter (ADC) samples this pulse
every 25 ns resulting in seven samples per pulse. A reference pulse showing example sampling
points is visible in Fig. 4 with three main parameters of the pulse also illustrated.

Optimal Filtering (OF) or a Matched Filter (MF) are two methods by which the amplitude,
A, phase, τ , and base-line pedestal, p, parameters can be calculated from the seven ADC samples
of a pulse [4]. The pulse shape and therefore the energy can be reconstructed, when required,
from these three parameters [5].

For both the OF and MF algorithms, each parameter (A, τ or p) can be found by multiplying
the ADC samples by a specific set of weights which are calculated ahead of time. Both algorithms
work well in low luminosity operation where the background noise of the PMT signals is gaussian
and uncorrelated. This assumption fails for high luminosity operation (above about

√
s = 8 TeV)

where the background noise is no longer uncorrelated due to pile-up [4]. This effect is visible in
Fig. 4 where the algorithm energy calculations are not correlated with multiple OOT signals as
well as the negative energies produced by the OF algorithm.

3.1. Energy Reconstruction Supervision
As discussed in Section 3, the energy reconstruction algorithms fail to work as expected under
high pile-up conditions caused by higher luminosity operation of the LHC. A general purpose
PU, as described in Section 4, can be used to alleviate this issue through the use of higher level
programming of more sophisticated algorithms and the availability of more memory.

The PU is unlikely to operate within the latency constraints of the level one trigger and
sROD and therefore cannot be in the critical data path. It can, however, be used to plot a
histogram of the raw data and run its own analysis to determine if the algorithms on the sROD
are functioning correctly. If they are not, the operators or engineers will be notified. This
analysis is very difficult without the use of a PU. It is feasible that the PU can also be used to
recompute the weights used by the OF or MF algorithms when an issue is detected which would
greatly enhance the precision and reliability of the TileCal.
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Figure 4: TileCal reference pulse from the PMT showing 7 sample points (left) and the energy
reconstruction mismatch between the OF and MF algorithms under higher luminosity (right)
[4].

4. Processing Unit
ARM System on Chips (SoCs) are low cost, energy efficient and high performance which has led
to their extensive use in mobile devices. ARM performance and energy efficiency results have
been published previously [2]. An ARM-based Processing Unit (PU) is under development
to complement the sROD with higher-level computational tasks such as those discussed in
Section 3.1.

The completed PU will be located in the ATCA chassis on an Advanced Mezzanine Card
next to the sROD or as a separate board connected to the back-plane. The PU will be able to
process up to 40 Gb/s raw data, fed via the ATCA from the sROD. A PCI-Express I/O interface
will be used to link the FPGA on the sROD to a cluster of ARM SoCs on the PU.

PCI-Express throughput tests have been performed on a pair of Freescale i.MX6 quad-core
ARM Cortex-A9 SoCs clocked at 1 GHz, located on Wandboard development boards [6]. The
results are presented in Tab. 1 and a photo of the custom test setup designed by the author is in
Fig. 5. Three tests were run to ascertain the maximum data throughput that can be obtained
from the i.MX6 SoC: a simple CPU based memcpy command and two Direct Memory Access
(DMA) transfers, initiated by the Endpoint (EP) or slave and the Root Complex (RC) which is
the host.

Table 1: PCI-Express throughput results of a i.MX6 pair.

CPU memcpy DMA (EP) DMA (RC)

Read (MB/s) 94.8± 1.1% 174.1± 0.3% 236.4± 0.2%
Write (MB/s) 283.3± 0.3% 352.2± 0.3% 357.9± 0.4%

The theoretical maximum throughput for the PCI-Express Gen 2 x1 link that was used is
500 MB/s. The best result is using DMA initiated by the RC but it is only 72% of the theoretical
maximum. The RC-mode drivers are more optimized than the EP-mode drivers due to limited
manufacturer support for EP-mode. The read results are lower than write because of overheads
to initiate the read. The PU architecture will take these differences into account and use a data
push rather than a pull based approach.
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Figure 5: PCI-Express test setup for a pair of i.MX6 SoCs.

5. Discussion, Conclusions and Future Work
High data throughput computing, or Data Stream Computing, is required for projects such as
the LHC which produce enormous amounts of raw data. A general purpose ARM System on
Chip based processing unit is being developed which will be used as a co-processor to the sROD
to help mitigate the energy reconstruction issues caused by pile-up under higher luminosity (over√
s = 8 TeV) operation of the LHC.
A PCI-Express interface will be used for the raw data transfer between the sROD and the PU.

Initial throughput measurements presented for a pair of Freescale i.MX6 quad-core Cortex-A9
SoCs are 72% of the theoretical maximum 500 MB/s for the available x1 link. Twelve of these
SoCs will therefore be connected in parallel to provide the required 40 Gb/s throughput.

The next stage of research by the author is to measure the data throughput through a PCI-
Express switch with up to eight i.MX6 SoCs connected. This will enable a close prototype of
the final PU design to be tested.
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Abstract. Projects such as the Large Hadron Collider at CERN generate enormous amounts
of raw data which presents a serious computing challenge. After planned upgrades in 2022, the
data output from the ATLAS Tile Calorimeter will increase by 200 times to over 40 Tb/s. ARM
System on Chips are common in mobile devices due to their low cost, low energy consumption
and high performance and may be an affordable alternative to standard x86 based servers
where massive parallelism is required. High Performance Linpack and CoreMark benchmark
applications are used to test ARM Cortex-A7, A9 and A15 System on Chips CPU performance
while their power consumption is measured. In addition to synthetic benchmarking, the FFTW
library is used to test the single precision Fast Fourier Transform (FFT) performance of the
ARM processors and the results obtained are converted to theoretical data throughputs for a
range of FFT lengths. These results can be used to assist with specifying ARM rather than
x86-based compute farms for upgrades and upcoming scientific projects.

1. Introduction
Projects such as the Large Hadron Collider (LHC) generate enormous amounts of raw data
which presents a serious computing challenge. After planned upgrades in 2022, the data output
from the ATLAS Tile Calorimeter will increase by 200 times to over 41 Tb/s (Terabits/s) [1].
It is not feasible to store this data for offline computation.

A paradigm shift is necessary to deal with these future workloads and the cost, energy
efficiency, processing performance and I/O throughput of the computing system to achieve this
task are vitally important to the success of future big science projects. Current x86-based
microprocessors such as those commonly found in personal computers and servers are biased
towards processing performance and not I/O throughput and are therefore less-suitable for high
data throughput applications otherwise known as Data Stream Computing [2].

ARM System on Chips (SoCs) are found in almost all mobile devices due to their low
energy consumption, high performance and low cost [3]. The modern ARM Cortex-A range of
processors have 32- and 64-bit cores and clock speeds of up to 2.5 GHz, making them potential
alternatives to common x86 CPUs for scientific computing. This paper presents benchmarks of
three common ARM Cortex CPUs, namely the Cortex-A7, A9 and A15 with more information
on these platforms in Table 1. The benchmark results are useful for specifying an ARM-based
system in new scientific projects such as ATLAS read-out and trigger system upgrades.
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A brief discussion of the ATLAS Triggering and Data Acquisition System (TDAQ) and where
ARM processors may potentially be used is presented in Section 2. CPU benchmark results are
given in Section 3. Fast Fourier Transform (FFT) benchmarks are in Section 4. Section 5
concludes with a brief discussion of future work.

Table 1: Specifications and other details of the ARM platforms used.

Cortex-A7 Cortex-A9 Cortex-A15

Platform Cubieboard A20 Wandboard Quad ODROID-XU+E
SoC Allwinner A20 Freescale i.MX6Q Samsung 5410

Cores 2 4 4 (+ 4 Cortex-A7)
Max. CPU Clock (MHz) 1008 996 1600

L2 Cache (kB) 256 1024 2048
Floating Point Unit VFPv4 + NEONv2 VFPv3 + NEON VFPv4 + NEONv2

RAM (MB) 1024 2048 2048
RAM Type 432 MHz 32 bit 528 MHz 64 bit 800 MHz 64 bit

2014 Retail (USD) 65 129 169

Linux Kernel 3.4.61 3.10.17 3.4.5
GCC 4.7.1 4.7.3 4.7.3

2. ATLAS Triggering and Data Acquisition System
The ATLAS experiment is composed of several sub-detectors, each of which has separate data
processing requirements. The massive amount of raw data is reduced by a process called
triggering. In the Tile Calorimeter, there are currently three main levels of triggering, shown in
Figure 1. The read-out system is based on FPGAs (Field Programmable Gate Arrays) and DSPs
(Digital Signal Processors) to form the level one trigger which serves to reduce the data rate
(event rate) from 40 MHz to about 100 kHz. Each ATLAS event consists of about 1.5 MB data,
of which a portion is made up from TileCal data. Some components of the read-out subsystems
will be replaced by the Super Read Out Driver (superROD or sROD) in the 2022 upgrade [1].

An ARM-based Processing Unit (PU) is in development at the University of the
Witwatersrand, Johannesburg, to complement the sROD with higher level processing tasks on
the raw data, before it has been reduced by the triggering system.

The level two and three triggers (LVL2 and Event Filter) are implemented with compute
clusters. Data from the level one trigger system is fed to the Read Out System (ROS) which
passes the data to the Event Builder and LVL2 trigger at a rate of about 120 GB/s. [4]

2.1. Level Two Trigger, Event Builder and Event Filter
The LVL2 filter only works on a portion of the data to determine whether it is interesting - if
the portion is interesting then all of the associated data is let through to the Event Builder.
The LVL2 cluster is built from approximately 500 machines, each of which has two 2.5 GHz
quad-core Intel Harpertown CPUs, two 1 Gb/s Ethernet interfaces and 16 GB RAM [5]. This
CPU achieves about 59 000 CoreMarks.

The Event Builder consists of about 100 rack-mounted servers, each of which has two 2.6 GHz
AMD Opteron 252 CPUs with 1 Gb/s Ethernet. According to the CoreMark online database,
the AMD Opteron 254 CPU - which is a dual core variant of the Opteron 252 used in the Event
Builder - achieves about 13700 CoreMarks [6].
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Figure 1: ATLAS TileCal Trigger and Data Acquisition System flow diagram before (above)
and after the 2022 upgrade (below) [1].

The Event Filter is a much larger cluster of about 1900 machines which is the last level of
triggering. The same machines as for the LVL2 filter are used. Data is output from the Event
Filter at about 300 MB/s for storage [5].

3. General CPU Benchmarks
High Performance Linpack (HPL) is an industry standard benchmark application for measuring
floating point performance [7]. HPL is the primary benchmark used when rating supercomputers
on the Green500 and Top500 lists [8]. Both single and double precision floating point were tested.

CoreMark is another industry standard benchmark for measuring general CPU performance
with a balance of integer, floating point and common algorithms [6]. ARM has recommended
that CoreMark be used to replace the older Dhrystone benchmark for integer MIPS performance
[9].

All three CPUs were manually forced to 1 GHz for a fair comparison. The peak power
consumption of the test platforms were measured. The HPL and CoreMark results as well as
the power consumption is presented in Table 2.

A cluster of eight Wandboards has been built at The University of the Witwatersrand in
order to test scientific algorithms on ARM. In total, 32 1 GHz Cortex-A9 cores are available,
with 16 GB RAM and interconnected with 1 Gb/s Ethernet. A photo of the cluster mounted
in a rack is shown in Figure 2. No in depth testing is available at present.

4. Fast Fourier Transform Benchmarks
FFTs have numerous uses in science, mathematics and engineering. FFTs are computationally
intensive and are an O(n log(n)) algorithm which stresses CPU and memory subsystems.

FFTW is an open source, high performance FFT library which has a benchmark facility which
reports the time, t, (in microseconds) and the estimated MFLOPS of a run [10]. The length, N ,
and type of FFT is specified for each run. One dimensional, single-precision complex FFTs (8
bytes per point) were tested. The CPUs were manually set to their maximum frequencies.

Figure 3 a) shows the MFLOPS results for a wide range of FFT lengths. The maximum
results of multi-core and summed multi-process runs are reported. This methodology was used
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Table 2: General CPU benchmarking results and power consumption.

Cortex-A7 Cortex-A9 Cortex-A15

CPU Clock (MHz) 1008 996 1000
CPU Cores 2 4 4

HPL (Single Precision GFLOPS) 1.76 5.12 10.56
HPL (Double Precision GFLOPS) 0.70 2.40 6.04

CoreMark 4858 11327 14994
Peak Power (W) 2.85 5.03 7.48

Double Precision GFLOPS/Watt 0.25 0.48 0.81
Single Precision GFLOPS/Watt 0.62 1.02 1.41

Figure 2: Photo of the 32 core Cortex-A9 cluster at The University of the Witwatersrand,
Johannesburg.
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Figure 3: a) The maximum score of multi-core and multi-process runs to always utilise all
processors. b) Theoretical maximum calculated FFT throughput.

to ensure 100% utilisation of the CPU for the tests. Figure 3 b) shows the calculated theoretical
FFT throughput based on the FFT size in Bytes and the run time: Throughput = (8N)/t
[MB/s].
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5. Discussion, Conclusions and Future Work
The processing performance of the Cortex-A7, A9 and A15 CPUs is comparable to an older
x86 CPU, but the power efficiency is excellent. The Cortex-A15 achieves 0.81 GFLOPS/W
with double precision floating point operations. The ARM processors that have been tested are
optimised for single precision floating point and so are likely to be used in applications where
double precision floating point is not necessary. The power efficiency is above 1 GFLOPS/W
for the Cortex-A9 and A15 and is 0.62 GFLOPS/W for the Cortex-A7.

The compute performance of the Cortex-A15 is significantly higher when it is run at its
maximum clock speed of 1.6 GHz but this would be true for any processor at a higher clock
speed. The CoreMark results confirm that the Cortex-A15 is significantly higher performance
than the Cortex-A7 and A9.

It should be noted that the Cortex-A9 and A15 SoCs that were tested could be used as a
substitute based on CoreMark results and specifications for the AMD CPU used in the Event
Builder section of the ATLAS TDAQ system. If ARM SoCs were used, power consumption
would decrease by an order of magnitude with the ARM SoC consuming approximately 5 W
and the current AMD-based system consuming over 68 W [11].

The FFT performance also indicates that the Cortex-A15 is superior to the Cortex-A9 and
A7. The theoretical FFT throughputs are over 300 MB/s for most FFT lengths with the Cortex-
A15 sustaining over 300 MB/s up to the largest FFT tested at 2097152 points.

Based on the results presented in this paper, specifically the low cost, high performance and
good power efficiency, it is clear that ARM SoCs should be considered for future upgrades and
new computing systems in big science projects.
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[1] Carrió F et al. 2014 Journal of Instrumentation 9 C02019–C02019 ISSN 1748-0221 URL http://stacks.

iop.org/1748-0221/9/i=02/a=C02019

[2] Cox M A, Reed R, Wrigley T, Harmsen G and Mellado B 2014 In Review
[3] Krazit T 2006 ARMed for the living room URL http://news.cnet.com/ARMed-for-the-living-room/

2100-1006\_3-6056729.html

[4] Beck H P et al. 2008 IEEE Transactions on Nuclear Science 55 176–181
[5] Winklmeier F 2009 The ATLAS High Level Trigger infrastructure, performance and future developments

2009 16th IEEE-NPSS Real Time Conference (IEEE) pp 183–188 ISBN 978-1-4244-4454-0 URL http:

//ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5321918

[6] EEMBC 2014 CoreMark Online Database URL http://www.eembc.org/coremark/

[7] Petitet A, Whaley R C, Dongarra J and Cleary A 2008 HPL - A Portable Implementation of the High-
Performance Linpack Benchmark for Distributed-Memory Computers URL http://www.netlib.org/

benchmark/hpl/

[8] Feng W c and Cameron K 2007 Computer 40 50–55 ISSN 0018-9162 URL http://ieeexplore.ieee.org/

lpdocs/epic03/wrapper.htm?arnumber=4404810

[9] ARM 2011 Application Note 273: Dhrystone Benchmarking for ARM Cortex Processors URL http:

//infocenter.arm.com/help/topic/com.arm.doc.dai0273a/DAI0273A\_dhrystone\_benchmarking.pdf

[10] Frigo M and Johnson S 2005 Proceedings of the IEEE 93 216–231 URL http://www.fftw.org

[11] CPU World 2014 AMD Opteron 252 Specifications URL http://www.cpu-world.com/CPUs/K8/

AMD-Opteron252-OSP252FAA5BL.html

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 184



Cluster model analysis of exotic decay in actinide

nuclei

EJ du Toit

Department of Physics, University of Stellenbosch, Post Office Box 1529, Stellenbosch, 7599,
South Africa

E-mail: ejdutoit@sun.ac.za

Abstract. A simple method is described to determine the possible cluster structures forming
within a nucleus. This is used to describe the multiple cluster decays seen from certain nuclei and
reproduce exotic decay data for a range of actinide nuclei, using the Binary Cluster Model, along
with a phenomenological potential. Further, energy spectra and B(E2) values are calculated
in order to establish whether these cluster structures could exist within the nucleus as a bound
state.

1. Introduction
The emission of a heavy ion was first observed experimentally by Rose and Jones [1], when
they detected the emission of 14C from 223Ra. In the following years, decays via the emission of
clusters heavier than Carbon and via the emission of multiple clusters were observed [2, 3, 4, 5],
while several theoretical models were developed in order to understand this process of decay by
reproducing experimental data and predicting other possible cluster decays [6, 7].

One of the more simple theoretical models is that of the Binary Cluster Model (BCM) [8],
where a cluster consisting of (Z2, N2) protons and neutrons orbits an inert core of (Z1, N1)
protons and neutrons as a description of the nucleus consisting of (ZT , NT ) protons and neutrons,
where ZT = Z1+Z2 and NT = N1+N2. Exotic decay is then easily exhibited, by simply choosing
the cluster as the emitted ion, and identifying the remaining nucleons as the core.

By utilizing the work of Gurvitz and Kalbermann [9, 10], the exotic decay half-life can be
calculated with T1/2 = h̄ ln 2

Γ where the decay width Γ is given by

Γ =
h̄2

2µ

exp
[
−2
∫ r3
r2
|p(r)|dr

]
∫ r2
r1

1
p(r)dr

(1)

with r1, r2 and r3 corresponding to the classical turning points; the intersection of Q and V (r),
where Q refers to the Q-value of the decay. The reduced mass is given by µ = A1A2

A1+A2
, and the

classical momentum p(r) =
√

2µ
h̄2

(Q− V (r)).

Buck et al. successfully reproduced the exotic decay half-lives of several nuclei by using (1)
[11, 12], along with a Woods-Saxon and cubic Woods-Saxon form of the nuclear potential [13],
given by
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VN (r) = −V0

(
x

1 + exp [(r −R0)/a]
+

1− x
(1 + exp [(r −R0)/3a])3

)
(2)

where the potential depth is given by V0, the diffuseness by a, the radius by R0, and the relative
contributions made by the Woods-Saxon and cubic Woods-Saxon terms are indicated by x.

Experiments have shown, however, that it is possible for nuclei to decay via the emission of
multiple clusters, which poses certain problems in describing such decays theoretically. Further,
calculating the exotic decay half-life for nuclei for which no experimental decay data exists also
poses a problem in selecting the core and cluster. To this end, a method has been developed
which enables us to consider the nucleus as a mixture of up to four different core-cluster
decompositions, each with an associated preformation probability [14, 15].

These core-cluster structures can account for multiple cluster emissions, and the decay half-
lives can be computed, by weighting the decay width with the preformation probability, and
comparing it to the experimental values, where applicable. Further confirmation of these cluster
structures can be found by calculating energy spectra and B(E2) values within the BCM.

Section 2 provides a brief summary of the Binary Cluster Model, while Section 3 describes
the method of determining the core and cluster sizes. Section 4 contains the results where this
method has been applied on a range of nuclei.

2. Binary Cluster Model
The Binary Cluster Model (BCM) assumes that a cluster (A2, Z2) orbits an inert core (A1, Z1).
In order to satisfy the Pauli Exclusion Principle, the nucleons contained in the cluster have to be
placed above the Fermi surface of the core nucleons. The global quantum number is introduced
for this purpose, and defined as,

G = 2n+ L =

nc∑
i=1

(2ni + li) (3)

where nc is the number of nucleons in the cluster. The values of ni and li correspond to the
filling of shell orbitals above the closed core, satisfying the Pauli principle by hand [8]. The
quantum numbers L and n refer to the orbital angular momentum and the number of nodes
contained in the wavefunction of the core-cluster relative motion, respectively.

For actinide nuclei, the value of G can be estimated through the simple scaling formula
G = 5A2, first introduced by Buck et al. [16]. This gives rise to a natural band of states,
corresponding to the energies EL, where L = 0, 2, 4, · · · , which can be calculated by using the
Bohr-Sommerfeld (BS) relation [17],∫ r2

r1

√
2µ

h̄2 (EL − V (r))dr = (G− L+ 1)
π

2
(4)

where r1 and r2 represents the innermost classical turning points. The potential V (r) consists
of three parts; a coulomb term Vc(r) [18]; a Langer-modified centrifugal potential

VL(r) =
(L+ 1

2
)1/2h̄2

2µr2
[19]; and a nuclear potential given by the phenomenological Woods-Saxon

and cubic Woods-Saxon form, given by (2). By fitting experimental decay data to the cluster
emission of several thorium isotopes, the best-fit parameters were found to be,

a = 0.75 x = 0.36 V0 = 54.7A2 G = 5A2 (5)

while the radius R0 is obtained by fitting its value to the energy of the ground state, such that
(4) is satisfied. These parameters were used to investigate the cluster emission and -structure
of nuclei known to undergo exotic decay.
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3. Cluster Formation Probability
The advantage of the Binary Cluster Model (BCM) is that the emission of a heavy ion is very
easily exhibited, although a consistent method of determining the core and cluster sizes are
required. Experimental data serves as a good guide, but these data are mostly lacking. To this
end, we investigate the hypothesis of utilizing the binding energy of core and cluster as a guide
in determining these two components [14, 15].

From known exotic decay data, the most favourable combination seems to be if either the
core or cluster is doubly, or at least singly, magic. The most tightly bound nuclei are then found
by determining the partition of a fixed charge and mass (ZT , AT ) into various possible pairs of
nuclides with charge and mass values (Z1, A1) and (Z2, A2) which maximize the difference:

D(Z1, A1, Z2, A2) = [BA(Z1, A1)−BL(Z1, A1)] + [BA(Z2, A2)−BL(Z2, A2)] (6)

between the actual binding energy BA and some smoothly varying average BL obtained from a
liquid-drop mass formula.

Since even-even nuclei are more tightly bound than other nuclei, only even-even (ZT , AT ),
(Z1, A1) and (Z2, A2) are considered. The current version of the liquid-drop formula, or Semi-
Empirical Mass Formula (SEMF), for even-even nuclei is used [20]

BL = avA− asA2/3 − ac
Z(Z − 1)

A1/3
− aa

(A− 2Z)2

A
+

ap

A1/2
(7)

where

av = 15.56MeV as = 17.23MeV ac = 0.697MeV aa = 23.285MeV ap = 12MeV (8)

The idea is to establish a consistent method where the only information required is the total
charge and mass, (ZT , AT ), along with readily available mass tables and (6). Additional input
stems from the experimental observation that electric dipole transitions in heavy nuclei are very
weak, i.e. B(E1; 1− → 0+) ≈ 0. Within the BCM, this requires, to a good approximation [15]

Z1

A1
=
Z2

A2
=
ZT
AT

;
N1

A1
=
N2

A2
=
NT

AT
(9)

where N represents the number of neutrons.
In order to satisfy (9), the nucleus is considered to consist of a mixture of up to four core-

cluster decompositions, with associated probabilities. The clusters are neighbouring isotopes
and isotones, to ensure the satisfaction of these equations. This allows us to select an arbitrary
cluster charge Z̄2 as plotting parameter, compute the corresponding mean neutron number N̄2

according to

N̄2 =
NT Z̄2

ZT
(10)

and determine the number of protons and neutrons contained in the cluster in such a manner
that they bracket the mean values, i.e.

Z2 ≥ Z̄2 ≥ Z2 − 2 ; N2 ≥ N̄2 ≥ N2 − 2 (11)

with weights

p(Z2) = (1/2)[Z̄2 − (Z2 − 2)] ; p(Z2 − 2) = (1/2)[Z2 − Z̄2]

p(N2) = (1/2)[N̄2 − (N2 − 2)] ; p(N2 − 2) = (1/2)[N2 − N̄2]
(12)

while the weighted average D̄(Z̄2, N̄2) is calculated as
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D̄(Z̄2, N̄2) =
∑
Z2,N2

p(Z2)p(N2)D(Z2, N2). (13)

This method allows us to select mean cluster charges across a range of values, and calculate
the corresponding weighted average D̄(Z̄2, N̄2). These results can be plotted, with the maximum
corresponding to the most likely mean cluster charge. Decomposing this mean cluster charge
into four core-cluster decompositions will then reveal the most likely core-cluster structure of
the parent nucleus, with its associated probability of formation.

4. Results
In order to establish the possible core-cluster structures of a nucleus, it is necessary to determine
the mean cluster charge Z̄2 for which D̄(Z̄2, N̄2) is a maximum. Figure (1) shows the plot of
D̄(Z̄2, N̄2) for 226Th as a function of cluster charge. Since the full calculation produces two
peaks, corresponding to Z2 = 7 and Z2 = 9, it is necessary to introduce some smoothing of the
curve, in order to obtain a single maximum.

A previous method based on a Fourier-based filtering process has been used [14] to remove
the irregularities, but a similar result can be obtained by simply averaging over neighbouring
values. At a specific mean cluster charge Z̄2, an average value of D̄(Z̄2, N̄2) is then obtained by
averaging the value of D̄(Z̄2, N̄2) from a set number of Z̄2 values surrounding the mean cluster
charge of interest.

This method eliminates irregularities, by producing a single maximum, and takes into account
relative contributions from multiple peaks and regions next to peaks. For the example of 226Th,
the two peaks corresonding to Z2 = 7 and Z2 = 9 is reduced to a single peak at Z2 = 8, a cluster
charge which is contained in both peaks of the full calculation, since only even-even clusters are
considered, and should therefore be the most likely cluster charge.

Figure 1. Calculations of D̄(Z̄2, N̄2) as a
function of cluster charge for 226Th.

Figure 2. Calculations of D̄(Z̄2, N̄2) as a
function of cluster charge for 230U .

The maximum of D̄(Z̄2, N̄2) for 226Th is obtained for a mean cluster charge of Z̄2 = 9.26,
while for 230U Z̄2 = 9.52. These mean cluster charges can be broken down into the four different
core-cluster decompositions in order to reveal the possible cluster structures, along with their
preformation probabilities. The exotic decay half-life can then be calculated for each cluster,
and compared to experimental data, where available.

It was found that cluster decays which are not observed experimentally tend to have a small
preformation probability and a long half-life, while the experimentally observed cluster decays
tend to have greater preformation probabilities and shorter half-lives. Should the half-life for a
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cluster decay be calculated to be orders of magnitude greater than another (observed) cluster
decay, it will be nearly impossible to detect the decay of such a cluster, due to the competition
from α-decay and spontaneous fission that occurs on a much shorter time-scale.

A summary of the experimentally observed cluster decays seen in the actinide nuclei
considered are shown in table 1. Of all the nuclei investigated, only one experimentally observed
cluster was not predicted in the model: the 28Mg decay of 238Pu, although this shortcoming can
be fixed by extending the model such that the nucleus consists of eight core-cluster structures. As
can be seen from table 1, more than half of the calculated half-lives are in reasonable agreement
with experimentally measured values.

The choice of parameters failed to reproduce the cluster decay of carbon and oxygen. While
previous work shows [11, 12] that the BCM is not successful in accurately describing the cluster
emission of oxygen, the inaccuracy in the carbon decay of 224Ra puts an additional bound on
the mass and charge region of where the particular choice of parameters are valid. The potential
parameters were chosen to reproduce the cluster decay of thorium isotopes, and applied to
the calculations of radium, uranium and plutonium isotopes. A more consistent method of
determining the potential parameters is therefore needed to accurately calculate exotic decay
data for all nuclei considered, such as calculating parameter values from a microscopic potential,
as was done for alpha clusters [21].

The calculated data show that multiple cluster decays can be desribed theoretically within
this model, and that, where experiments are unable to determine the mass of an emitted cluster,
this theoretical approach can be used to deduce the most likely emitted cluster. Such an example
is the cluster emission of neon isotopes from 232Th and 234U [22].

Table 1. Summary of Exotic Decay Half-Lives of all experimentally observed decays. All
considered actinide nuclei are shown with the emitted cluster and whether or not the model
predicted this cluster. If the model predicts the cluster, the preformation probability P is also
shown. Should the calculated half-life be within a factor 3 of the experimentally measured
half-life, it is considered as a good approximation.

Nucleus Cluster P Observed Factor ∼ 3 T calc1/2 [y] T expt1/2 [y]
222Ra 14C 0.573

√ √
6590 4017± 528

224Ra 14C 0.115
√

22.7× 108 (24.9± 1.6)× 107

226Th 18O 0.099
√

21.9× 1010 1.82× 109

228Th 20O 0.38
√

24.0× 1013 (16.9± 1.4)× 1012

230Th 24Ne 0.504
√ √

13.3× 1016 (13.0± 0.52)× 1016

232Th 24Ne 0.332
√

6.54× 1022 5.06× 1021

232Th 26Ne 0.478
√ √

4.87× 1021 5.06× 1021

230U 24Ne 0.654
√

20.6× 1013 (11.9± 2.8)× 1011

232U 24Ne 0.432
√ √

13.7× 1012 (77.4± 4.5)× 1011

234U 24Ne 0.025
√

48.7× 1018 (27.3± 6.7)× 1017

234U 26Ne 0.815
√ √

43.0× 1017 (27.3± 6.7)× 1017

234U 28Mg 0.155
√ √

15.8× 1017 (17.5± 4.3)× 1017

236Pu 28Mg 0.129
√ √

1.14× 1014 1.43× 1014

238Pu 28Mg 1.46× 1018

238Pu 30Mg 0.470
√ √

2.51× 1018 1.46× 1018

238Pu 32Si 0.070
√

4.46× 1018 6.27× 1017

240Pu 34Si 0.454
√ √

14.1× 1018 (50.5± 5.4)× 1017
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In order to determine whether the proposed cluster structures could exist within the nucleus
as a bound state, structure observables such as energy spectra and B(E2) values were computed.
The B(E2) values can be computed according to [23, 24]

B(E`;Li → Lf ) =
2`+ 1)

4π

[
Z1

(
−A2

A

)`
+ Z2

(
A1

A

)`]2

|〈Li0`0|Lf0〉|2|〈ψLf
|r`|ψLi〉|2 (14)

where ψL is the wavefunction, and a small effective charge is introduced by replacing Zi →
Zi + εAi, with ε = 0.17.

Since the nucleus is considered to be a mixture of four core-cluster decompositions, the
observables are calculated for each core-cluster decomposition, and a weighted average is
calculated, according to the preformation probabilities. This weighted average value is then
compared to the experimental value.

A summary of the calculated B(E2; 2+ → 0+) and the highest known energy state are shown
in table 2. Since the radius R0 is fitted to theQ-value of the ground state, the ground state energy
is inherently correct, and should the highest known energy state correspond to the experimental
value, all energy levels in between should be in good agreement with the experimental values.

From table 2 it can be deduced that the proposed cluster structures can exist as bound
states, since all calculated B(E2) values, except for plutonium isotopes, are in agreement with
the experimental values, as well as the energy levels. The inaccuracy in reproducing data of the
plutonium isotopes places an additional bound on the region where the choice of parameters are
valid.

Table 2. The calculated B(E2; 2+ → 0+) values for all actinide nuclei considered are compared
to known experimental values. The highest known energy levels are also calculated and compared
to experimental values.

Nucleus B(E2)expt[W.u.] B(E2)calc[W.u.] E∗
L EexptL [MeV ± eV] EcalcL [MeV]

222Ra 111± 9 80 E∗
20 3.29± 11 3.36

224Ra 97± 4 96 E∗
12 1.41± 4 1.36

226Th 164± 10 145 E∗
20 3.10± 8 2.84

228Th 167± 6 172 E∗
18 2.41± 7 2.29

230Th 196± 8 206 E∗
24 3.82 2.59

232Th 198± 11 219 E∗
30 5.16± 3 5.07

230U 222± 27 213 E∗
22 3.24± 4 3.01

232U 241± 21 231 E∗
20 2.66± 9 2.51

234U 236± 10 251 E∗
30 4.81 4.95

236Pu - 314 E∗
16 1.79± 5 1.51

238Pu 285± 5 347 E∗
26 4.27± 9 3.44

240Pu 287± 11 393 E∗
32 5.82± 8 4.76

In conclusion, the proposed method of determining possible core-cluster decompositions
within actinide nuclei and using the binary cluster model to calculate decay half-lives,
electromagnetic transition probabilities and energy spectra, has shown that multiple cluster
decays can be described theoretically, and that these core-cluster structures can possibly exist
within heavy nuclei as bound states.

A fixed choice of potential parameters places a bound on the region where it can be applied,
but within this region, the calculated decay values are in good agreement with experimental
values. As such, it is possible to deduce the mass of emitted clusters where experiments are
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unable to. Calculations of B(E2) values and energy spectra also indicate that these cluster
structures can exist as bound states, although a more careful approach to obtaining the nuclear
potential parameters might be needed.
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Abstract. High energy protons can kill both cancerous as well as normal tissue, so any
range uncertainty during a proton radiotherapy treatment will strongly affect the success of
the overall dose delivery. In recent years, detection of prompt gammas produced by inelastic
nuclear reactions between protons and nuclei within human tissue has been proposed for online
treatment verification. The aim of this work is to simulate these discrete prompt gammas using
the Geant4 (v9.6.02) Monte Carlo toolkit that provides several models for low energy proton
inelastic nuclear reactions: binary cascade (BIC), Precompound (PRECO) and Intra nuclear
cascade (INCLXX). The selection of an appropriate physics model would increase the accuracy
of the prompt gamma simulations. The suitability of these models for discrete gamma emission
from excited states of 16O, 12C and 14N nuclei were tested by comparing simulated inelastic
gamma production cross section data against available experimental data in the energy range
0 to 200 MeV. Among the Geant4 physics models, the Precompound model was found to be
most suitable for producing reasonable prompt gamma spectra. Moreover, Fermi break up
was activated below 20 MeV for complete 16O simulation. A combination of different physics
models in different energy regions was tested to fit a model for prompt gamma emission. Finally,
a water phantom was simulated with 200 MeV proton passive beam and the prompt gamma
energy spectrum was acquired by a LaBr3 detector actively shielded by a BGO detector. Time-
of-flight (TOF) techniques were used to eliminate scattered gammas from the beam line elements
and secondary neutrons from the target. The Geant4 simulations confirmed the ability of our
physics model to produce reasonable prompt gamma spectra that will be used in further studies
for comparison to measured spectra.

1. Introduction
The use of x-ray photons in cancer treatment has a long history and is a well-defined method
of treatment. Recent developments in radiation therapy, attacking the tumour with accelerated
protons, presents unprecedented control over the dose deposition and greatly reduces the side-
effects of treatment as compared to traditional x-ray radiotherapy. The proton range in a patient
is uncertain for many reasons and can cause either undershoot to the tumour or overshoot to
the normal tissue [1]. Although uncertainties during the calculation of the dose and patient
preparation for treatment could be minimized, any range uncertainty presented during the
treatment will affect the overall success of tumour control. Typically, an additional safety
margin around the treatment area is applied to ensure tumour coverage [2]. This additional
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margin can over-dose the normal tissue surrounding the tumour and cause serious damage to
any important organs situated very close to the tumour [3], [1]. The use of a PET scanner
for range verification was proposed for dose verification either immediately following treatment
(on-time) or sometime after the treatment [4] [5]. Unfortunately, the treatment verification by
PET/CT is seen to be insufficient at this time [5], [6]. Yet, it so far is the only available method
that can be used as an in-vivo proton range verification device until a more precise method for
online verification is developed.

A technique using prompt gamma emission from excited nuclei induced by inelastic nuclear
reactions during proton radiotherapy has been attracting the attention of scientists engaged
in developing a device for on-line range verification [7], [8], [9]. However, the measurement of
this prompt gamma radiation in the clinical environment is still difficult due to the presence
of secondary neutrons and scattered photons. In the passive beam delivery mode, additional
secondary radiation activated in the beamline elements and patient final collimator is another
issue. In this paper we investigate the feasibility of Geant4 Monte Carlo simulations of secondary
gamma production during passive proton therapy for dose verification purposes.

2. Method
2.1. Geant4 simulations
Geant4 is an object oriented toolkit and implemented in the C++ environment [10]. It is being
used to simulate the interactions of particles as they traverse through matter and is applicable
in the fields of particle physics, nuclear physics, astro physics, accelerator design and medical
physics. The first version of the Geant4 was released in 1998, and the following year (1999) the
Geant4 collaboration was established for further development, maintenance and user support.
The present work is based on the Geant4.9.6.p02 released in 2013.

Geant4 provides pre-build physics models for low energy hadronic interactions: binary
cascade, precompound and intra nuclear cascade. Because of its transparency, physics models
can be modified to meet user requirements by fitting of their experiment’s data. In this study, the
recommended reference physics list for proton radiotherapy (QGSP BIC EMY [11]) was used to
validate the prompt gamma emissions from the elements (16O, 12C and 14N) mostly abundant in
human tissue. By default, the selected physics list provides the binary cascade model for inelastic
nuclear reactions in which, the interaction is described as a two-particle binary inelastic collision
between the incident proton and nucleons in the target nucleus. Further interactions between
the remaining nucleons in the target nucleus and any resulting secondaries are allowed to create
an intra nuclear cascade. To check the resulting secondaries, the Fermi exclusion principle is
applied. If the momentum of a secondary particle falls below the Fermi level (momentum), the
interaction is suppressed. Therefore the original primary particle is taken to the next interaction.
On the other hand, if an interaction occurs, the secondaries are treated like primary particles.
Any particle propagation into the nuclear field is determined by solving the equation of motion
numerically. The cascade is terminated if the secondaries have not reached the threshold energy
required for the interaction. After each interaction, particle-hole states or excitons will be added
to the target nucleus and at the end of cascade, the remaining residual nuclear system with the
exciton state is treated by the precompound and de-excitation models.

With respect to validations, the binary cascade model was found to underestimate the peak
of the 6.13 MeV prompt gamma-ray from 16O and therefore replaced by the precompound model
with a modified initial exciton number of 2. The initial precompound nucleus is described by the
atomic mass and charge of the residual nucleus, its four-momentum vector, its nuclear excitation
energy and the number of excitons which is calculated by summing particles above the holes
below Fermi level and vacant under the Fermi level of the compound nucleus. Geant4 then
loops through the transitions until an equilibrium condition is reached for de-excitation which
uses only the excitation energy and not the number of excitons. Several nuclear transitions are
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Figure 1: Simulation geometry setup with LaBr3 detector.

possible with ∆ n = ± 2, 0 associated with their transition probability depending on the exciton
number and the excitation energy. If there is particle emission (neutrons, protons, deutrons,
tritium and helium nuclei) before equilibrium is reached, the above steps are repeated with the
new nuclear fragment. The particle emission is also associated with their emission probability
which is a function of the exciton number and excitation energy. At statistical equilibrium, the
simulation will be handled by the equilibrium model for emission of photons, nucleons and light
fragments from the residual state [12]. The evaporation model is considered for the emission
of nuclear fragments or gamma-rays from the excited nucleus through five different channels
handled by G4ExcitationHandler: Evaporation as the main de-excitation, Fission for heavy
nuclei, Fermi Break-up for light ion, Photon evaporation as competitive channel in evaporation
and multifragmentation for very excited nuclei [13].

2.2. Geant4 simulation set-up
The simulation set-up is shown in the figure 1. The target is a cylindrically shaped water
phantom of radius 20 cm and length 30 cm. A cylindrical LaBr3 (2 inch x 2 inch) detector
was surrounded by both 18 mm thick BGO (Bi4Ge3O12) active shielding and 10 cm thick lead
shielding, and modelled perpendicular to the beam axis with a distance between detector front
face and beam axis of 30 cm. A 15 cm thick lead collimator having a 5 cm x 5 cm square hole
was used to collimate the prompt gammas between the target and the detector. The previously
validated Monte Carlo passive-scatter beam line model (for more details see [14]) was used to
generate a 200 MeV (191 MeV at the iso-centre) proton beam of circular field with diameter of
10 cm. The modelled detector (also previously validated) was used to reproduce the detector
response[14].

The purpose of the BGO active shielding was to reduce the continuous Compton background
from the incomplete Compton-scattered gamma energy deposition in the LaBr3 crystal using
an anti-coincidence method. Also the BGO reduces the background gamma-rays produced
by the neutrons hitting the lead detector shielding. The uncollimated gamma rays scattered
from objects surrounding the detector were also attenuated at the lead shielding. A time-of-
flight (TOF) approach was introduced in the simulation in order to reduce secondary neutrons
impinging the detector from the target and scattered gamma background rays, a significant
problem in passive beam radiotherapy. Inelastic nuclear reactions were simulated by using the
precompound model, in which the Fermi break-up was activated for proton energy below 20
MeV.
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Figure 2: Comparisons between simulation and experimental cross section data for six
important gamma lines produced by proton inelastic reactions on 16O, 12C and 14N.

3. Results and Discussions
3.1. Geant4 physics validation
Figure 2 shows the comparisons between simulation and experimental cross section data
currently available [15], [16], [17], [18], [19], [20] for six important gamma lines produced
by proton inelastic reactions on 16O, 12C and 14N which are the most abundant elements in
human tissue. These simulations were performed using the precompound model. There were
discrepancies in the gamma production performed with the default total inelastic cross sections
of Willish and Axen(1996) for 12C and 14N. Therefore the cross sections of Tripathi et al. light
ions [21] were used alternatively. The Fermi break-up below 20 MeV was required for the 16O
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Figure 3: (a) TOF spectra of particles and (b) Time-energy spectrum of prompt gamma
impinging on the LaBr3 detector.
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Figure 4: Comparison of energy spectra with and without background reduction methods.

simulation. Simulations of the 6.13 MeV and 4.44 MeV lines from 16O, the 4.44 MeV line from
12C and the 5.11 MeV line from 14N all agreed well with the experimental data, unlike the other
gamma-rays emitted from 14N.

3.2. Geant4 simulation for prompt gamma detection
Monte Carlo time of flight (TOF) spectra are shown in figure 3a. The time of flight for the prompt
gamma rays (peak 3) is shorter than slower neutrons, but greater than the scattered secondary
gamma rays generated in the passive beam line elements (peak 1) and in the final patient
collimator (peak 2). Therefore, a TOF window of 1.8 ns can filter out the late-arriving neutrons
(about 99%) from target and as well as early-arriving background gamma rays. Moreover, the
TOF window can also be coupled with an energy selection (see figure 3b). Figure 4 shows a
comparison of the energy spectra simulated with and without background reduction methods
applied. The simulation was carried out with 2.5 x 1010 incident protons entered into the passive
beam line. Among them, only 8% reached the target and the remaining protons were stopped
in the beamline elements and in the final collimator. The results indicate that the use of both
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Figure 5: Comparison (a) of the energy spectra using a 1.8 ns TOF window (with and without
BGO active shielding) and (b) of the energy spectra of the prompt gammas produced within
the target to the TOF spectra from the LaBr3 detector.

timing and active shielding is able to remove 90% of the background radiation which includes
a 10% reduction due to BGO subtraction as shown in figure 5a. Peaks at 6.13, 4.44 and 5.24
MeV from 16O∗, 12C∗ and 15O∗ respectively are clearly identified when both timing and BGO
subtraction are used. Subtraction of Compton-scattered background is required to resolve the
5.24 MeV peak from the second escape peak of 6.13 MeV. Comparison between the prompt
gamma spectra detected from the target and the spectra using the TOF window shown in figure
5b is promising, showing a prompt gamma detection with an efficiency of 72.4%.

4. Conclusion
Our study confirmed the feasibility of Geant4 simulation for prompt gamma-rays in the passive-
scatter proton beam mode. The background reduction using a TOF window was excellent. Also
BGO subtraction helped to resolve the prompt gamma peaks from Compton background. The
physics model is able to reproduce the prompt gamma spectra that will be used in our further
studies for comparison to measured data.
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Abstract The Tile Calorimeter of the ATLAS detector employs plastic scintillators to aid in 

the detection of hadrons, taus, and jets of quarks and gluons that arise from proton-proton 

collisions within the Large Hadron Collider of CERN. During the first data taking period, 

plastic scintillators in the GAP region of the detector were exposed to a radiation environment 

of up to 10 kGy/year. With the LHC set to run proton collisions at almost double the previous 

centre of mass energy and higher luminosity, the radiation environment is expected to become 

much harsher. In order to ensure that the radiation damage sustained does not compromise the 

detector performance, these scintillators will be replaced with more radiation hard plastics. To 

aid in the choice of scintillator, this preliminary comparative investigation looks into the 

radiation damage undergone by three polyvinyl toluene (PVT) based plastic scintillators 

(EJ200, EJ208 and EJ260) provided by ELJEN technology. Samples of each scintillator grade 

were subject to 6 MeV proton irradiation with doses of the order O(103), O(105) and O(106) 

Grays using the tandem accelerator of iThemba LABS, Gauteng. Light transmission 

spectroscopy analysis indicated that a loss of scintillator transparency occurs with increasing 

irradiation dose, with EJ208 exhibiting the least transmission loss. Raman spectroscopy 

showed that losses to the benzene ring and vinyl bonding structure occurred for the Mega Gray 

irradiated samples. This could be correlated with transmission light loss since hydrogen 

degassing from the breaking of these bonds would result in the formation of free radicals which 

affect the way in which light is absorbed by the scintillators.  

1. Introduction

The Tile Calorimeter of the ATLAS detector, is a hadronic calorimeter responsible for recording the 

trajectory and energy of hadrons, taus as well as jets of quarks and gluons that result from the proton-

proton collisions within the Large Hadron Collider of CERN. Plastic scintillators form an integral 

component [1] of this calorimeter and are specifically chosen for their properties of high optical 

transmission and fast rise and decay times. These enable efficient data capture since fast signal pulses 

can be generated [2]. The main problem encountered by plastic scintillators however, is radiation 

damage incurred due to their interaction with the ionizing particles to be detected. This damage causes 

a significant decrease in the light yield of the scintillator and introduces an error into the time-of flight 

data acquired.  
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As part of the phase two upgrade of the Tile Calorimeter planned for 2018, a comparative study 

was conducted into the radiation hardness of several plastic scintillators. The results would aid in 

choosing the best grade for replacing the current crack scintillators within the Gap region of the Tile 

Calorimeter. In this paper, we present the results for radiation damage in three polyvinyl toluene based 

scintillator samples; EJ200, EJ208 and EJ260 obtained from ELJEN technologies [3].  

2. Materials and Methodology

The three plastic scintillators under study are composed of a polyvinyl toluene base and 3% of added 

organic fluors. Differences in the organic fluor dopants give rise to the different characteristic 

properties observed between the three samples. Some of the characteristic properties are listed in 

Table. 1 below.  

Table 1: Properties of the plastic scintillators as provided from the manufacturers [3]. 

EJ200 EJ208 EJ260 

Light Output (% Anthracene) 64 60 60 

Wavelength of maximum 

emission (nm) 
425 435 490 

Rise time (ns) 0.9 1.0 Not available 

Decay time (ns) 2.1 3.3 9.2 

Refractive index 1.58 1.58 1.58 

The tandem accelerator of iThemba LABS in Gauteng was used to irradiate samples with 6 MeV 

protons. To ensure that the study simulated a similar type of particle-scintillator interaction as 

observed in the Tile Calorimeter, protons would be required to pass through the samples whilst 

imparting energy primarily through ionization losses. The stopping range of 6 MeV protons within the 

scintillator material was determined using the SRIM software package which includes a preset PVT 

scintillator layer in its materials database [4]. The layer was adjusted to accommodate the CH ratio and 

density of the plastics as indicated by the manufacturer [3]. The stopping range was found to occur at 

~472 μm. Several samples of each grade were then cut and polished to dimensions of 1 cm by 1 cm, 

with thickness of 250 μm. A polishing procedure based on standard metallographic techniques was 

employed.  

Three samples of each scintillator grade were subjected to irradiation with beam intensities of 

approximately 1 nA and 10 pA with exposure times of 60 min and 6 min in order to achieve radiation 

doses ranging of the order O(103) Grays to O(106) Grays. Samples were mounted in a hexagonal 

sample carousal and housed within the microprobe chamber. The beam current was determined by 

measuring the charge across a metal plate situated on the side opposite to the sample on the carousal. 

The beam was scanned in the x and y plane using a uniform raster-scan pattern to achieve an irradiated 

area of approximately 4 mm by 4 mm. After irradiation, samples were contained in vials that were 

wrapped in aluminium foil. This was done in order to prevent the recovery of damage through photo-

bleaching effects that result from exposure to visible light. 

Transmission spectroscopy was conducted using the Varian Carry 500 spectrophotometer. Light 

transmission was measured relative to transmission in air over a range of 300-800 nm. Thereafter, the 

Raman spectra for un-irradiated and the highest dose irradiated samples were obtained using the 

Horiba Jobin-Yvon Raman spectrograph. An Argon laser was used to provide a 515 nm excitation 

wavelength. The Raman analysis was used to provide information on changes to the bonding structure 

induced by radiation damage.  

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 200



3. Light Transmission Results and Analysis

The results of light transmission spectroscopy for each grade relative to light transmission in air are

shown in figure 1. The absorptive edge completely falls away by 320 nm in both EJ200 and EJ208, 

whilst this occurs at 340 nm for EJ260. It is observed that the overall transmission decreases as dose 

exposure increases. An increase in transmission within the region of 340 nm to 380 nm is observed 

prominently within EJ200 and could indicate damage to the fluorescent dyes. Furthermore, an 

absorptive tint is observed to form along the absorptive edge in EJ260 which shifts towards higher 

wavelengths as dose increases. This could either indicate the formation of free radicals or the 

development of a competing absorptive process between the primary and secondary fluor dopants. 

This additional absorption component may reduce the attenuation length of the scintillation light as 

described [5].  

We consider the transmission loss at a wavelength of approximately 450 nm as this corresponds to 

the peak absorption wavelength of the fiber that these scintillators are coupled to within the Tile 

Calorimeter. For dose exposure in the range of Mega Grays, 9.8% light transmission loss is observed 

in EJ200, whilst EJ260 shows an 8% loss and EJ208 shows a 5.5% loss. At this dose, visible 

yellowing of the samples occur within the irradiated region. A systematic error of 3% in the 

transmission loss arose due to slight changes of sample position on the sample mount within the 

spectrophotometer upon repetition of experiments. 

(b) 

(a) 
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Figure 1: Transmission spectrum for un-irradiated and irradiated samples over several doses 

relative to air for (a) EJ200, (b) EJ208 and (c) EJ260. 

4. Raman Spectroscopy Results and Analysis

Raman spectra were obtained for un-irradiated and Mega Gray dose irradiated samples of each grade. 

An increased amount of background fluorescence could be observed in the radiation damaged samples 

which may arise from free radicals interacting with the excitation light. It should be noted that 

transmission spectra also indicate a loss in scintillator transmission at this excitation wavelength of 

515 nm. EJ260 had the most drastic occurrence of background fluorescence as it is a green emitting 

scintillator and absorbs light at higher wavelengths as compared to EJ200 and EJ208. Plots of the 

Raman spectra after subtraction of the fluorescent background are shown in figure 2. The Raman 

peaks observed were then allocated to the characteristic functional groups or vibrational groups using 

the Raman Peak assignment datasheet [6]. The peak assignment is summarized in table 2. In order to 

assess change to the bonding structure and minimize errors caused from fluctuations in laser intensity 

and background subtraction, the ratio of the intensity of each peak to the intensity of a control peak on 

each of their respective spectra were plotted as shown in figure 3. Comparing changes to these ratios 

then gave an indication to the relative increase or decrease to that particular bonding structure.  

Table 2: Allocation of peaks to characteristic functional groups or vibrational groups. 

Functional Group/Vibration 
Peak Assignment for EJ200 

and EJ208 

Peak assignment for 

EJ260 

δ(C-C) aliphatic 1-2 1 

ν(C-C) alicyclic or aliphatic chain 

vibrations 
3-5, 7-9 2-4, 6-7 

ν(C-C) aromatic ring chain vibrations 6 5 

δ(CH3) 10 / 

δ(CH2) or δ(CH3) asymmetric 11 8 

ν(C=C) 12 9 

ν(C-H) 14 11-12 

ν(=(C-H)) 15 13-14 

Control peak 13 10 

(c) 
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Comparison of Relative Peak Intensities for EJ208 
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Comparison of Relative Peak Intensities for EJ260
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Figure 2: Background subtracted Raman spectra 

for (a) EJ200, (b) EJ208 and (c) EJ260. 

Figure 3: Plots of intensity ratios between peaks and 

control peak for (a) EJ200, (b) EJ208 and (c) EJ260. 

(a) 

(b) 

(c) 

(a) 

(b) 

(c) 
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The spectra for irradiated and un-irradiated samples are fairly similar, with a few subtle changes. 

No broadening of peaks or the formation of new peaks were observed. All three samples show an 

increase in the C-C aliphatic or alicyclic vibrations indicated by peaks 1 and 2 in EJ200 and EJ208, 

and peaks 1 and 7 in EJ260. These bonds occur in chains not belonging to the aromatic benzene ring 

structure. All the other peaks show a decrease, with the most prominent occurring for peaks 6, 12, 14 

and 15 in EJ200 and EJ208 and peaks 4, 5, 9 and 11-14 in EJ260. These typically represent the C-C 

aromatic ring bonds, as well as C=C, C-H and =(C-H) which could belong to either the benzene ring 

or the vinyl backbone. Damage to the benzene ring structure directly affects the scintillation 

mechanism which would lead to a degradation in scintillation light yield. The Mega Gray irradiated 

doses of each scintillator grade contain more carbon type species and less hydrogen type species than 

the un-irradiated samples. This indicates that hydrogen degassing occurs when the C-H bonds are 

broken. 

5. Conclusions

According to the results found during this investigation, exposure to proton irradiation leads to a 

decrease in light transmission as radiation dose exposure is increased. Overall, EJ200 exhibited the 

most loss in transparency at a wavelength of 450 nm when irradiated with a Mega Gray range dose, 

and EJ208 showed the least transmission loss. Although EJ260 showed less transmission loss than 

EJ200 at 450 nm, the development of an absorptive tint shift could indicate additional damage effects 

such as free radical formation. Other features observed on the spectra such as the formation of 

additional transmission peaks and dips indicate that radiation damage could be affecting the light 

transfer mechanism. This would greatly affect the scintillator light conversion efficiency and hence 

light yield studies will need to be conducted.  

Surface scratches and structural damage caused during the sample preparation procedure could 

have caused minor additional transmission loss and therefore provide an experimental error. The 

extent of this random error could not be gauged accurately as each sample was polished separately and 

most of this damage was not directly visible to the naked eye. A more gentle polishing procedure 

incrementing over more polishing stages and finishing with a finer polishing stage, as well as using a 

larger sample group could reduce this effect in future studies conducted. It would also be imperative 

that transmission tests are conducted on individual samples before and after irradiation as opposed to 

comparing transmission of irradiated samples to that of an un-irradiated control sample. 

Raman analysis indicates that structural changes occur within the samples. The species of C-C 

aromatic, C=C, C-H and =(C-H) bonds in the benzene ring structure and vinyl backbone decrease 

whilst a small amount of additional C-C aliphatic bonds are formed when the scintillators are exposed 

to a dose in the Mega Gray range. This indicates that hydrogen degassing occurs and the damaged 

scintillators become more carbon rich. The observation of an increased background fluorescence in the 

Raman spectra of the Mega Gray irradiated samples of each grade is further indicative of free radical 

formation. This is particularly emphasized in EJ260.  

From this preliminary study, EJ208 appears as a good potential candidate as it suffers the least 

transmission loss and structural differences in its Raman spectra are less apparent than in EJ200 and 

EJ260, however further investigation is required. This study has provided a good baseline for the 

experimental techniques required for investigating the radiation damage of plastic scintillators and 

improvements will be implemented for further studies to come.  

6. Upcoming work

Several scintillator samples obtained from Bicron, the Joint Institute for Nuclear Research (Dubna) as 

well as samples manufactured particularly for the Tile Calorimeter in Protvino, will be added to the 

study. New samples have been polished to dimensions of 5 mm x 5 mm x 0.35 mm to prevent 

inhomogeneity resulting from machining stress. An analysis of the changes in light response toward 

beta electrons from a strontium source is underway. Light transmission and light yield testing after 
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irradiation will be conducted at several times over the course of a year in order to establish long term 

changes to the optical properties due to the chemical reactions which may arise from free radical 

interactions with the environment. A larger sample group will be looked at with several samples being 

irradiated per dose in order to ensure repeatability in the effects observed. Electron paramagnetic 

resonance studies conducted by C. Pelwan et al. [7] are also underway in order to determine types of 

free radical species that may form as a result of radiation damage. An investigation into the damage 

undergone by previous scintillator tiles used within the Tile Calorimeter during the previous data 

taking period at ATLAS is also ongoing by L. Maphanga, et al. [8].  
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Abstract. The Multi-Channel Algebraic Scattering (MCAS) method for the description of
nucleon-nucleus scattering has been used with a (collective) rotational model of structure
describing the target. The success of that model, when incorporating the Pauli Principle in
the interactions describing the scattering and the formation of the compound systems, has been
quite good. We extend that method to include the vibrational model in describing the target
states, and apply the method to the scattering of low-energy nucleons from oxygen isotopes.
Preliminary results for neutron scattering from 16O, leading to states in 17O will be reported.

1. Introduction
The structures of 17O and 17F play an important role in the synthesis, in the stellar environment,
of elements beyond carbon. Once carbon burning begins, with successive proton capture
reactions [1] and β-decays, elements to nitrogen and oxygen are formed, as well as fluorine.
Of particular note within the CNOF cycle are the reactions [2]

16O+ p →17 F
17F →17 O+ e+ + ν

17O+ p →14 N+ α
17O+ p →18 F + γ,

the last reaction being the breakout from the CNO cycle. Proton capture on 16O can proceed
via either the ground state of 17F, capture to the d5/2 level, which has a Q value of 600 keV,
or via the first excited state, capture to the s1/2 level, with a Q value of 105 keV. It is likely to
proceed via the first excited state, as that state is a proton halo [3].

Yet the two nuclei are of interest for their own sake. They are each a single nucleon outside
an 16O core, and are mirror nuclei, with the first three positive-parity states reflecting the single
particle energies of the 0d5/2, 1s1/2, and 0d3/2 levels in the sd-shell model. But the model for
each nucleus is not so simple: in a (0 + 2)h̄ω prescription, there is significant admixing of 2h̄ω
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components, ∼ 25%, in the ground states. This largely stems from 2p-2h components giving
rise to additional nucleons in the sd shell. With this in mind, it is instructive to compare the
extreme shell model picture, with one particle in the sd shell, or the more general (0 + 2)h̄ω
model, to the collective model description contained in the Multi-Channel Algebraic Scattering
theory (MCAS) [4], which describes low-energy nucleon-nucleus scattering, and the resonances
(both bound-state and scattering) in the compound nucleus. For the mass-17 nuclei, the model
would entail coupling a single nucleon to the 16O core. This is, however, not a trivial exercise,
as it is well-known that the description of the spectrum of 16O requires a 4h̄ω shell model at the
minimum [5, 6, 7].

2. MCAS
MCAS has been described in detail elsewhere [4], and so we present a brief description for
the purposes of highlighting those aspects which are of relevance to the present calculation.
The method is a means of solving the coupled-channel Lippmann-Schwinger (LS) equations,
describing a coupled two-cluster system, in momentum space. For the most part, it is assumed
that the two clusters are a nucleon and an even-even nucleus. It is also assumed that the target
(core) is described by a collective model, which allows for the specification of the matrix of
interaction potentials defining the coupled-channel problem. Nothing is assumed of the spectrum
of the target states. The matrix of potentials is expanded in terms of sturmian functions, and
a finite set of ∼ 30 are used to ensure convergence. Pauli-exclusion is handled by the use
of orthogonalising pseudo-potentials (OPP) with weights of 106 MeV to guarantee that the
sturmians are orthogonal to any states corresponding to a nucleon coupling to a filled orbit in
the target [8, 9].

Once the sturmians and OPPs are set, the matrix of potentials is re-expressed as a sum of
separable potentials in momentum space as input to the LS equations. As the equations are
expressed in momentum space, solutions of the LS equations may be found for both bound
(negative energy) and scattering (positive energy) states in the compound system. Energies and
widths are found for the states in the compound system, assuming that the channels specified
are only those of a nucleon coupled to a target nucleus, in which case the widths are partial
widths corresponding only to nucleon emission from the compound nuclear states.

3. Shell model considerations
While the spectrum of 16O requires a full 4h̄ω shell model for description [5], the ground
state found by Brown and Green is dominated by 0h̄ω and 2h̄ω components which correspond
approximately to those found from a pure (0 + 2)h̄ω shell model [7]. In that respect, we may
calculate the spectra of 17O and 17F in a (0 + 2)h̄ω model space, for the positive parity states,
and a (1+3)h̄ω model space for the negative parity states. In both sets of calculations all shells
from the 0s to the 0f1p are used, with all particles active. We calculate the spectrum using
OXBASH [10] with the WBP interaction of Warburton and Brown [11]. Any calculations of
transition rates between states in 16O to indicate the strength of the couplings, however, will
require a full 4h̄ω model space calculation to ensure a proper description of the 16O spectrum;
that is work in progress. The resultant spectrum, together with the known spectra for 17O and
17F [12], is shown in Fig. 1.

It is clear that the spectrum obtained from the shell model compares well with both spectra.
Discrepancies between the model spectrum and the known spectra may be due to limitations in
the model space and/or the underlying limitation on the ground state of 16O. Nevertheless, this
result serves to illustrate that the extreme single-particle picture of the mass-17 system is too
simplistic. It points to the need for a coupled-channel description of the nuclei, with as many
states in the target (16O) spectrum included in the coupling as possible.
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Figure 1. Spectra for 17O and 17F [12], with zero energy corresponding to the ground states
of each. The state labels denote 2Jπ.

4. MCAS considerations
The MCAS has been applied to n+ 16O, leading to compound states in 17O, using the vibrational
model and 5 target states in 16O, namely the ground state, the 0+2 state (6.049 MeV), the 3−1
state (6.130 MeV), the 2+1 state (6.917 MeV), and the 1−1 state (7.117 MeV). The parameters
for the Woods-Saxon functions used in the calculation are R0 = 3.15 fm, and a = 0.65 fm. The
potential parameters (positive and negative parity) are, in units of MeV,

V −
0 = −47.50;V +

0 = −50.50

V −
ll = 2.55;V +

ll = 0.00

V −
ls = 6.90;V +

ls = 7.20

V −
ss = 2.50;V +

ss = −2.0, (1)

with two deformation parameters, β2 = 0.21 and β3 = 0.42. To obtain the spectrum of 17F,
we add a Coulomb potential. Also, while Pauli blocking of the 0s and 0p 3

2
orbits have been

incorporated by the addition of the OPP, Paul hindrance [9] has also been included for the
higher orbits. In particular, this includes the 0p 1

2
orbit, to account for the ground state of

16O being 4h̄ω in character. It should be noted that the results presented herein from these
calculations are preliminary.

Fig. 2 shows the spectra of 17O and 17F as compared to the result obtained from MCAS.
Agreement with the known spectra is quite good, with the low-lying states well-reproduced.
Comparison to Fig 1 shows the results from MCAS agree well also with the results from the
shell model. Above the nucleon thresholds, the density of states make identification of states
difficult, though the trends in the groupings of states in the known spectra are reproduced.
Changes to the Coulomb potential parameters have little influence on the spectrum of 17F.

The low-energy neutron scattering cross section from 16O is shown in Fig. 3. It is clear
from Fig. 3 that the cross section to 300 keV obtained from MCAS is in agreement with the
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data. However, the resonance observed at 450 keV is not in the correct position; the MCAS
result places it at 1 MeV. That resonance corresponds to the 3/2− state in 17O. Further work is
continuing in order to understand this discrepancy. Work is also continuing on the low-energy
proton scattering cross sections with regards to states in 17F.

5. Conclusions
We have calculated the spectra of 17O and 17F from the shell model and also from MCAS. Results
of both models agree well with the known spectra. However, preliminary results for the neutron
scattering cross section from 16O, leading to states in the compound 17O does not reproduce the
resonances observed. Further work is being pursued to understand this discrepancy. This has
to be resolved before investigating the proton scattering cross sections, leading to states in 17F.
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research project 2009TWL3MX.

References
[1] Rolfs C 1973 Nucl. Phys. A217 29
[2] Arnett D 1996 Supernovae and nucleosynthesis (New Jersey: Princeton University Press)
[3] Karataglidis S and Bennhold C 1998 Phys. Rev. Lett. 80 1614
[4] Amos K, Canton L, Pisent G, Svenne J P and van der Knijff D 2003 Nucl. Phys. A728 65
[5] Brown G E and Green A M 1966 Nucl. Phys. 75 401
[6] Haxton W C and Johnson C 1990 Phys. Rev. Lett. 65 1325
[7] Karataglidis S, Dortmans P J, Amos K and de Swiniarski R 1996 Phys. Rev. C 53 838
[8] Canton L, Pisent G, Svenne J P, Amos K and Karataglidis S 2006 Phys. Rev. Lett. 96 072502
[9] Amos K, Canton L, Fraser P R, Karataglidis S, Svenne J P and van der Knijff D 2013 Nucl. Phys. A912 7

[10] OXBASH-MSU (the Oxford-Buenos-Aries-Michigan State University shell model code). A. Etchegoyen,
W.D.M. Rae, and N.S. Godwin (MSU version by B.A. Brown, 1986); B.A. Brown, A. Etchegoyen, and
W.D.M. Rae, MSUCL Report Number 524 (1986)

[11] Warburton E K and Brown B A 1992 Phys. Rev. C 46 923
[12] TUNL Nuclear Data Evaluation, http://www.tunl.duke.edu/nucldata/index.shtml

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 210



Firmware development for the upgrade of the Tile

Calorimeter of the ATLAS detector

C O Kureba and B Mellado

School of Physics, University of the Witwatersrand, Johannesburg 2050, South Africa

E-mail: Chamunorwa.Kureba@wits.ac.za

Abstract. The Large Hadron Collider is scheduled to be upgraded in the year 2022, in
order to increase its instantaneous luminosity. The High Luminosity LHC, also referred to
as upgrade Phase-II, means an inevitable complete re-design of the read-out electronics in
the Tile Calorimeter in which the completed new read-out architecture is expected to have
the front-end electronics transmit fully digitized information of the full detector to the back-
end electronics system. The back-end system will provide digital calibrated information with
greater precision and granularity to the first level trigger, thereby resulting in improved trigger
efficiencies. In Phase II, the current Mobile Drawer Integrity ChecKing (MobiDICK4) test-
bench will be replaced by the next generation test-bench for the TileCal super-drawers, the new
Prometeo (A Portable ReadOut ModulE for Tilecal ElectrOnics). The Prometeo’s prototype
is being assembled by the University of the Witwatersrand and installed at CERN for further
developing, tuning and tests. This note presents some details on the design of the Prometeo,
with particular emphasis on the firmware development for the Xilinx Virtex-7 XC7VX485T Field
Programmable Gate Array (FPGA), which is the backbone of its VC707 motherboard. Some
aspects are outlined on the VHDL hardware description language and the Xilinx Integrated
Software Enviroment design suite which are employed in the firmware development.

1. Introduction

At CERN, the European Organization for Nuclear Research, the fundamental structure of mat-
ter is being probed by scientists and engineers. The Large Hadron Collider (LHC) accelerates
and collides protons, and also heavy ions. The A Toroidal LHC Apparatus (ATLAS) [1] is one of
two general purpose detectors used for detecting the sub-atomic particles produced during these
high-energy collisions. The Tile Calorimeter (TileCal) [2] is the central hadronic calorimeter of
the ATLAS detector. The year 2022 has been scheduled to see an upgrade of the LHC in order
to increase its instantaneous luminosity. The High Luminosity LHC, also referred to as upgrade
Phase-II, means an inevitable complete re-design of the read-out electronics in the TileCal [3]
The completed new read-out architecture is expected to have the front-end electronics transmit
fully digitized information of the full detector to the back-end electronics system. The back-end
system will provide digital calibrated information with greater precision and granularity to the
first level trigger, thereby resulting in improved trigger efficiencies and background rejection.
The upper section of Figure 1 shows a schematic of the current front-end electronics while the
lower section depicts the equivalent electronics set-up for Phase-II upgrade. In the current
set-up, pipeline memories are used to store digitized data samples before they can be trigger-
selected. The read-out electronics systems in each superdrawer are daisy-chained, resulting in
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Figure 1. Top: Current front-end electronics; Bottom: Equivalent electronics for Phase-II
upgrade.

the sharing of a data connection to the Read-Out Driver (ROD). In the future electronics design,
each superdrawer has been divided into 4 minidrawers. One minidrawer hosts 12 PMTs and
1 daughter board. Each daughter board has one link to the super Read-Out Driver (sROD),
thereby reducing failure rate by 25% with respect to ATLAS. There are up to 48 PMTs in
one superdrawer, grouped in groups of 6 in a digitizer board. There are 16 digitizers for one
superdrawer, interfaced by 1 interface card. It is envisaged that the future electronics will have:

• a super Read-Out Driver (sROD), capable of receiving data at 40 MHz as opposed to the
current Read-Out Driver (ROD) which only handles 100 kHz,

• an increase in the number of point-to-point links with the front-end electronics,

• improved radiation tolerance,

• a higher read-out bandwith due to the need to read-out all sampled data to avoid corruption
in the front-end pipeline memories.

An evaluation of this new proposed architecture is currently being carried out in the
demonstrator project, where a small fraction of the detector (1/256) will be evaluated in test
beams and inserted into ATLAS at the next shutdown of the LHC. In Phase II, the current
Mobile Drawer Integrity ChecKing (MobiDICK4) system [4, 5] test-bench will be replaced by
the next generation test-bench for the TileCal superdrawers, the new Prometeo (A Portable
Read-Out ModulE for Tilecal ElectrOnics) [6]. The MobiDICK system faces challenges against
aging and new technologies [7]. The Prometeo is designed to certificate the TileCal front-end
electronics by performing multiple tests. The Prometeo’s prototype is being assembled by the
University of the Witwatersrand and installed at CERN for further developing, tuning and tests.

2. Prometeo

Figure 2 shows a schematic layout of the Prometeo. Prometeo has been designed to have the
ability to: read-out all channels at the LHC bunch crossing frequency, assess the quality of
data in real-time, diagnose malfunctions in each minidrawer, be self-contained and portable
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Figure 2. Schematic of the Prometeo.

for maintenance inside the detector, and be low-cost and scalable for network usage. Custom
firmware is being developed for the FPGA for it to control and manage the data read-out. The
Prometeo consists of several parts as follows:

• Main board: Xilinx VC707, Virtex-7 FPGA chip, 1 GB DDR3 RAM, two FMC connectors,
received through SFP on the mainboard,

• Dual QSFP FMC card for digital communication with 2 minidrawers,

• Analogue to Digital Converter (ADC) FMC card: for the digitization of data in the hyprid
demonstrator,

• High Voltage (HV) board: to turn on/off the HV and provide the -830 V voltage to power
on the photo-multipliers (PMTs),

• Light Emitting Diode (LED) board: to illuminate the PMTs,

• Commercial ATX power supply,

• Ethernet router,

• Aluminum enclosure: whose dimensions are 50 cm × 35 cm × 20 cm in terms of length,
width and depth, thickness of 3 mm and weight of 8 kg.

The design inherits features from the presently-used MobiDICK4 demonstrator. However, the
latter makes use of a Xilinx ML507 evaluation board, with a virtex-5 FPGA. Figure 3 shows the
upper and lower sides of the ADC board for Prometeo. This board was recently manufactured
in South Africa. The LED and HV boards were also manufactured in South Africa.

3. Firmware development

The Xilinx Integrated Software Environment (ISE) design suite [9] is being used to develop
firmware for FPGAs, where the coding language being used is VHDL. VHDL is the VHSIC
Hardware Description Language, where VHSIC, in turn, stands for Very High Speed Integrated
Circuit, which was a joint program between the US Department of Defense and IEEE in the
mid-1980s to research on high-performance Integrated Circuit (IC) technology. The ISE design
flow is illustrated in Figure 4. It comprises the following steps: design entry, design synthesis,
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Figure 3. ADC board for Prometeo.

design implementation and Xilinx device programming. The design verification, which includes
both functional verification and timing verification, takes place at different points during the
design flow.

(i) Design Entry: One creates an ISE project in which files are created and added to the
project, including a User Constraints File (UCF). Any existing files are assigned to the
project at this stage. Timing constraints, pin assignments, and area constraints are also
assigned

(ii) Functional Verification: One can verify the functionality of their design at different
points in the design flow as follows: Behavioral simulation (also known as Register Transfer
Level (RTL) simulation) is run before synthesis. Functional simulation (also known as
gate-level simulation) is run after ”Translate”, using the SIMPRIM library. After device
programming, one runs in-circuit verification. Behavioral simulation employs a high level
of abstraction to model the design. A behavioral design might, for example, contain
high-level operations, without containing specifics on how the design will be implemented.
Synthesis tools then take these behavioral designs and infer the actual gate structures and
connections to be used, generating a netlist description. Of the three simulation methods
(behavioral, structural, and timing), behavioral simulation runs the fastest but provides the
least design information. Behavioral simulation allows you to verify syntax and functionality
without timing information. During design development, most verification is accomplished
through behavioral simulation. Errors identified early in the design cycle are inexpensive
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Figure 4. Integrated Software Environment (ISE) design flow.

to fix compared to functional errors identified during silicon debug. After the required
functionality is achieved, structural and timing simulation methods can be implemented to
obtain more detailed verification data.

(iii) Design Synthesis: After design entry and optional simulation, one runs synthesis.
The ISE software includes Xilinx Synthesis Technology (XST), which synthesizes VHDL,
Verilog,or mixed language designs to create Xilinx-specific netlist files known as NGC files.
NGC files contain both logical design data and constraints. XST places the NGC file in the
project directory and the file is accepted as input to the Translate (NGDBuild) step of the
Implement Design process.

(iv) Design Implementation: After synthesis, one runs design implementation, which
comprises the following steps:

• Translate - merges the incoming netlists and constraints into a Xilinx design file,
• Map - fits the design into the available resources on the target device,
• Place & Route - places and routes the design to the timing constraints,
• Generation of Programming File - creates a bitstream file that can be downloaded to

the device.

(v) Timing Verification: One can verify the timing of their design at different points in the
design flow by running static timing analysis after Map and after Place & Route. Timing
simulations are performed after Map (for a partial timing analysis of CLB and IOB delays)
and after Place and Route (for full timing analysis of block and net delays)

(vi) Xilinx Device Programming: This is done through creating a programming file (BIT) to
program the target FPGA. The next step is to generate a PROM or ACE file for debugging
or to download to one’s device. Optionally, one may also create a JTAG file. Finally, one
uses iMPACT to program the device with a programming cable.

The Prometeo firmware is being designed to perform both linearity and stability tests on
each of the following:

• Charge Injection System (CIS)
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• High Voltage (HV)

• Integrator

• Pedestal

These results are used for diagnosis of faulty PMTs, 3 in 1 cards, mainboards, daughter
boards, optical links and analogue cards.

4. Conclusion

The Prometeo’s prototype is being assembled by the University of the Witwatersrand and
installed at CERN for further developing, tuning and tests. Firmware development for the
Virtex-7 FPGA in Prometeo is ongoing, having been successfully completed for the Virtex-5
FPGA in the mobiDICK4 system and also for the Virtex-6 FPGA.
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Abstract. The Higgs boson discovered in 2012 by the ATLAS and CMS experiments at the
LHC has been shown to couple to bosons through it’s discovery channels. The emphasis since
the discovery has since shifted to measurements of its properties. The direct observation of the
coupling of the new boson to fermions is of particular importance for determination whether
it is indeed the Higgs boson predicted by the Standard Model. A review of the search for the
Higgs boson through its decay into b-quark and muon pairs is given.

1. Introduction
The discovery of a particle with a mass of 125.5 GeV by the ATLAS [1] and CMS [2] exper-
iments in 2012 is one of the great successes of the Large Hadron Collider program (LHC) at
CERN. The observation was made through the bosonic decay channels H → γγ, H → ZZ and
H →WW , indicating that the new particle was itself a boson. Subsequent measurements of its
properties focused on the bosonic decay modes due to the better resolution in those channels,
but an important question remained: whether or not the new particle also coupled to fermions.

The non-zero vacuum expectation value of the Higgs field spontaneously breaks the elec-
troweak symmetry of the Standard Model (SM), imparting mass on the weak vector bosons and
generating a massive scalar boson in the process. The single Higgs field predicted within the
framework of the SM also bestows mass on the fermions through their Yukawa coupling, with
a strength proportional to their masses. Evidence of these couplings and measurement of their
strengths is therefore necessary for determining whether the newly-discovered particle is indeed
the SM Higgs boson.

The dominant Higgs production mechanism at the LHC is gluon-gluon fusion (ggF), a process
that proceeds through a top quark loop and is therefore an indirect probe of the coupling of
the Higgs to the top quark. Additional production mechanisms are vector boson fusion (VBF)
which has a signature of two well-separated jets; associated production with a vector boson (VH)1

where one can trigger on the resulting signature from the V decay; and associated production
with a pair of top quarks (tt̄H) whose decays give b-tagged jets, leptons and missing transverse
momentum in the detector. Values of the cross sections for a 125 GeV Higgs boson at 7 and 8
TeV centre of mass energy are shown in table 1 below:

1 also called Higgs-strahlung
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Process σ7 TeV (pb) σ8 TeV (pb)
ggF 15.13 19.27
VBF 1.22 1.58
WH 0.58 0.70
ZH 0.34 0.42
tt̄H 0.09 0.13

Table 1: Production cross sections for 125 GeV Higgs boson at 7 and 8 TeV centre of mass
energy at the LHC.

The final production mechanism, tt̄H, allows us to directly probe the top Yukawa coupling via
the various decay channels, though it has the smallest production cross section. Coupling of the
Higgs to the down-type fermions, however, requires direct observation of their decays, though
these channels are particularly challenging at hadron colliders, and require very high performance
reconstruction of objects (electrons, muons, tau leptons, jets and the missing transverse energy).
The ATLAS experiment has performed searches in the H → ττ [3], H → bb̄ [4, 5], and H → µµ
[6] fermionic decay channels. The H → ττ channel is covered in detail by K. Bristow in this
same conference, and an overview of the H → bb̄ and H → µµ analyses is given here.

2. The ATLAS Detector
The ATLAS detector [7] is a multipurpose system of particle detectors with a forward-backward
symmetric cylindrical geometry and near 4π solid angle coverage. It is composed of 3 core
systems arranged in a barel-plus-endcaps format2. The inner detector (ID), covering the
pseudorapidity range |η| < 2.53, consists of a silicon pixel detector, a silicon microstrip
detector (SCT) and a transition radiation tracker (TRT) within the |η| < 2 range. The ID is
surrounded by a thin superconducting solenoid providing a 2 T magnetic field. A high granularity
lead/liquid argon (LAr) sampling electromagnetic calorimeter covers the region |η| < 3.2 while
a steel/scintillator-tile calorimeter provides hadronic coverage within |η| < 1.7. A Copper-LAr
hadronic calorimeter is used in the end-cap region 1.5 < |η| < 3.2. In the forward region,
3.1 < |η| < 4.9, a copper-LAr electromagnetic calorimeter and a copper/tungsten-LAr hadronic
calorimeter for a full energy measurement. Finally, the muon spectrometer (MS) surrounds
the calorimeters, consisting of three large air-core superconducting toroid magnets, precision
tracking chambers providing accurate muon momentum measurement out to |η| < 2.7, and
additional detectors for muon triggers in the region |η| < 2.4.

3. Search for V H → bb̄
At 57.7%, H → bb̄ has the highest branching ratio of all Higgs decays for a 125 GeV Higgs
boson, but only associated production channels are possible at hadron colliders due to the large
multijet background. At ATLAS we focus on the VH and tt̄H channels separately; here we
discuss the V H → bb̄ results, with the tt̄H → bb̄ results in section 4.

The V H → bb̄ analysis covers both 2011 and 2012 LHC data, with 4.7 fb−1 at 7 TeV and 20.3
fb−1 at 8 TeV. The analysis follows a cut-based approach, with a profile likelihood fit to the mbb

2 The barrel-region detectors are arranged in concentric cylinders parallel to the beam axis, while the endcap
detectors are disks oriented perpendicular to the beam axis.
3 In ATLAS, the positive x-axis is defined as pointing from the interaction point to the center of the LHC
ring, the positive y-axis is defined as pointing upwards, and the positive z-axis corresponds to protons running
anticlockwise. The polar angle θ is measured from the beam axis (z-axis), the azimuthal angle φ is measured in
the transverse (xy)-plane, and the pseudorapidity is defined by η = − log(tan(θ/2)).
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invariant mass, and events are categorised by the number of high pT isolated leptons into the 0,1,
or 2 lepton channel, depending on the vector boson decay channel (Z → νν, W→ `ν, and Z→ ``
respectively). All selected events for the analysis require exactly two b-tagged jets, with a pT
of 45 (20) GeV for the leading (sub-leading) jet. At most there may be one extra jet in the event.

In the 0 lepton channel, no leptons passing the ”loose” identification criteria are allowed,
with the Emiss

T > 120 GeV, track-based pmiss
T > 30 GeV, and a directional requirement matching

the Emiss
T and pmiss

T .4 For the 1 lepton channel, the lepton is required to pass the ”tight” iden-
tification criteria, a Emiss

T > 25 GeV cut is applied, and the transverse mass of the W boson is
required to be between 40 and 120 GeV. In the 2 lepton case we require 1 medium and 1 loose
leptons of same flavour but opposite sign, a dilepton invariant mass within 18 GeVof the Z boson
mass, and Emiss

T < 60 GeV. Control regions are defined as events with only one b-tagged jet, or
events with two different-flavour leptons (top control region).

Events are sub-categorised in bins of vector boson pT and jet multiplicity, with topologi-
cal requirements to reduce the backgrounds in the different bins individually and thus increase
overall sensitivity. A global fit is performed on the bb̄ invariant mass distributions in the signal
regions and the event yields in the different control regions. Systematics contributing to the
overall uncertainties originate from tt̄ background modelling uncertainties, the two to three jet
ratio, vector boson pT, c-jet tagging efficiencies, multijet normalisations and signal acceptance,
and amount to about 3% on the background and 12% on the signal after the fit. A separate
diboson fit using the same configuration as the Higgs signal is performed to extract the signal
strength parameter µV Z from V Z → bb̄ decay and validate the analysis method, with a result
of µV Z = 0.9± 0.2, consistent with the SM.

Figure 1 shows the 95% CL upper limits [8, 9, 10] on the Higgs boson production cross section
in the range 110 - 150 GeV for this channel. No significant excess is observed, with a best-fit
signal strength of µ = 0.2±0.5(stat.)±0.4(syst.). The observed (expected) 95% CL upper limit
on the V H → bb̄ signal strength for a 125 GeV Higgs boson is set as 1.4 (1.3) times the SM
production cross section.

4. Search for tt̄H → bb̄
In the tt̄H → bb̄ channel, a multivariate analysis on 20.3 fb−1 of 8 TeV LHC data is performed
to discriminate the signal from the overwhelming tt̄+ jets background. Events are categorised
by number of high pT leptons (1 or 2), allowing for events where one of the W bosons decays
either hadronically or leptonically (the other W boson is always required to decay leptonically).
The events are further classified depending on their jet and b-tagged jet multiplicities; In the
single lepton channel nine independent regions are considered, requiring at least 4 jets where at
least 2 of which are b-tagged, while six independent regions cover the dilepton channel, where
at least 2 jets with at least 2 b-tags are required.

Events are selected that contain either 1 or 2 leptons with pT greater than 25 GeV (or 15
GeV for the sub-leading lepton in the dilepton channel). Additionally, in the dilepton channel
further cuts are applied to suppress contributions from resonances such as the J/ψ, Υ and Z
that decay to lepton pairs. No requirement on the Emiss

T is made, since after all the selections

4 The track-based transverse missing momentum, pmiss
T , is the transverse momentum calculated solely from tracks

in the ATLAS Inner Detector originating from the hard scatter vertex. It is almost completely decoupled from
the calorimetric Emiss

T measurement and independent of the effects of pileup, making it a good complement to
the Emiss

T measurement and a useful tool for rejecting events with fake Emiss
T .
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the sample is dominated by tt̄+ jets in both channels.

Signal-rich regions, depending on their jet multiplicities, are defined according to their S/
√
B

ratio, combining events with both e and µ flavours of leptons. The signal-rich regions are the (5j,
≥4b), (≥6j, 3b) and (≥6j, ≥4b) regions for single lepton events, and (≥4j, 3b) and (≥4j, ≥4b)
regions for dilepton events.5 In these regions, a neural network (NN) is used to discriminate
signal from background, while in the other, signal-depleted regions, the scalar sum of the jet pT
Hhad
T (jet and lepton pT HT in the dilepton channel) is used due to the lower sensitivity. The

NNs are built using the NeuroBayes package [11], with 10 variables entering the discriminant to
give a close-to-optimal signal-to-background separation. The variables used cover object kine-
matics, global event variables, event shape and object pair properties, and those used in one
region are required to be well described by Monte Carlo simulations in other regions too.

A simultaneous binned likelihood fit to the discriminants of each of the analysis regions (NN

output in the signal-rich regions, and H
(had)
T in the signal-depleted regions) is performed under

the signal-plus-background hypothesis, to extract the signal strength parameter µ (which is al-
lowed to float freely in the fit but required to be equal in all fit regions). Dominant systematics
are due to the normalisation of the tt̄ + heavy flavour background, flavour tagging efficiencies,
tt̄ reweighting and the jet energy scale, and amount to around 7% on the signal and 20% on the
background after the fit.

The fitted signal strength for a 125 GeV Higgs boson in the tt̄H → bb̄ channel is found to be µ
= 1.7 ± 1.4, and a signal 4.1 times larger than predicted by the SM is excluded at 95% CL (the
expected exclusion limit is 2.6 larger). The post-fit event yields per bin ordered by log(S/B)
are shown for all bins and both channels combined in figure 2, where the signal is normalised to
the best-fit value of µ.

5. Search for H → µµ
Finally, a search spanning the ggF, VH and VBF production mechanisms is conducted on 24.8
fb−1 of 7 and 8 TeV data in the µµ decay channel, the only channel currently available for
measuring the Higgs coupling to second generation fermions. This channel provides a clean
final state, but suffers from a very small branching ratio (0.0219%) and large SM backgrounds.
Exactly two muons are selected in the final state, with pT> 25 (15) GeV for the leading (sub-
leading) muon, and events are required to have Emiss

T < 80 GeV to suppress tt̄ and diboson
backgrounds.

To maximise sensitivity to the Higgs signal, 7 mutually exclusive categories are defined.
Events with two forward jets with an invariant mass greater than 500 GeV, |ηjet1 − ηjet2| > 3,
and ηjet1 × ηjet2 < 0 are selected for the VBF category, based on the resulting dijet signature
from the VBF production (events with jets identified as originating from a b-quark are vetoed).
The events that are not selected for the VBF category are then classified using pT

µµ into low
(pTµµ < 15 GeV), medium (15 < pTµµ <50 GeV) and high ( pTµµ > 50 GeV) regions. Each
category is then further divided into two categories - central and non-central (based on the |η|
distributions of the two selected muons) - to exploit the more precise muon pT measurement in
the central region.

A binned maximum likelihood fit is simultaneously performed on the mµµ distribution in

5 (xj, yb) implies events with x jets, of which y are b-tagged.
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each category, though separate distributions are used for the 7 and 8 TeV data samples. The
background PDF for the pTµµ categories is defined as the sum of a Breit-Wigner (BW) function
convolved with a Gaussian, and an exponential function divided by (mµ1µ2)3. For the VBF
category, the product of a BW and an exponential function is used. For all categories, the mean
and width of the BW peak are fixed to the world average values for those of the Z boson, of
mBW = 91.2 GeV and ΓBW = 2.49 GeV. The signal PDF is obtained from Higgs MC samples
with ggF, VBF and VH processes combined, and is parametrised as a sum of a Crystal Ball and
Gaussian PDF.

Main systematic uncertainties for the number of expected signal events include the uncer-
tainty on the H → µµ branching ratio (±7%), QCD scale and PDF predictions (±8 % each
for ggF) and the ggF uncertainty in VBF (±22 %). Experimentally, the dominant sources of
uncertainty come from the luminosity estimation, of ±1.8% for 7 TeV data, and ±2.8% for 7
TeV data, and the jet energy scale ∼ 4.5% (VBF).

The invariant dimuon mass spectrum mµµ is shown in figure 3 for both 7 and 8 TeV data
combined. No evidence for a narrow peak in the mµµ distribution is observed. A 95% CL upper
limit on the signal strength for a 125.5 GeV Higgs boson is set at 7.0 times the SM prediction,
where 7.2 is expected. Assuming a Higgs boson mass of 125.2 GeV and the SM production cross
section, the 95% CL upper limit on the H → µµ branching ratio is set at 1.5× 10−3

6. Conclusions
A search for the Standard Model Higgs boson of mass 125 GeV through its fermionic decay
channels has been performed using 7 and 8 TeV data from Run 1 at the LHC. In the V H → bb̄,
tt̄H → bb̄ and H → µµ channels, no significant excesses were observed over the background,
with observed (expected) limits of 1.4 (1.3), 4.1 (2.6) and 7.0 (7.2) × SM respectively. Overall,
the results show no significant deviations from the Standard Model, and we look forward to
final updated results on the Run 1 analyses and to the higher energy regime that will be probed
during the LHC Run 2.
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Figure 1: 95% CL upper limits on the Higgs
boson production cross section in the range
110 - 150 GeVfor the V H → bb̄ channel.

Figure 2: Post-fit tt̄H → bb̄ event yields
per bin ordered by log(S/B) for all bins
and both channels combined. The signal
is normalised to the best-fit value of µ.

Figure 3: Invariant dimuon mass spectrum
mµµ for 7 and 8 TeV data combined.
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Abstract. Ukrainian Polystyrene-based plastic scintillator (UPS923A) samples manufactured 

by the Institute of Scintillating materials in Ukraine were investigated using Raman scattering 

techniques. Three irradiated samples of the same type (UPS923A) from the Minimum Bias 

Trigger scintillator (MBTS) taken from three different positions: Top (T1), Bottom 1 (B1) and 

Bottom 2 (B2) in the ATLAS detector were investigated. And compared to an un-irradiated 

sample (D1) of the same type and a 40 MegaGy UPS923A irradiated sample. The aim of this 

investigative project was to understand how the molecular structures of plastic scintillators are 

damaged due to high energy collisions at LHC using Raman scattering techniques. It was also 

to observe if there are any variations in the molecular damage of the plastic at different 

positions in the MBTS. It was found that the Raman spectra of the irradiated samples at three 

different positions in MBTS are similar in shape and have similar peaks, thus the extent of the 

molecular damage at this positions is not easily distinguishable between the samples. It was 

also observed that the intensities of the Raman spectra peaks of irradiated samples are smaller 

in magnitude than the intensities of the peaks in the un-irradiated sample, thus bond breaking 

occurred during radiation interactions to decrease the amount of specific species in the 

molecular structure of the plastic. The 40 MegaGy irradiated sample Raman spectrum shows 

extensive molecular damage. Using Raman scattering analysis, it was observed that the 

benzene rings in UPS923A molecular structure was damaged due to radiation. 

1. Introduction

The Tile calorimeter of the ATLAS (A Toroidal LHC Apparatus) experiment at CERN, in Geneva 

uses plastic scintillators as one of its detection systems to detect high energy proton-to-proton 

collisions happening inside the Large Hadron Collider (LHC). The ATLAS experiment is also used to 

detect high energy particles such as the Higgs bosons and thus these experiments will help in the 

understanding of how these particles behave and to determine which role they have played in the 

formation of the universe. In July 2012 the ATLAS team announced their discovery of these particles. 

The ATLAS detector has few different detector systems, some of them are: Minimum Bias Trigger 

Scintillators, Zero-Degree Calorimeter, Luminosity Cherenkov Integrating detector and the ALFA 

Roman pots. It thus uses two minimum bias trigger scintillators (MBTS). These MBTS detectors are 

installed in a forward calorimeter cryostats located approximately 3.6 m away from the collision point 

[1]. 
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The MBTS detectors are designed in such a way that they contain 16 alternating 2cm polystyrene 

scintillators separated by metal plates each and connected to a nominal center consisting of two rings 

(inner and outer) [1]. 

It is very important to understand how MBTS detectors are damaged by radiation as this would 

affect the data collected. Therefore studies have been conducted in this subject by ATLAS teams in 

different countries around the world. New plastic scintillators have been proposed as a replacement of 

the old one since the ATLAS detector at LHC is undergoing upgrades. As a result a more radiation 

resistant plastic scintillator has to be chosen as a replacement to improve the quality of the collected 

data [1]. 

Polystyrene Based Plastic Scintillators (UPS923A) was manufactured by the Institute of 

Scintillating Materials in Ukraine. These plastic scintillators have a high radiation hardness compared 

to PVT (Polyvinyltholuene). And also they do not degrade naturally. They are made of polystyrene 

which contains 2% PTP (1, 4-diphenylbenzene) and 0.03% POPOP (1, 4-di-(5-phenyl-2-oxazolyl) 

benzene) [2]. 

This study was conducted using three irradiated UPS923A samples from the MBTS detector found 

on the Tile calorimeter and a 40 MegaGy irradiated UPS923A sample. These samples were irradiated 

in situ. These samples are then compared to an un-irradiated UPS923A sample. This study uses 

Raman scattering as a tool to understand how the molecular structure of the plastic scintillator have 

been destroyed. The three irradiated samples were taken from the top and bottom positions in the 

MBTS detector. This study will help in identifying any differences between the samples in terms of 

radiation damage in the molecular level of the plastic. Thus this study will help in the ATLAS 

upgrades as it outlines how UPS923A scintillator becomes damaged due to radiation at different levels 

in the MBTS detector. This investigation is more concern about the molecular damage of the plastic. 

Therefore it will help in determining how strong UPS923A scintillator is. 

2. Experimental procedure

Raman spectroscopy is one of the light scattering methods used to investigate the molecular structures 

of materials without disturbing the material’s molecular packaging [3]. 

     A Raman microscope called Horiba Lab Ram manufactured by Horiba Scientific through Jobin 

Yyou technologies was used to get the data for Raman spectra of each sample. An Argon (green) laser 

with wavelength of 574nm was used to cause Raman-effect in all the samples except for the 

40MegaGy sample. For this sample a 785 nm laser was used instead. A silicon sample was used as a 

reference to find the reference spectrum. The data collected from Horiba Lab Ram microscope was 

then used to plot the different Raman spectra for all the samples. 

3. Raman spectra analysis for each sample

The Raman spectra for each sample were plotted in order to be able to observe the change in the 

molecular structure of each sample. This will help in the understanding of how UPS923A plastic 

scintillator responds to radiation. And also to investigate which bonds are broken during radiation and 

how these changes affect the scintillation mechanism of the plastic scintillator. Thus the Raman 

spectra for all the irradiated samples are compared to the un-irradiated sample Raman spectrum to 

investigate the changes that occurred. Also the peak intensities give a clue on how the plastic 

scintillator becomes damaged due to radiation. 
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Figure 1. Raman spectra of all irradiated sample from the Tile calorimeter compared to an equivalent 

un-irradiated sample (see text). 

Red represents D1 (un-irradiated sample), Brown represents B2 (2nd bottom irradiated sample), 

Green represents T1 (top irradiated sample) and Blue represent B1 (bottom irradiated sample). Figure 

1 shows the Raman spectra of the irradiated samples and those spectra have numbered peaks 

intensities which are defined in Table 1. 

Using Figure 1, it can be argued that the spectrum of each sample in the MBTS detector, at each 

position: 1
st
 bottom (B1), 2

nd
 bottom (B2) and top (T1) irradiated samples have similar Raman spectra 

shape as the Raman spectra of un-irradiated D1 sample. All these samples have 13 peaks in their 

Raman spectra. It is also noted that the peaks intensities for D1 un-irradiated sample Raman spectrum 

are larger than that of the irradiated samples, which suggest that some bonds in the plastic scintillator 

before irradiation were broken. 

It can be noted that the molecular structure of irradiated samples and the un-irradiated sample 

compared is the same. Thus the peaks of D1, B1, B2 and T1 have the same wavenumber and therefore 

have the same functional group in each sample. But the intensities of the peaks for each irradiated 

samples are different from the intensities of the un-irradiated sample. Looking at Figure 3, it can be 

seen that peak 2 of D1 has smaller intensity compared to peak 2 of B1, B2 and T1, which suggest that 

the irradiated samples have more δ (CC) aliphatic chains compared to the un-irradiated sample.     

Looking at peak 5, it can be seen that the intensity of this peak in D1 is very high compared to 

intensities of the same peak in the irradiated samples. These suggest that there is a depletion of ν (CC) 

aromatic ring chains after irradiation, thus bonds were broken in the benzene ring. But when B1, B2 

and T1 are compared to each other, it is noted that radiation damage is not constant in MBTS detector 

since their peak intensities are not equal (see Figure 3). 

Using Figure 2, it can be noted that the Raman spectrum of UPS923A 40 MegaGy sample is 

different from the other Raman spectra of the samples from MBTS detector. Again using Figure 2, it 

can be seen that all the peaks in the Raman spectra ranges from 700-900 cm
-1

. This region corresponds 

to the ν (CC) alicyclic, aliphatic chains vibrations region when using Horiba Raman band analysis 

(refer to [4] and Table 1) for comparison. This suggests that the benzene ring was completely 

destroyed, thus that the material was extensively damaged by radiation. This also tells us that as the 

radiation dose is increased, radiation damage increases, thus more bonds are destroyed in the 

molecular structure of the plastic scintillator. 
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Table 1. Peak analysis using Horiba Raman Analysis Table [5] for all samples. 

Assigned 

Peak 

number: 

Functional 

group/vibration 

Region 

In per 

cm 

Peak 

Wavenumber 

in per cm 

Raman 

1,2,6,7,8 δ(CC) aliphatic 

chains 

250-

400 

221.334 strong 

3,4 ν(CC) alicyclic, 

aliphatic chains 

vibrations 

600-

1300 

621.92 medium 

5 ν(CC) aromatic 

ring chain  

vibrations 

 1000 1003.73 Strong/medium 

9 δ(CH2) δ(CH3) 

asym 

1400-

1470 

1449.52 medium 

10 ν (C=C) 1500-

1900 

1603.65 strong 

11,12 ν (C-H) 2800-

3000 

2851.61 strong 

13 ν (=(C-H)) 3000-

3100 

3053,72 strong 
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Figure 2. Raman spectrum for UPS923A 40 MegaGy sample. 

Figure 3. Compared peak intensities of all samples (see text). 

Red represent D1 (un-irradiated sample), Blue represent B1 (1
st
 bottom irradiated sample), Purple 

represent T1 (top irradiated sample) and Orange represent 40 MegaGy irradiated sample. 

It can be noted that the peaks intensities of B1, B2 and T1 are not the same, which suggest that 

radiation damage in the MBTS detector is not constant; it depends on where the plastic scintillator is 

located. According to Figure 3, the bottom sample (B1 and B2) was damaged more than the top (T1) 

sample plastic scintillator from MBTS detector. It can be noted that the peak intensities for peak 

1,2,3,4,6,7,8,9,10,11,12,13 of B1 are smaller than those of T1 and B2. These suggest that the radiation 

damage in B1 is greater than the radiation damage of the same type of plastic scintillator at position 

B2 in MBTS detector.  
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4. Summary

 Radiation damage in the MBTS detector is not constant; it depends on the position of the plastic 

scintillator relative to action or collision point. This can be supported by the differences observed for 

the peaks intensities of B1, B2 and T1. Therefore, it has been observed that B1 (bottom irradiated 

sample) becomes damaged more than the other plastic scintillator samples taken from the top position. 

This suggests that radiation damage to plastic scintillators depends on the amount of radiation 

exposure, that is, the higher the radiation exposure the more the plastic scintillator becomes damaged. 

By comparing the 40 MegaGy sample with the other samples from MBTS detector, it can be 

observed that radiation damage destroys the molecular structure of plastic scintillators and the extent 

of the damage depends on the amount of radiation concern. It is also observed that the benzene ring in 

plastic scintillator’s molecular structures is one of the highly destroyed functional groups and this 

observation is consistent with theoretical literature. This can be supported by the high difference 

between the peak intensities of peak 5 for each sample from MBTS detector compared to an un-

irradiated equivalent sample D1. This suggests that these samples molecular structures are destroyed 

due to radiation damage. For the 40 MegaGy irradiated sample, the benzene ring is entirely destroyed 

due to radiation. 

UPS923A plastic scintillator is relatively stronger as it can be seen in the results, that the benzene 

rings are not completely destroyed. This means that the plastic scintillator can still undergo 

scintillation process. But this will depend on the amount of radiation exposed. 

References 

[1] ATLAS Experiment,[Online].Available: http://atlas.web.cern.ch/Atlas/Collaboration/.[Accessed 

18 March 2014]. 

[2] Artikov A, Budagov A, Chirikov-Zorin I, Chokheli D, Lyablin M, Bellettini G, Menzione A, 

Tokar S, Giokaris N, Manousakis-Katsikakis A 2005 Properties of the Ukrainian 

Polystyrene-Based Plastic Scintillator UPS923A (Dzhelepov Laboratory of Nuclear 

Problems, Dubna) p.16  

[3] Long D 2002 Survey of Light-scattering Phenomena The Raman Effect (West Sussex, 

John Wiley & Sons Ltd) chapter 1 pp 3–71 

[4] LabRam Horiba, “Products: LabRam band Analysis’’,[Online]. 

Available:http://www.horiba.com/fileadmin/uploads/Scientific/Documents/Raman/bands.pdf

. [Accessed 18 March 2014]. 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 228

http://atlas.web.cern.ch/Atlas/Collaboration/.%5bAccessed


Measurement of Higgs production in association with

high pT jets with the ATLAS detector
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Abstract. The first measuremet of the differential cross section of the Higgs boson, performed
in the diphoton decay channel, is presented. The dataset used corresponds to 20.3 fb−1 of proton-
proton collisions at the center of mass of 8 TeV, produced by the LHC and collected by the
ATLAS detector in 2012. With its high signal selection efficiency the diphoton decay channel
is well suited to probe the underlying kinematic properties of the signal production and decay.
Measurements for several diphoton and jet distributions are made for isolated photons within
the geometric acceptance of the detector and they are corrected for experimental acceptance
and resolution. Results are compared to theoretical predictions at the particle level. Prospects
for Run 2 are discussed.

1. Introduction

In the Standard Model, SM, of electro-weak, EW, and strong interactions, there are four types
of gauge vector bosons (gluon, photon, W and Z) and twelve types of fermions (six quarks and
six leptons) [1, 2, 3, 4]. These particles have been observed experimentally. At present, all the
data obtained from the many experiments in particle physics are in agreement with the Standard
Model. In the Standard Model, there is one particle, the Higgs boson field, that is responsible
for giving masses to all the elementary particles [5, 6, 7, 8]. In this sense, the Higgs particle
occupies a unique position.

In July 2012 the ATLAS and CMS experiments reported the discovery of a boson, a Higgs-
like particle with a mass mH ≈ 125 GeV based on the data accumulated during 2011 and part
of 2012 periods [9, 10]. It is also relevant to note that no additional Higgs bosons with couplings
as in the Standard Model have been observed in the range of mH < 600 GeV.

The interest of the community has now shifted towards understanding the properties of the
newly discovered boson. One of the relevant aspects is the production of the Higgs boson in
association with high transverse momentum, pT , hadronic jets. Together with the exploration
of inclusive kinematics these measurements are a test of the SM. Some of these observables are
sensitive to physics beyond the SM. Ultimately, the detailed measurement of the Higgs boson
in association with jets will help improve the uncertainty of this important background to the
extraction of the Vector Boson Fusion (VBF) mechanism. This production mechanism entails
the scattering of two energetic quarks that exchange a weak boson. This weak boson radiates a
Higgs boson. This production mechanism displays two high pT jets at leading order and with a
very particular topological configuration. Presence of admixtures of nomalous couplings in the

1 E-mail: Bruce.Mellado@wits.ac.za
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HV V, V = Z,W vertex would lead to the distortion of the kinematic pattern, opening a window
of opportunity to potentially observe physics beyond the SM [11, 12].

The results shown here are the first of their kind and were reported by the ATLAS
collabotation in Ref. [13]. In section 2 the event selection, definition of fiducial cuts and a
summary of the systematic errors are described. In section 3 the unfolding procedure is briefly
outlined. Section 4 shows differential cross-section distributions for relevant observables. The
note is concluded with a brief summary and conclusions in section 5.

2. Event Selection and Systematic Errors

The event and object selection used in this analysis follow closely the approach of earlier ATLAS
analyses. This includes the generation of Monte Carlo (MC) events. Events are recorded
using a diphoton trigger with an efficiency above 99% with respect to the offline selection,
requiring two energetic clusters that match criteria according to expectations for photon-induced
electromagnetic showers. One of the clusters must have transverse energy, ET , greater than
35 GeV, and the other one must be greater than 25 GeV. They must lie within the fiducial
acceptance of |η| < 2.37, where η is the pseudorapidity, excluding the transition region between
the barrel and endcap calorimeters, 1.37 < |η| < 1.56. Basic data quality requirements ensure
that all necessary components of the detector are operational. Each photon of the pair must
further satisfy isolation requirements for the inner detector and calorimeter. The total energy
in a cone around the photon of ∆R < 0.4 must be less than 6 GeV.

MC generation is an important element to the analysis. Particle level description of the
final state is defined after the process of hadronization in the MC. The particle level fiducial
definition is chosen to mirror the event selection in data. This minimizes the extrapolation
from detector level to particle level quantities. The selection criteria are as follows: the two
highest-ET , isolated final state photons, within |η| < 2.37 and with 105 GeV < mγγ < 160 GeV
are selected. Note that the transition region between the barrel and endcap calorimeters is
not removed in this definition. After the pair is selected, the same cut on ET /mγγ is applied
as in the event selection in data: ET /mγγ > 0.35(0.25) for the higher-ET (lower-ET ) photon.
The isolation criterion is defined as follows: the sum of the pT of all stable particles excluding
muons and neutrinos is required to be less than 14 GeV within ∆R < 0.4 of the photon. This
requirement was found to correspond approximately to the calorimetric isolation cut of 6 GeV
at reconstruction level.

Jets are selected both at particle and reconstruction level, using the anti-kt algorithm with a
distance parameter of R = 0.4. At reconstruction level, the inputs are clusters of energy in the
electromagnetic and hadronic calorimeters. At particle level all stable particles excluding muons
and neutrinos serve as input. The jet must have transverse momentum exceeding 30 GeV, and
rapidity |y| < 4.4.

A comprehensive set of systematic uncertainties are considered. This is comprised of three
groups:

• Uncertainties on the signal yield. These include systematics on the luminosity, trigger and
isolation efficiencies.

• Uncertainties on photon energy resolution.

• Migration uncertainties. These include the jet energy resolution, jet energy scale, the jet
vertex fraction 2 and jets from pileup

A summary of the size of all uncertainties considered and those that are neglected can be found
in Ref. [13].

2 The jet vertex fraction is introduced as a measure to quantify the probability that a jet originates from the
primary vertex and not from other collisions in the event.
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3. Unfolding Procedure

The data yields extracted are corrected for detector effects using bin-by-bin factors. These are
derived as the ratio of the yields from particle level to reconstruction level from simulated Higgs
boson events, according to the SM expectation. In each bin,

ci = nParticle level
i /nReconstructed

i (1)

is used to correct the extracted signal yield obtained in the data. This unfolding procedure
corrects for all efficiencies, acceptances, and resolution effects. The correction factors range
from 1.2 to 1.8, and include the extrapolation (about 20%, across all bins and observables) over
the small region in rapidity (see section 2) excluded from reconstructed photon candidates. The
method is formally unbiased provided that cMC = cData. In practice, the requirement to use
this method is that the purity of events reconstructed into the same bin in which they were
generated should not be significantly below 50%.

The application of the unfolding coefficients defined in expression 1 assumes that the Higgs
is produced as predicted by the SM. This feature of the measurement unavoidably results in
the generation of certain biases. These biases need to be quantified and can be classified into
sample composition and shape. Four groups of variations that are orthogonal to each other, are
considered:

• Apply scale factors to the various production mechanisms according to measurements of
their signal strengths at ATLAS. This check ensures that assuming the SM with regards to
the relative rate of various production mechanisms does not generate significant biases.

• Impact of missing higher order perturbative corrections in gluon-gluon fusion production.

• Disable multi-parton interactions to test the impact of the modelling of the underlying
event.

• Reweight the combined SM prediction in pγγT and |yγγ | or pj1T spectra (see section 4) to
match the unfolded results in these variables. This check ensures that the shape of the
differential distribution predicted by the SM does not bias the measurement.

A complete study of these biases is reported in Ref. [13]. Overall, the measurement is
dominated by statistical uncertainties. At this point in time model dependencies do not play a
critical role.

4. Results

Figure 1 displays the measured differential cross-sections for inclusive observables: the Higgs
boson candidate transverse momentum, pγγT , its rapidity |yγγ | and the helicity angle |cos(θ∗)|.

The lower right plot displays the transverse momentum of the leading jet in the event, pj1T .
Figure 2 shows the results of jet-related quantities: the exclusive rate of jets for events with up
to three jets, the ratio of the exclusive rate to the inclusive rate, σi/σ≥i, the azimuthal angle
difference between the two leading jets in the event, ∆φjj , and the transverse momentum of the

di-photon and di-jet system in events with at least two jets, pγγjjT .
Results are reported for the region of the phase-space described in section 2. The results

are compared to MC predictions with the SM expectation. All predictions were generated at
mH = 126.8 GeV, the central value of the measured Higgs boson mass in the diphoton channel
by ATLAS. For the gluon-gluon fusion mechanism three different predictions are considered:
Higgs boson production at NLO POWHEG [14], Higgs boson + 1 jet from MINLO [15] at NLO,
and HRes at NNLO+NNLL [16]. The POWHEG prediction is shown for all 8 observables. HRes
is presented for pγγT and |yγγ |, and MINLO is used for the remaining 6 observables.

The measurements reported here are limited by statistical uncertainties. A statistical analysis
to quantify the compatibility of the data with the SM prediction, including the Higgs boson pT
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Figure 1. Observed differential cross sections of the Higgs bosons decaying into two isolated
photons. Systematic uncertainties are presented in grey, and the black bars represent the
quadratic sum of statistical and systematic errors. The hatched histograms present theoretical
predictions for the Standard Model at

√

s = 8 TeV and mH = 126.8 GeV. Their width
represents the theory uncertainties from missing higher order corrections, the PDF set used,
the simulation of the underlying event, and the branching fraction. The sum of VBF with
WH, ZH, and ttH is denoted XH. These are added to the simulated ggH predictions from
POWHEG, MINLO, and HRes (see text).

distribution. The compatibiity of the data and MC is better than 10%. One can conclude that
the reported measurements are consistent with the predictions by the SM within uncertainties.

5. Summary and Conclusions

Following the discovery of a new scalar boson, the measurement of properties becomes a focus of
investigation by the experimentalists. The measurement of differential cross-sections of inclusive
observables and the production in association with hadronic jets represents a test of the SM and
a window of opportunity for searches of physics beyond.

The measurements reported here are the first of its kind. The comparison of these
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Figure 2. Same as Fig. 1 for multi-jet related variables (see text).

measurement with state-of-the-art MC tools and calculations indicate that Higgs kinematics
and that of the associated jets are consistent with the SM within the errors quoted. This
measurement needs to be taken as a first step towards the establishment of precision
measurements that will lead to the reduction of the uncertainties in the understanding of
the Higgs production via gluon-gluon fusion in association with jets. This will be essential
in furthering the accuracy of the mesurements of the Higgs production in VBF.

The measurements presented here are limited by the statistical uncertainty. The prospects
of re-doing these measurements with Run 2 data are very exciting. With the increased proton-
proton center of mass energy the Higgs production cross-section in certain corners of the phase-
space will increase considerably. These effects, in addition to the collection of about 4-5 times
the integrated luminosity, render Run 2 a very exciting period for the exploration of Higgs boson
physics at the LHC.
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The status of the LHeC project and its impact on

Higgs Physics

Bruce Mellado1

University of the Witwatersrand, 1 Jan Smuts Avenue, Johannesburg 2000, South Africa

Abstract. The LHeC is envisioned to collide electrons and protons concurrently with collisions
at the LHC. The overall status of the project is summarized. This comprises a review of the
accelerator facility, the Energy Recovery Linac, and the detector design.

The ATLAS and CMS collaborations at the Large Hadron Collider have observed a new
particle consistent with a scalar boson and with a mass of about 125 GeV. The prospects of
studying this newly discovered boson at the LHeC are reviewed. This includes ability to isolate
the H → bb decay with a large signal-to-background ratio of better than S/B = 2 and the
model independent exploration of the CP-properties of the HV V , V = W,Z couplings. The
latter is a unique capability of ep collisions. The propescts of other decay channels will also be
discussed. An enhanced instantaneous luminosity scenario of L = 1034cm−2s−1 is considered.
In this scenario the LHeC becomes a Higgs facility.

1. Introduction

With the discovery of a Higgs boson by the ATLAS and CMS collaborations [1, 2] a new era
in particle physics has begun. While the Standard Model predicts the existene of a scalar field,
the observation of this new particle opens a window of opportunity to search for new physics
beyond. The exploration of the Higgs boson coupling to other particles in the Standard Model
is sensitive to new interactions. The Large Hadron-electron Collider (LHeC) offers an excellent
setup for precision measurement of these couplings.

Deep inelastic lepton-hadron scattering is the cleanest and most precise probe of parton
dynamics in protons and nuclei. The LHeC is the only current proposal for TeV-scale lepton-
hadron scattering and the only medium-term potential complement to the LHC pp, AA and
pA programme at the maximum center of mass energy. As such, it has a rich and diverse
physics programme of its own, as documented extensively in the recent conceptual design report
(CDR) [3] and summarised in an initial submission by the LHeC Study Group to the European
Strategy of Particle Physics (ESPP) discussion prior to the Cracow Symposium [4].

2. Accelerator Design

The LHeC envisions electron-proton (ep) and electron-ion (eA) collisions as a complement of the
Large Hadron (pp and AA/p) collider. At the LHeC the lepton-quark interactions would reach
the TeV scale. It is important to note that the LHeC is envisioned to run concurrently with
LHC operations. The LHeC is designed not to disrupt operation of the LHC. In the CDR [3]
two configurations were considered:

1 E-mail: Bruce.Mellado@wits.ac.za

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 235



Table 1. LHeC ep and eA collider parameters (from reference [5]). The numbers give the
default CDR values, with optimum values for maximum ep luminosity in parentheses and values
for the ePb configuration separated by a comma.

Parameter [unit] LHeC

species e− p, 208Pb82+

beam energy (/nucleon) [GeV] 60 7000, 2760
bunch spacing [ns] 25, 100 25, 100
bunch intensity (nucleon) [1010] 0.1 (0.2), 0.4 17 (22), 2.5
beam current [mA] 6.4 (12.8) 860 (1110), 6
rms bunch length [mm] 0.6 75.5
polarization [%] 90 none, none
normalized rms emittance [µm] 50 3.75 (2.0), 1.5
geometric rms emittance [nm] 0.43 0.50 (0.31)
IP beta function β∗

x,y [m] 0.12 (0.032) 0.1 (0.05)
IP spot size [µm] 7.2 (3.7) 7.2 (3.7)
synchrotron tune Qs — 1.9× 10−3

hadron beam-beam parameter 0.0001 (0.0002)
lepton disruption parameter D 6 (30)
crossing angle 0 (detector-integrated dipole)
hourglass reduction factor Hhg 0.91 (0.67)
pinch enhancement factor HD 1.35
CM energy [TeV] 1300, 810
luminosity / nucleon [1033 cm−2s−1] 1 (10), 0.2

• Ring-Ring (RR) option. A ring with a new electron beam would be mounted on top of the
proton tings of the LHC.

• Linac-Ring (LR) option. An Energy Recovery Linac (ERL) in race track configuration
providing electrons to collide head on with a proton beam of the LHC.

Careful consideration of a number of factors led to choosing the LR option as the default one
(see reference [5] and references therein) Each linac accelerates the beam to 10GeV, which leads
to a 60GeV electron energy at the interaction point after three passes through the opposite linear
structures of 60 cavity-cryo modules each. The arc radius is about 1 km, mainly determined by
the synchrotron radiation loss of the 60GeV beam which is decelerated for recovering the beam
power after having passed the IP. The default tunnel circumference is 1/3 that of the LHC.
The tunnel is designed to be tangential to IP2 or IP8 (see Section 3). Detailed civil engineering
considerations are described in the CDR.

The preference for the LR option has been recently further reiterated in [6]. A propoposal
for the constuction of a ERL faclity at CERN is materiallizing as an experimental facility for
research and development in accelerator physics [6].

An important development is the recent progress to demonstrate the feasibility of reaching
the instantaneous luminosity of L = 1034cm−2s−1. While remaning a challenge, confidence
among accelerator physicists at CERN remains healthy [6]. The target parameters to reach this
goal are summarized in Tab. 1.

3. Status of Detector Design

detector with backward-forward assymetry, due to the beam configuration. It is a classical
design with strong similarities to the ATLAS detector, except for the use of the return magnetid
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field for the measurement of the momenta of escaping muons [3].
The time schedule of the LHeC project is determined by the evolution of the the LHC project

and the upgrade plans. One can expect that the detector would need to be ready within about
10 − 12 years. A first installation study was made considering pre-mounting the detector at
the surface, lowering and installing it at the pit. The LHC complex has eight caverns where
detectors and infrastructure, such as the beam dump and the RF cavities are located. Based
on these constraints Interaction Point, IP, number two2 was considered in the CDR. Recently
IP8 3 has been considered as an alternative to IP2 [6]. Further studies are expected to make
progress in the near term. In case of a possible installation in IP2 the detector should be small
enough to fit into the L3 magnet structure of 11.2m diameter, which is still resident in IP2 and
would be available as mechanical support. Based on the design, as detailed in the CDR, it is
estimated that the whole installation can be done in 30months, which appears to be compliant
with the operations currently foreseen in the LS3 shutdown in the early twenties.

A number of developments have taken place after the publishing of the CDR. These include
improvements in the design of the beam-pipe and the tracking detectors. Discussions are ongoing
in view of the strength of the Higgs boson physics at the LHeC to re-optimize the detector by de-
emphasizing electromagnetic calorimetry in favor of hadronic calorimetry. The latter is essential
for the reconstruction of the Higgs boson with the bb decay. The Wits group is contributing to the
design of the hadronic calorimeter. Currently, a new generation of plastic scintillators are being
tested using facilities in South Africa. This includes determination of radiation hardness, detailed
understanding of the mechanisms of radiation damage and the optical properties. Results in
this area are reported in separate proceedings [7, 8, 9].

4. Higgs Boson Production in High Energy ep Collisions

The leading production mechanism for the SM Higgs boson at the LHeC is

eq → νeHq′ and eq → eHq, (1)

via the Vector Boson Fusion processes (VBF), as depicted in figure 1. It is remarkable that
the Higgs boson production via VBF was first calculated for lepton-nucleon interactions (for a
review of this question see [10] and references therein).

The production rate for the Charge Current, CC, process is larger than that of the Neutral
Current, NC, process by about a factor of 4−6. This is mainly due to the accidentally suppressed
NC coupling to the electrons. Here we have used the package MadGraph [11] for the full matrix
element calculations at tree-level, and adopted the parton distribution functions CTEQ6L1 [12].
We choose the renormalization and factorization scales to be at the W -mass, which characterizes
the typical momentum transfer for the signal processes.

In order to appreciate the unique kinematics of the VBF process it is most intuitive to express
the cross section in a factorized form. Consider a fermion f of a c.m. energy E radiating a gauge
boson V (s ≫ M2

V ), the cross section of the scattering fa → f ′X via V exchange can be
expressed as:

σ(fa → f ′X) ≈

∫

dx dp2T PV/f (x, p
2

T ) σ(V a → X) (2)

where σ(V a → X) is the cross-section of the V a → X scattering and PV/f can be viewed as the
probability distribution for a weak boson V of energy xE and transverse momentum pT . These
expressions lead us to the following observations:

1 Unlike the QCD partons that scale like 1/p2T at the low transverse momentum, the final
state quark f ′ typically has pT ∼

√

1− xMV ≤ MW .

2 The ALICE detector is currently located in IP2.
3 The LHCb detector is currently located in IP8.
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q q′ (q)

H

Figure 1. Leading order diagram for the production of a Standard Model Higgs boson in ep
collisions for the charged current and neutral current processes.

2 Due to the 1/x behavior for the gauge boson distribution, the out-going parton energy
(1− x)E tends to be high. Consequently, it leads to an energetic forward jet with small,
but finite, angle with respect to the beam.

3 At high pT , P T
V/f ∼ 1/p2T and PL

V/f ∼ 1/p4T , and thus the contribution from the

longitudinally polarized gauge bosons is relatively suppressed at high pT to that of the
transversely polarized.

Items 1 and 3 clearly motivate a tagging for a forward jet to separate the QCD backgrounds [13,
14], while item 3 suggests a veto of central jets with high pT to suppress the backgrounds
initiated from the transversely polarized gauge bosons, and from other high pT sources such as
top quarks [15].

The mere identification as a Higgs boson is not enough, for it will leave open a host of other
questions, such as whether this scalar is elementary or composite, CP-conserving or CP-violating.
In general the tensor structure of the coupling to weak bosons needs to be investigated in order
to assess whether the newly discovery boson is related to new physics. Collisions at the LHeC
provide a unique opportunity to separate the HWW and HZZ vertices while allowing for the
independent exploration of the azimuthal correlation of the scattered fermions [16]. This is a
unique feature of ep collisions not present in pp and e+e− collisions. Deviations from the SM
can be parametrized using two dimension-5 operators:

Γµν ∝

[

λ(p · qgµν − pνqµ) + iλ′ǫµνρσp
ρqσ

]

, (3)

where p and q are four momenta of the weak bosons, and λ and λ′ are effective coupling strengths
for the anomalous CP-conserving and the CP-violating operators, respectively.

5. Results

Studies reported in the LHeC CDR [3] based on a fast simulation of signal and background
using the CC reaction for the nominal 7 TeV LHC proton beam and electron beam energies
of 60 and 150 GeV. Simple and robust cuts are identified and found to reject effectively e.g.
the dominant single-top background, providing an excellent S/B ratio of about 1 at the LHeC,
which may be further refined using sophisticated neural network techniques. At the default
electron beam energy of 60 GeV, for 80% e− polarisation and an integrated luminosity of 100
fb−1, the Hbb coupling is estimated to be measurable with a statistical precision of about 4%,
which is not far from the current theoretical uncertainty. It is important to note that the
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Table 2. Cross sections and rates of Higgs production in ep scattering with the LHeC. The
cross sections are obtained with MADGRAPH5 (v1.5.4) using the pT of the scattered quark as
scale, CTEQ6L1 partons and mH = 125GeV. The assumed branching ratios, Br, to different
decays are given.

LHeC Higgs CC (e−p) NC (e−p) CC (e+p)

Polarisation -0.8 -0.8 0
Luminosity [ab−1] 1 1 0.1
Cross Section [fb] 196 25 58

Decay Br(H → X) NH
CC e−p NH

NC e−p NH
CC e+p

H → bb 0.577 113 100 13 900 3 350
H → cc 0.029 5 700 700 170
H → ττ 0.063 12 350 1 600 370
H → µµ 0.00022 50 5 –
H → 4l 0.00013 30 3 –
H → 2l2ν 0.0106 2 080 250 60
H → gg 0.086 16 850 2 050 500
H → WW 0.215 42 100 5 150 1 250
H → ZZ 0.0264 5 200 600 150
H → γγ 0.00228 450 60 15
H → Zγ 0.00154 300 40 10

instantaneous luminosity was assumed L = 1033cm−2s−1. Given these promising results efforts
are being made in order to consider a higher luminosity scenario, namely L = 1034cm−2s−1.
Various parameters assumed in Reference [3] have been re-assessed in order to achieve the desired
instantaneous luminosity [5]. In this scenario the LHeC could be considered a Higgs facility on
its own right. Table 2 gives estimates of Higgs boson cross-sections and yields for various
production mechanisms and decay channels. With the high luminosity scenario the exploration
of theH → bb and the CP properties of theHWW coupling will enter into the realm of precision.
Other decays, such as H → ττ, V V, gg, cc will become accessible with sizeable statistics.

The LHC is believed to display inferior sensitivity to couplings compared to that of a linear
collider. Part of this statement comes from large uncertainties, which are related to the imperfect
knowledge of the PDFs and theory parameters. The LHeC, with its high precision PDF and
QCD programme, will render many of these uncertainties unimportant.

6. Conclusions

The progress of the LHeC project is summarized. In the area of accelerator studies significant
progress has been made in the definition of the project for the Electron Recovery Linac. This
project, while broad in nature, is essential to the Ring-Linac option that is considered to be
default at the LHeC. In the area of detector development progress has been made with regards to
more detailed designs of the beam pipe and the tracking detectors. With regards to the location
of the interation point, in addition to IP2, IP8 is also being considered. Currently, various
activities are ongoing in facilities in South Africa to understand the performance and radiation
resistance of a new generation of plastic scintillators for the LHeC hadronic calorimeter [7, 8, 9].

When considering the scenario of instantaneous luminosity L = 1034cm−2s−1, the LHeC is
rendered a Higgs facility. Here hundred of thousands of Higgs candidates could be reconstructed
over a decade of data taking. This provides strong sensitivity to a number of couplings beyond
the capabilities of the LHC and competitive with the ILC. The LHeC has the unique feature of
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being able to separate the HWW and HZZ coupling measurements.
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Abstract. Geant4 is a Monte Carlo simulation toolkit that is used for the simulation of
particles through matter. It was developed by a world wide collaboration of about 100
scientists. It has applications in high energy physics, astrophysics, medical physics, nuclear
physics experiments, accelerator and space science studies. The Evaluated Nuclear Data File,
ENDF/B-VII database is included in the simulation toolkit, making it feasible to use the Geant4
toolkit for low energy neutron-physics simulations. The ENDF/B-VII database stores evaluated
nuclear reaction data files from the major evaluated libraries. In this presentation Geant4
was used to perform simple single event neutron scattering simulations on materials that are
typical for a nuclear reactor. Some of the materials used are found in the SAFARI 1 reactor at
Necsa, Pelindaba. These include Aluminium, Beryllium. This was done in order to validate the
Geant4 implementation of primary processes relevant to reactor studies within the ENDF/B-VII
database of cross sections.

1. Introduction
Geant4 is a Monte Carlo based simulation toolkit that is used for the Geometry and Tracking
of particles through matter. Although initially developed for high energy physics it has been
extended and it has capabilities for applications in the low energy physics spectrum [1]. It is an
open source modern object oriented code. It has proven success at a very high level of complex-
ity for the geometry construction, materials specification, tracking algorithms and the physics
lists in the high energy physics regime [2].

The energy loss of neutrons is mainly due to elastic scattering, absorption and nuclear
collisions [3]. A typical nuclear reaction is written as [4]:

a+X → Y + b (1)

where a is the incident particle and X is the target and Y and b are the reaction products. If
the outgoing and the incident particles are the same i.e Y and X are the same nucleus then the
nuclear reaction is a scattering process. If Y and b are in their ground states it is an elastic
scattering.
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Figure 1. Kinematics of a nuclear reaction of the type a + X → Y + b, where m1 is the
incident particle, M2 is the target nucleus, θ is the scattering angle, Y and b are the reaction
products.

Conservation of total relativistic energy in a basic reaction is:

mXc
2 + EX +mac

2 + Ea = MY c
2 + EY +mbc

2 + Eb (2)

where the E
′
s are the kinetic energies and the m

′
s are the rest masses [4]. The Q value which

may be positive, negative or zero becomes:

Q = {minitial −mfinal}c2 (3)

This is the same as the access kinetic energy of the final products:

Q = Efinal − Einitial = EY + Eb − EX − Ea (4)

Conservation of linear momentum (p) along and perpendicular to the beam direction is given
by:

pa = pbcosθ + pY cosφ (5)

and

0 = pbsinθ − pY sinφ (6)

where θ is the neutron scattering angle and φ is the nucleus recoil angle.
If particle Y is not observed which is usually the case, then φ and EY can be eliminated from
the equations and a relationship between Eb and θ can be found.

E
1
2
b =

(mambEa)
1
2 cosθ ± {mambEacos

2θ + (MY +mb)[MYQ+ (MY −ma)Ea]}
1
2

MY +mb
(7)

This result is then used to sort the Geant4 events as elastic or inelastic scattering by using the
Q value.
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2. Simulation
To validate the performance of Geant4 in the implementation of primary neutron nuclear
processes, a few conventional neutron scattering experiments were configured and simulated
and the results were compared with the ENDF/B-VII database of cross sections.

Figure 2. Illustration of the simulation of neutron scattering using Geant4. Point 1 represents
a neutron generator; point 2 represents a target, which is one of the materials; point 3 represents
neutron trajectories.

The simulation was a scattering experiment which consisted of a neutron beam that had
randomly generated energies between 0 MeV and 10 MeV, and targets of three different well
chosen materials with a thickness of 0.3 cm. The experiment was conducted in an empty box
with the targets 10 cm away from the source. The target thickness was chosen in such a way as to
avoid any secondary hard scattering events. The materials within which the neutron scattering
was observed are Aluminium, Berylium and Carbon. In order to make a quantitative analysis
of the simulation, current information of the incident particle needs to be accessible to the user.
This, Geant4 makes viable via one or many of the useraction classes in the Geant4 kernel [5].

As an object oriented toolkit, a standard Geant4 simulation consists of the main program
which is the executable. This main program is executed via the G4RunManager class, which
controls the flow of the program and manages the event loop/loops within a run, and the
G4UImanager class which creates a pointer to the interface manager, and allows the user to issue
commands to the program [6]. The G4RunManager is also responsible for managing initialization
procedures, including methods in the user initialization classes. A simulation program consists of
some mandatory classes that are defined by the user, and these fall under the user initialisation
classes and the useraction classes. The mandatory user initialisation classes are derived from the
Geant4 base classes, .e.g. G4VUserDetectorConstruction from which the experimental setup is
designed and the G4VUserPhysicsList wherein one can specify the kind of physics that is to take
place between the target and the incident particles of choice. The mandatory useraction class is
derived from the G4VUserPrimaryGeneratorAction base class, in this class one gives dynamic
information about the incident particle. Other useraction classes that can be added to the main
include the SteppingAction, TrackingAction, EventAction classes etc. In these classes the user
can extract information about the track or event [2].
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Geant4.9.5 was used together with a reference physics list called QGSP–BIC–HP, Quark-
Gluon String–Precompound Binary–Cascade High–Precision model. This reference physics list
is a high precision neutron package, NeutronHP for the transport of neutrons below 20 MeV
down to thermal energies and is therefore the recommended physics list for low energy neutron
physics [2]. A step is a single discrete movement of a particle and a track is a series of sequential
steps that make up the history of the particle.The G4Step class, stores the transient information
of a step. This includes the two endpoints of the step, PreStepPoint and PostStepPoint, which
contain the points’ coordinates and the volumes containing the points. G4Step also stores
the change in track properties between the two points. These properties, such as energy and
momentum, are updated as the various active processes are invoked [2]. Therefore information
about the track was accessed via the SteppingAction class. The histograms were stored via the
EventAction class, which stores collective information of an event.

3. Results and discussion
The results below show a comparison of the ENDF/B-VII cross sections with the the
reconstructed cross sections obtained from the Geant4 simulation. Since the experimental
configuration is a scattering one and the kinematics are typical neutron nuclear reaction
kinematics, we were able to extract the elastic cross section by selecting those events which
had obeyed the elastic scattering kinematics. This works, because for elastic reactions, the Q
value, or the access energy is zero. However, it becomes cumbersome to determine the Q values
of nonelastic reactions. One can also get the cross sections that Geant4 uses for a reaction
directly from Geant4, by just requesting a cross section for that particular reaction. However
the purpose of this simulation was not only to see which cross sections Geant4 is using, but rather
to also determine how Geant4 implements the physics of these reactions. To get these results,
the Geant4 kernel was used. In addition to the transient information of a step, the G4Step class
has various other Get methods of accessing more information about a step. For these results
the GetProcess and GetProcessType methods were used to get information about the kind of
processes that took place at each step. An algorithm that sorted between the different hadronic
processes that took place at each event was written and the histograms were populated by the
incident energy thereby giving the cross sections.
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Figure 3. A comparison between ENDF/B-VII(Black) and Geant4(Blue) elastic cross sections
of 12C
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sections of 12C
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Figure 5. A comparison between ENDF/B-VII(Black) and Geant4(Blue) total cross sections
of 12C
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Figure 6. A comparison between ENDF/B-VII(Black) and Geant4(Blue) elastic cross sections
of 27Al
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Figure 7. A comparison betweeen ENDF/B-VII(Black) and Geant4(Blue) inelastic cross
sections of 27Al
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Figure 8. A comparison between ENDF/B-VII(Black) and Geant4(Blue) total cross sections
of 27Al
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Figure 9. A comparison between ENDF/B-VII(Black) and Geant4(Blue) elastic cross sections
of 9Be
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Figure 10. A comparison between ENDF/B-VII(Black) and Geant4(Blue) total cross sections
of 9Be

4. Conclusion
The histograms above show a fair correlation between the Geant4 cross section results and the
ENDF/B-VII database cross sections. This partially validates the performance of Geant4 in
the simulation of neutron induced reactions relevant to reactor studies. Although there are
some inconsistencies in the absolute cross sections in terms of the scaling e.g Figure 10 and
Figure 9 and some discrepancies at higher energies for the inelastic cross sections Figure 7 and
Figure 4 the overall shape is fairly correlated. The discrepancies could be due to several issues.
For example, there could be differences between the reference libraries and the libraries in this
version of Geant4. There are also issues with the performance and configuration tuning of the
neutron Physics Class [7]. These results are going to be a part of the continual investigation
in the validation of Geant4 as a toolkit for reactor studies. There have been improvements [2]
in the lower energy neutron physics in the latest version, Geant4 10.0 but those are yet to be
tested.
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Abstract. In an attempt to understand the effects of ionizing radiation on various plastic
scintillators, a number of studies are currently in progress with a hope that favourable properties
of plastic scintillators, such as high light output and fast decay time, can be optimized. The
Tile Calorimeter (TileCal) is a hadronic calorimeter able to detect hadrons, leptons and other
energetic subatomic particles. In this investigation, polyvinyl toluene based plastic scintillators
and a polystyrene based plastic scintillator, identical to those situated on the TileCal of the
ATLAS detector at CERN, were irradiated and sent to the University of Witwatersrand where
they were prepared for electron paramagnetic resonance (EPR) analysis. EPR spectroscopy
allows for the study of unpaired electrons within these scintillators and offers a deeper insight into
the organic or inorganic free radicals present. This technique was used to validate the assumption
that dangling bonds in the plastics were as a result of ionizing radiation damage caused in the
irradiation phase. This was done by detecting the existence of paramagnetic centres and, in
addition, magnetic properties of these centres could be characterized. Three polyvinyl toluene
Eljen scintillator plastics, EJ200, EJ208, and EJ260 were used in this investigation as well
as one polystyrene Dubna sample. These samples were irradiated at the iThemba LABS,
Gauteng. Experimental results thus far show a difference in the signal detected for irradiated
samples compared to un-irradiated ones, and that a higher radiation dose produces varying
EPR results for the Eljen and Dubna samples. It was also observed that other ions are detected
after irradiation and that, over time, certain bonds would re-form within the plastics. Further
investigation is required to understand this effect. Over all, the results from the EPR analysis
form a small, yet vital, contribution into understanding the various effects of ionizing radiation
in plastic scintillators.

Introduction
The Tie Calorimeter (TileCal) is a hadronic calorimeter designed to measure high energy
positron jets, τ leptons and other subatomic particles like gluons and quarks that result from two
proton collisions. The TileCal is situated within the ATLAS detector; a larger detector made
of several sub-detectors. The ATLAS detector, shown in figure 1, is 44 meters in width and 22
meters in diameter. It is the largest of four detectors within the Large Hadron Collider (LHC)
which is 27 kilometres in circumference and is 100 meters underground between the boarders of
Switzerland and France [1].
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Figure 1. Schematic of the ATLAS detector

The TilCal consists of plastic scintillators
that are able to relay information about
the incident particle on them by emitting
light. This light is then passed to photo-
multiplier tubes (PMTs) which digitizes this
signal. However, these plastic scintillators
are bombarded with ionizing particles and
γ-rays that cause radiation damage to the
scintillators affecting their efficiency [2]. In
order to understand how the radiation damage
effects the plastics on a molecular scale,
electron paramagnetic resonance (EPR) is
used. EPR is a type of spectroscopy used
to study molecules or atoms with unpaired
electrons. The phase two upgrade in currently
in progress for the TileCal and looks to replace
the plastic scintillators situated in the gap region of the TileCal. Hopefully, EPR studies can
shed light on which plastic scintillator is best suited for this. In the paper we present EPR
results obtained from irradiated and un-irradiated polyvinyl toluene based scintillator samples:
EJ200, EJ208 and EJ260 produced by Eljen technologies as well as the Dubna sample identical
to that located in the TileCal produced by Dubna.

Materials
Since plastic scintillators in the TileCal mainly undergo ionization from the incident particles,
there was a need to replicate this in order to study how radiation damage effects the plastic
scintillators. The tandem accelerator at iThemba LABS, Gauteng was instrumental in the
replication of this damage as it accelerated protons to an energy of 6 MeV which, in turn, were
incident on the plastic scintillators. In order for the protons to impart energy to the plastic
scintillators mainly through ionization, each plastic scintillator was cut and polished to a width
less than the stopping range of the 6 MeV protons in both polystyrene and polyvinyl based
plastics. SRIM (Stopping Range of Ions in Materials) is a computational method employed to
find this range which was around 470 µm. Thus, each plastic scintillator sample was machined
to a width of 250µm and volume of 250µm × 500µm × 500µm. The SRIM computations also
found that the average energy of each proton was approximately 2.07 MeV. This result was used
when calculating the dose each sample was irradiated to. Samples were irradiated to two doses:
0.164 MGy and 1.46 MGy, and an un-irradiated sample was used as a control.

Methodology
Electron paramagnetic resonance (EPR) measurements were performed on the plastic
scintillators by placing them in a strong magnetic field while monochromatic electromagnetic
(EM) radiation is applied; this is usually within the microwave region. If there are unpaired
electrons in the plastic scintillators, they will absorb a small range of EM radiation which
is detectable. We have made the assumption that ionizing radiation would cause bonds to
break within the plastic scintillators forming free electrons and ions which are detectable by
the EPR spectrometer. Experiments were performed at room temperature at the University of
Witwatersrand in the NMR LAB using the Bruker ESP 380e spectrometer.

Results
Results in figure 2 show that paramagnetic centres are found in the polystyrene samples before
irradiation (left image). A similar result was seen in the other Eljen samples. The intensity of
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the absorption peak derivative also gives an indication as to how many paramagnetic centres can
be found. In order to directly compare the samples, a mass normalisation is usually necessary,
however there was no need for it as the samples all have the same volume and density. After
irradiation (right image), the peak intensity of the absorption peak derivative decreased in the
Eljen samples.
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Figure 2. Comparison of an unirradiated EJ200 sample (left) and an irradiated sample at a
dose of 0.164 MGy (right)

The left image in figure 3 also indicates that there are paramagnetic centres in the polystyrene
based Dubna sample before irradiation. It was noted that,in general, the absorption peak
intensity derivative was lower for the Dubna sample than the Eljen samples. However, the right
image in figure 3 clearly shows an increase in the intensity after the samples were irradiated.
Therefore more paramagnetic centres can be found the Dubna sample after irradiation.

 [G]0B
3480 3485 3490 3495 3500 3505 3510 3515 3520 3525 3530

P
e

a
k
 I

n
te

n
s
it
y
 [

A
rb

. 
U

n
it
s
] 

150−

100−

50−

0

50

100

150

Dubna Unirradiated at Room Temperature

 [G]0B
3480 3485 3490 3495 3500 3505 3510 3515 3520 3525 3530

P
e

a
k
 I

n
te

n
s
it
y
 [

A
rb

. 
U

n
it
s
] 

200−

100−

0

100

200

Dubna 0.164 MGy at Room Temperature

Figure 3. Comparison of an unirradiated Dubna sample (left) and an irradiated sample at a
dose of 0.164 MGy (right)

In both cases, the signal to noise ratio increases with the increase of dose; measurements
will be performed at cryogenic temperatures which would focus on the unpaired electrons and
decrease the noise in the spectra. It has also been hypothesised that bonds within the samples
could reform overtime when the unpaired electrons reform bonds or bond with ions in the
material [3].
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Conclusion
From this investigation it was found that exposure to proton irradiation causes structural damage
to both the polystyrene and the polyvinyl toluene plastic scintillators studied. Further analysis
of the data can now be done to investigate exactly which bonds break as a direct result of
radiation damage. It was also observed that an increase in dose varied the number of unpaired
electrons within the different samples but over time many of these bonds would reform.
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Abstract. The Large Hadron Collider at CERN is scheduled to undergo a major upgrade
in 2022. The ATLAS collaboration will do major modifications to the detector to account
for the increased luminosity. More specifically, a large proportion of the current front-end
electronics, on the Tile Calorimeter sub-detector, will be upgraded and relocated to the back-
end. A Demonstrator program has been established as a proof of principle. A new system will
be required to house, manage and connect this new hardware. The proposed solution will be
an Advanced Telecommunication Computing Architecture (ATCA) which will not only house
but also allow advanced management features and control at a hardware level by integrating
the ATCA chassis into the Detector Control System.

1. Introduction
The Large Hadron Collider (LHC) is situated between the boarders of France and Switzerland.
Inside the 27 km ring two beams of protons are collided at very high energies. This is achieved
by guiding the beam using superconducting magnets inside an ultra-high vacuum beam pipe.
The proton packets are crossed every 25 nano seconds with 20 or more collisions happening at
each instant.

Figure 1. Representation of ATLAS detector
showing structure of the sub-detector systems.

This results in over 600 million collisions
every second. To detect and identify the frag-
ments in each collision, the ATLAS detector is
sub-divided into numerous sub-detectors, each
one having a specific function. Figure 1 shows
the sub detectors of ATLAS. It consists of the
Inner Detector, Electromagnetic Calorime-
ters, Hadronic Calorimeters and Muon Detec-
tors. The Tile Calorimeter (TileCAL), shown
in the central region, is designed to measure
energies and directions of hadrons, jets, τ lep-
tons. The TileCAL consists of plastic scin-
tillators which, when particles pass through,
emit light to photo-multiplier tubes (PMTs)
which is digitized and passed on to where the
first layer of triggering occurs. This happens
on the front-end electronics.
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The front-end electronics are housed in superdrawers located on the outside of the TileCAL.
If an event passes the triggering process, it is moved through to the Read Out Driver (ROD)
to be sent to level two triggering. The ROD is located outside the detector in the back-end
electronics inside a Versa Module Europa crate (VME crate). In order to meet the challenge of
operating ATLAS at High Luminosity it is envisioned that the entire front-end electronics will
be replaced [1].

1.1. Super Read Out Driver
The current front-end electronics consist of a long drawer which houses a 3-in-1 board, digitizer
board and the interface board which packages the data for transmitting. Figure 2 shows the flow
of data from the PMTs to the ROD. Data is generated at 40 MHz due to the number of bunch
crossings per second and leaves the front-end electronics at 100 KHz to the back-end system.

Figure 2. Current read out electronics.

During the 2022 upgrade the front-end electronics will be replaced with a new design. The
triggering will become fully digital as well as being moved to the back-end but externally to
the sROD. This will allow the full data rate of 40 MHz to exit the detector. Figure 3 shows
the new data flow with the pipelines and triggering contained in the new super ROD (sROD)
and accepting data at 40 MHz. Since the sROD is housed in the back-end it will be accessible
during run time allowing easy maintenance and troubleshooting. Table 1 shows the expected
bandwidth that will be provided by the new sROD and the TileCAL as a whole [2]. The sROD
will be housed in an Advanced Telecommunications Computing Architecture (ATCA) chassis.
The older VME crates will be phased out. The first prototype of the super Read Out Driver
is currently in production. When it has been tested the designs for a revision board will be
brought to South Africa where the PCB will be manufactured and all components mounted.
The sROD will be inserted into the ATCA system at the University of the Witwatersrand and
the integration with the WinCC software can be tested.

Figure 3. Upgraded read out electronics.
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Table 1. Table Showing Bandwidth for Present and Future Design.

Phase Present Upgrade

Number of fibers 256 4096

Fiber Bandwidth 800 Mbps 10 Gbps

Total Bandwidth 205 Gbps 41 Tbps

2. ATCA Framework
The ATCA chassis is an intelligent shelf with high speed backplane connectivity. The chassis
contains the backplane, power entry modules, fan trays and interfaces for individual blades
to be installed. Figure 4 shows a front view of the chassis that is currently installed at the
University of the Witwatersrand. This model has six slots with the first two connecting to all
the others. This is called a dual star topology and offers the option of having a redundant switch
installed. The connectivity is managed by a 10 Gbps switch module, providing routing and
switching configuration. A carrier board provides power and monitoring to smaller Advanced
Mezzanine Cards (AMC). The sROD is a doubled sized AMC card that can be inserted as
shown in figure 4 (b). All boards can be ”Hot Swapped” which means inserted or extracted
while the chassis is still operational. The functionality is controlled by the Shelf Manager which
provides various methods of accessing and controlling the devices such as the Simple Network
Management Protocol (SNMP). The ATCA follows the PCI Industrial Computer Manufacturers
Group (PICMG) standard. PICMG, as defined on their website, is ”a consortium of companies
who collaboratively develop open specifications for high performance telecommunications and
industrial computing applications.” [3].

(a) (b)

Figure 4. a) Front of ATCA chassis and b) AMC extracted from chassis at Wits.

3. Integration into the Detector Control System
The ATLAS Detector Control System (DCS) is a complex system of hardware monitoring drivers
arrange in tiers according to geographic, function or dependency groups. The software used at
CERN is called WinCC Open Architecture designed by Siemens [4]. The suggested channel to
insert the ATCA system can be seen in figure 5. The demonstrator setup will be installed in
the Long Barrel A Partition of the TileCAL.
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Figure 5. Proposed channel in DCS structure for ATCA Crates.

In order to properly integrate the chassis with the DCS system, all variables of interest in
the sROD and ATCA chassis must be actively polled to provide the relevant information. The
design will use SNMP to retrieve sensor readings via a standard Ethernet connection. This
simplifies the infrastructure setup as Ethernet is common, cheap and understood. SNMP is a
set of standards for network management which includes a list of data objects to monitor, a
database to store and a protocol layer for communication. The device to manage is the ATCA
chassis and all modules inserted. The internal control and management of modules is done by
the ATCA shelf manager which acts as an SNMP agent. The WinCC software is the network
management layer which retrieves information and issues commands to and from the SNMP
agent via a standard Ethernet cable. A single variable has been successfully integrated into the
WinCC software. The data point structure can be seen in figure 6 (a) which includes all variables
of the ATCA. These data points were generated by a script which automates the creation process
to make it easier to add more chassis. Figure 6 (b) shows the successful archiving of a single fan
speed sensor represented as a trend over a few minutes.

4. Conclusions
The CERN community will be adopting the new ATCA and µTCA systems to replace the
majority of the current VME crates in future upgrades. The work up to now has facilitated the
understanding of these new systems. It has been shown that this new SNMP approach does
work while using a protocol that is common and already understood. The integration into the
DCS system, although not quite plug and play, is possible due to the inbuilt SNMP features in
WinCC. The future work will entail script writing to automate a large amount of the work as
well as design control scripts to automatically respond to certain events. This work will need to
be thoroughly tested before the final integration into the ATLAS DCS.
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(a)

(b)

Figure 6. a) Data point structure of ATCA crate and b) Trend graph of single fan speed sensor.
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Abstract. The LHC is currently preparing for the Phase II upgrade that is scheduled for 2022.
Once upgraded the LHC will begin its high its High Luminosity Phase (HL-LHC) increasing
the luminosity by a factor 5-7. This will vastly increase the amount of particles it could detect
potentially addressing the unsolved mysteries such as dark matter. A new hybrid demonstrator
prototype for the ATLAS TileCal is to be installed during the LS1. The demonstrator system
needs to be fully compatible with current detector electronics as well as act as a validation for
the new read-out architecture. This report gives overview of the on-detector and off-detector
electronics used for the current demonstrator proposed for the Phase II.

1. Introduction
The Phase II upgrade [1] of the ATLAS detector will increase the original design luminosity by
a factor of 5 to 7. There are number of upgrades that are planned for the ATLAS detector, with
high radiation levels and increased data processing requirements there is a need for a complete
redesign and replacement of the read-out electronics. Since the initial design there has been
huge advances in technology leading to more advanced chips with greater radiation tolerances.

The current read-out system stores digitised samples in front-end electronics pipeline
memories. Only samples that are selected by the L1 trigger are sent to the back-end electronics
for further processing. The new electronics system will provide full digital readout of all channels
that will be transmitted to the off-detector pipeline memories each bunch crossing (40 MHz)
using multi-gigabit optical links. An improved back-end electronics system will now have to
supply digital information to the First Level trigger per bunch crossing. This will provide
digitally calibrated information with enhanced precision and granularity to the First Level trigger
in order to improve both trigger latency and resolution. The new front-end architecture merges
some boards to create a more compact 3 board system. Additionally new levels of reliability
and redundancy have been introduced with many components being duplicated.

2. ATLAS Tile Calorimeter
The ATLAS (A Toroidal LHC AparatuS) experiment (Figure 1a) at the Large Hadron Collider
(LHC) is a general purpose detector located at CERN. ATLAS comprises of several different
sub-detector systems. The experiment was designed to record proton-proton collisions that
occur every 50ns resulting in data flows in the 100s of GB per second range.

The Tile Calorimeter (TileCal) [2] is the central hadronic calorimeter of the ATLAS
experiment. The TileCal is made up of 4 sections: two central barrels in the middle and
two extended barrels on either side. Each of the four sections is divided into 64 azimuthal slices
(Figure 1b). Within each slice there is a fine lattice of steel plates with plastic scintillating
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tiles placed in-between. In total there are 430 000 tiles contained inside the TileCal making up
5000 calorimeter cells. Signals are recorded by 10 000 photomultiplier tubes (PMTs) linked to
readout electronics. The Font-end electronics are stored within drawers at the back of every
slice.

When particles enter the TileCal system they collide with steel plates which causes them
break up into showers of charged and neutral particles. The TileCal has the critical role of
measuring the energy and direction of these showers. As particles pass through scintillating
materials they deposit tiny amounts of energy. Due to the molecular structure of tiles, this
energy is converted into photons. Theses photons travel through the scintillators into wave
length shifting optical fibers. This light is carried along the fibers to PMT modules where the
light is converted into an analog electrical signal. The signal is then passed to the front-end
electronics for amplification, digitisation and trigger selection after which they are sent to the
back-end electronics for data formatting and further L2 trigger selection.

(a) (b)

Figure 1: a) Tile Calorimeter Detector b) TileCal module.

3. Present read-out electronics
The present font-end electronics is made up of four board types: 3-in-1 one Front-End board
(FEB), 3-in-1 Mainboard (MB), digitiser board and Interface board [3]. The multipurpose 3-
in-1 FEBs amplifies and shapes PMT signals into 27 ns pulses as well as provides calibration
functions. The main board is responsible for the control and calibration of the 3-in-1 cards. The
digitiser samples the analog pulses using both high and lows gains and stores them in pipeline
memories. Low gain signals are merged in the adder board before being sent to trigger tower to
be used for the L1 trigger. Data temporarily waits for trigger validation in the pipeline memory.
If data is seen to be interesting it will be accepted by the trigger and sent to the Interface board
where it is placed in derandomising buffers and read out. The Interface board will transfer
data at 100 KHz to the Read out driver (ROD) to be formatted before being sent to the data
acquisition system (DAQ) [2]. Data that is not accepted by the trigger will be written over once
new data comes in.
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Figure 2: Present Tile Calorimeter readout architecture.

The current housing for the front-end electronics is made up of two 2m in length drawers forming
a retractable superdrawer [4]. Each superdrawer can accommodate 4 MBs, 48 FEBs, 48 PMTs,
4 digitiser boards and one Interface board. The MBs of each draw are daisy chained together
so all signals and power supplies are shared. This design has a single output to the Interface
board for the entire draw.

4. Hybrid demonstrator
During the LS1 a new demonstrator prototype will be installed into an external slice TileCal for
testing in Building 175 at CERN. The TileCal Demonstrator is essential for the validation of the
performance of the new readout architecture, trigger system interfaces and the implementation
of novel trigger algorithms before the complete replacement of electronics in Phase II upgrade [5].

A new front-end electronics architecture was proposed that divides each TileCal module into
4 separate minidrawers that are independent in terms of power, readout and configuration. Each
minidrawer is water cooled and houses a Mainboard, daughterboard, 12 PMT modules and a
High Voltage card. Four minidrawers can be mechanically connected to form a Superdrawer.
The whole module communicates digitised data from each PMT channel through Quad 10 Gbps
optical fibers every bunch crossing (40 MHz) to the sROD (Back-end). The downlink (sROD to
Front-end) consists of four 4.8 Gbps links mainly used for FEB and HV configuration and DCS
information.

Figure 3: Upgraded Tile Calorimeter readout architecture.

4.1. 3-in-1 Card (FEB)
An improved version of the original 3-in-1 cards was chosen for the FEB in the current
demonstrator. Designed by the University of Chicago the new 3-in-1 cards uses modern
components allowing for better linearity, radiation hardiness and lower noise [5]. As with
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the original design the analog trigger output remained as to be compatible with the present
system. The FEBs can be calibrated and monitored via commands sent from the daughter
board. Commands can be used to charge and discharge capacitors on the 3-in-1 cards in order
to produce calibration pulses used for testing.

4.2. Mainboard (MB)
Each minidrawer [6] in the demonstrator has a Mainboard connected to 12 PMT modules. The
mainboard is symmetric on either side such that they will be able to function independently of
one another. Each side receives 6 analog PMT signals that are digitised using a 12 bit Bi-gain
sampling system resulting in two separate high and low digital signals. An additional output of
each FEB is used for the analog integrator with is sampled at 50KHz and read out by a I2C bus.
The phase of the signal sampling clocks can be adjusted to compensate for path length delays
between MB and DB. All electronics on the MB are commercial off the shelf components. Signals
are sent to the DB via a 2 bit serial bus at 560 Mbps. The control and board configuration is
done using 4 Altera Cyclone IV FPGAs while the digitisation of the FEB analog signals is done
by 12-bit linear Technology LTC 2264 ADCs.

4.3. Daughterboard (DB)
The Daughterboard [7] acts as the interface between the front-end electronics and the sROD.
While designing the board major aspects focused on were radiation hardness, high speed readout
and redundancy [8]. All minidrawer electronics can be divided in two identical sections: sides
A and B. Each side receives data from 6 PMTs and is managed by a Kintex 7 FPGA that is
directly connected to the sROD though 10 Gbps optical fibre. In the original front-end design
a single Interface board was used to communicate with the ROD for an entire superdrawer.

The 3rd generation daughter board currently used on the Hybrid Demonstrator was developed
by Stockholm University. The board uses dual Xilinx Kintex 7 FPGAs, two Quad Small Form-
Factor Pluggable (QSFP) optical transceivers and two Giga Bit Transceiver (GBTx) chips.
The GBTx chips are used to serialise and de-serialise GBT data streams. The DB is able to
communicate directly with the MB through a 400 pin FMC mezzanine connector. The DB
receives digitised PMT data through dedicated point-to-point differential signals at a rate of 40
MHz from the MB. The Kintex 7 FPGA then collects the PMT data, formats it and transfers
it to the sROD every 25ns. The down-link (sROD to DB) is used to send commands received
from Detector Control Systems (DCS) to configure, control and monitor the DB, FEBs, MB
and high voltage Board.

4.4. SROD
The Super Read-Out Driver (sROD) demonstrator board [8] forms part of the back-end
electronics. Each sROD will be connected to a single superdrawer receiving data from four
DBs. The boards primary responsibility will be reception and processing of data received from
the detector but will also need to send preprocessed data to the trigger system and act as the
interface between the DCS and front-end electronics. The sROD will also implement Trigger,
Timing and Control (TTC) functionalities for synchronisation of the read out chain.
The board will utilise a Xilinx Virtex 7 and a Kintex 7 FPGA for its processing needs, four
QSFP modules, a send a receive Avago MiniPOD and a SFP mezzanine connector. The Board
was built to fit into Advanced Telecommunications Computing Architecture (ATCA) using a
double mid-size Advanced Mezzanine Card (AMC).

5. Demonstrator progress
On 9th of June 2014 CERN had a ATLAS TileCal week. During this week the experts from all
contributing groups of the Demonstrator prototype came to work on the demonstrator. During
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this week four minidrawers were fully assembled and connected together (Figure 4). The week
allowed the experts to perform the first tests on a fully assembled superdrawer. A total of
45 PMTs, 4 Motherboards, 4 High voltage Cards and 4 daughter boards were needed to be
assembled and connected together. The week was very successful with many new problems
being identified as well as confirmation that all the components fitted together correctly and
that the entire drawer was able to fit in a slice of TileCal.

Figure 4: Assembled Superdrawer
Figure 5: Linearity plots of high-gain
channels in mainboard

5.1. Linearity tests
Figure 5 displays linearity plot tests performed on a minidrawer. Here the signal linearity is
being checked for the Mainboard high gain channels of one minidrawer. In this test PMTs are
turned off and the pedestal setting for each channel are incrementally stepped up. Since there
is no signal from the PMTs the plot should be straight line with minor variations due to noise.
Due to firmware problems and calibration issues not all the plots are correct. Currently these
issues are in the process of being resolved.

5.2. sROD emulator
The sROD described in section 4.4 is still in development and therefore it was not possible for
it to be used for the testing of the minidrawers. The demonstrator team therefore have been
using a Xilinx VC707 development board to emulate the sROD as an alternative. The VC707
is similar to the sROD in that it also uses a Virtex 7 FPGA. The high speed QSFP connections
to the front-end electronics were possible by attaching additional FMC mezzanine modules to
the VC707. The Firmware being developed for the emulator could later be modified to be
compatible with the final sROD board.

The current setup used for testing the minidrawers has a VC707 board connected to a single
minidraw. One problem faced with this testing setup is that a new IP address and/or MAC
address is needed for the sROD when the it is connected to a new network. These addresses
can be changed by modifying the Firmware but this requires a full firmware rebuild and the
reprogramming of the FPGA. To solve this time consuming process a basic interface on the
board was created that allows the user to either select a pre-defined address from a list or input
a completely new address, all while the board was running. The design uses a LCD module
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to display the addresses and four push buttons to act as configuration inputs. The new design
saves time and adds a new level of reconfigurability to the demonstrator.

6. Summary
The increase in luminosity predicted after the Phase II upgrade requires a complete redesign
of the read-out electronics in the TileCal. The assembly of the Hybrid demonstrator in June
greatly assisted with the initial validation of the electronics as well as allowed group members
to gain valuable experience. Many more tests still need to be completed and the firmware is still
under development but the demonstrator should be ready before the end of LS1.
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Abstract. The Standard Model (SM) has well known deficiencies, and there is clearly need for
new physics beyond the SM. The particles manifesting the new physics would interact at most
weakly with the SM particles, and hence they are termed dark. The Higgs boson is potentially
a favourable route for the production of the dark particles. There are a large class of theories
where couplings or mixings at the Higgs level leads to exotic Higgs decays, which nonetheless do
not significantly disturb the known physics below the Higgs level. This is therefore a significant
potential discovery opportunity. We present the motivation and progress made in the studies
which have been carried out as part of designing the search for the exotic decay of the SM Higgs
which proceeds via a dark force back to SM four leptons, H → ZdZd → 4l from the LHC run 1
data using the ATLAS detector.

1. Introduction
Beyond Standard Model (BSM) phenomenology presents the Higgs boson as a sensitive discovery
channel for particles that couple weakly to Standard Model (SM) particles. The potential for
a new sector to exist without disturbing the existing good agreement between the SM and all
previous data including LHC data arises because the new sector primarily couples to the SM
at the Higgs level. This reflects the universality of the Higgs interaction to many theoretical
incarnations of ”new Physics”. The Higgs therefore provides a connection to new physics not
charged under SM forces. In addition, the branching ratio of the Higgs in the SM is narrow
and the branching ratio of the Higgs to exotic particles can be arranged within the details
of the models to be relatively unconstrained by the existing data-theory agreements. This
accommodates a significant fraction of its total decay width being available for exotic decays.
In a very extensive article, Curtin et al [1] argue that this is therefore an extremely significant
window to BSM Physics at the LHC. This motivates the term ”Higgs portal” for this type of
access to the discovery of possible new dark particles. Essentially it will manifest via an exotic
Higgs decay and can be directly searched for. The phenomenolgy is very rich, and we have
chosen a final state signature whereby the discovered Higgs is actually the lightest partner of a
Higgs multiplet that arises from the mixing between the BSM dark sector and the SM Higgs.
This new Higgs decays via a dark force particle in analogy to the SM, a new dark and light
neutral boson, Zd, which in turn decays back to SM leptons. The coupling of the Zd to SM
leptons is set at the maximum value accommodated by the current agreement between theory
and experiment. It is further possible, that even in this case, the phenomenology can be arranged
such that the branching ratio of the Zd → 4l is essentially 100%. Our discovery signature is
therefore H → ZdZd → 4l. In the rest of the paper, we present an overview of the analysis
procedure. The results which include data are will be presented in a future paper.
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2. Analysis
The analysis for the exotic Higgs decay parallels that of the four lepton Higgs discovery channel,
H → ZZ∗ → 4l, since they share the same primary and final states. The major difference arises
from the fact that in the intermediate state, we have an unknown Zd mass, and so we replace the
cut for the on-shell Z by a requirement that both the Zd bosons are on shell so that their masses
are equal. There are of course some other differences, some of which are mentioned below.

2.1. Pre-selections, Cuts
The event and object selections, kinematic requirements and trigger matching are the same
as in the four lepton Higgs discovery analysis using the ATLAS detector. The isolation
requirements for each lepton within the detector, the separation between a lepton pair (∆R) and
the significance for the reconstruction of the interaction point (IP) are also the same. The reader
is referred to the Higgs discovery paper [2] and references therein for details. These similarities
are shown in green in the table reproduced as figure 1.

A subtlety arises in the consideration of which association to use in the reconstruction of the
bosonic parents for the lepton pairs in the final state quadruplet. When all four leptons have
the same flavour (but of course there are two opposite sign pairs), then there is an ambiguity
in the association of the two di-lepton pairs. This is resolved in the standard analysis by the
requirement that one of the dilepton pairs reconstructs to give the correct mass of the SM Z. In
this exotic decay analysis, the pairs have the association chosen to minimise the mass difference
in the two reconstructed Zd bosons, which are both required to be on-shell.

2.2. Definition of the Signal Region
The cuts defining the Signal Region (SR), are also different between the exotic analysis and
the standard analysis. One can note in the table the following cuts - selection of quadruplets
consistent with the discovered Higgs as a parent, 100 < m4l < 150 GeV, the requirement for
the di-lepton pairs to reconstruct to an on-shell Zd, m4l < 63 GeV and the requirement that
each reconstructed Zd has the same mass, ∆m < 15 GeV. The cuts have boundaries which are
the results of studies to optimise them, and which recognise systematic effects in the ATLAS
detector. The ∆m is in fact still being studied, so the value given here is nominal (see section
2.4).

The consideration of various processes which may masquerade as signal, has led to the
introduction of vetoes arising from Zs, J/Ψs and Υs. Cuts are applied in these cases on the
di-lepton events at a late stage in the analysis. As the association procedure of dilepton pairs
mentioned above may be ambiguous for these backgrounds, the veto is applied if any of the two
di-lepton associations falls foul of it.

These differences in the SR definition are shown in red in the same table. The analysis
code can be switched to be consistent with either the standard or the exotic analysis. The cut-
flow (measurements of the cut efficiency at each stage) using the analysis code configured for
the standard analysis was compared to the cut-flow as established for the initial discovery and
current study of the discovered Higgs, and the excellent agreement here is a partial benchmark
for validating the analysis code to be deployed in the Zd analysis.

2.3. Monte Carlo study of the signal and background samples
The process H → ZZ∗ → 4l of the standard analysis, which is the signal for the SM Higgs
discovery, is actually a background for the Zd analysis. In addition electroweak vector boson
pair production from qq̄ annihilation and loop-induced gluon fusion, ZZ → 4l is a further
irreducible background. In these cases there is a sizeable correlated production of objects that
can manifest in the Z∗Z∗ region. These processes are well modelled by Monte Carlo (MC). Other
processes considered for the contribution to background include the production and decay of tt̄,
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Table 1. A summary of the cuts applied in four lepton Higgs discovery channel H → ZZ∗ → 4l
and the current analysis H → ZdZd → 4l. The table is explained in the text.

Cuts H → ZZ → 4l H → ZdZd → 4l

4 l, kinematics, trigger matching SAME SAME
Primary pair mass (m12) 50 < m12 < 106 No cut!

Secondary pair mass (m34) X < m34 < 115(X = f(m4l)) No cut!
1 unique quadruplet m12 closest to mz |∆m| = |m12 −m34| minimal

∆R > 0.1[0.2] for SS [OS] pairs SAME SAME
track and call isolation SAME SAME

IP significance SAME SAME
Signal Region |∆M | < 10 GeV

100 < m4l < 150 GeV
m12,m34 < 63 GeV

Z veto

Zbb̄ and Z+jets and which produce leptons or jets faking leptons. The J/Ψ and Υ have also been
considered as they can be correlated with a Z through the associated quarkonium production
mechanism from double parton scattering. These backgrounds have been also modelled in MC,
however the statistics available are less than optimal. The Parton Distribution Functions (PDF)
sets on which primary scatterings are based, the event generators for the processes mentioned
and the description of the full ATLAS simulation based on the GEANT4 framework are mostly
described in reference [2].

The signal has been modelled using a particular incarnation of a Higgs Portal model in the
H → ZdZd → 4l exotic decay signature, the Wells Model [3, 4]. This is done at the generator
level in order to represent the initial lepton quadruplet kinematic distributions and angular
correlations. The actual signal rate has been scaled to the SM rate for H → ZZ∗ → 4l simply for
convenient comparison. The use of a model at generator level allows a study of backgrounds and
cut optimisation. The final analysis proceeds in some sense rather more model independently, as
it is a limit setting procedure based on testing for an excess over the well studied backgrounds in
the SR. The left and right parts of figure 1 and the left part of figure 2 indicate the contribution
of the signal and the various background distributions viewed as a function of the reconstructed
mass for the full lepton quadruplet, the two di-lepton pairs and the mass difference between the
two di-lepton pairs. The signal is shown for 2 masses at the limits of our SR for the Zd. The rest
of the description of these plots can be found in the captions. Only the case for the 4e final state
is shown. There are of course subtleties associated with the cut efficiency and MC distribution
validation and therefore the treatment of each different final state, even if in general, there are
similarities. These distributions are frozen after the IP level cut, just before the SR cuts are
applied. In the di-lepton case of figure 1 at the left, in the case of the ZZ background, a peak
is visible at the SM Z boson mass, and a tail at lower mass comes from events containing an
off-shell Z boson.

In the case of the lepton quadruplet of figure 1 at the right, the peak at 125 GeV corresponds
to H → ZdZd → 4l events and also to H → ZZ∗ → 4l events. The ZZ∗ → 4l background is
mostly confined to m4l > 180 GeV (two on-shell Z bosons). At the region of the SM Z mass
we see a peak from the s-channel single on-shell Z production where one of the decay leptons
emits an off-shell Z. It is clear that this process still reconstructs to a single Z mass in the m4l
spectrum. In the case of the mass difference between the two di-lepton pairs of figure 1 at the
left, we see as expected a signal peak in the region of low mass difference, and also a peak in
the ZZ background.

In the case of the right section of figure 2, a 2D view of the MC signal and background is
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provided, which further illuminates the SR cuts to be applied. Further description of the figure
is provided in the caption.

The SR cuts mentioned above clean the background in the SR region very effetively, so that
it is dominated by the signal. Evidence for this is not shown here, due to space limitations.

Figure 1. Left : Dilepton invariant mass for all signal and background samples, in the 4e
final state. All distributions are normalized to the same integrated luminosity (20.7 fb−1) and
obtained before applying the Signal Region requirement symbolized by the blue dashed line at
63 GeV. Right : Four-lepton invariant mass for all signal and background samples, in the 4e
final state. The blue dashed lines show the 100 < m4l < 150 GeV cut applied on this variable
to define the Signal Region. All distributions are normalized to the same integrated luminosity
(20.7 fb−1) and obtained before applying the Signal Region requirement.

Figure 2. Left : Absolute mass difference for all signal and background samples, in the 4e final
state. The blue dashed line shows the cut applied on this variable to define the Signal Region.
All distributions are normalized to the same integrated luminosity (20.7 fb−1) and obtained
before applying the Signal Region requirement. Right : Mass difference ∆m as a function of the
four-lepton invariant mass m4l for background ZZ∗ → 4l in dark gray, H → ZZ∗ → 4l in red)
and signal H → ZdZd → 4l with mZd = 50 GeV, in blue) events, in the 4e final states. The blue
dashed lines show the limits of the loose Signal Region : ∆m < 15 GeV and 100 < m4l < 150
GeV.

2.4. Background estimation and Systematics
The H → ZZ∗ → 4l and ZZ → 4l processes are estimated by MC simulation and subtracted.
Other di-boson process such as WW and WZ which have survived the cuts are also well modelled
and can be removed based on MC simulation. The remaining tt̄, Zbb̄ and Z+jets are estimated
with a data driven method, known as the ABCD method. The ABCD method is applied to
extrapolate the remaining backgrounds from a more general Control Region (CR) into the SR.
In the ABCD method, two uncorrelated variables (observables) are selected. Passing or failing a
cut on these variables defines a SR and CR for each of them. In the 2D product space of these two
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variables, one will then have a single SR region quadrant and three other CR region quadrants.
The backgrounds to be modelled by MC are first removed, and the remaining events (data or
MC depending on whether its analysis or a study) will be distributed in these four quadrants.
The quadrant representing the SR in both variables can then be estimated by considering that
the ratios of events in either horizontally or vertically neighbouring quadrants must be equal
(assumption of non-correlation in the two variables). In practice, the non-correlation can be
estimated from MC, and this can be applied as a correction. This analysis has now converged
on the selection of the two uncorrelated variables as the isolation requirements on the each di-
lepton pair (the two leptons of the pair pass or fail the cut combining the track-based isolation,
calorimeter-based isolation and impact parameter significance requirements). The method is
applied to the SR as defined for all cuts. A final procedure to optimise the ∆m cut, based on
achieving the best possible exclusion limit, is still in process.

The limit setting procedure for discovery or exclusion is based on the best possible knowledge
of the statistical and systematic uncertainties in all quantities involved in the quantitative
understanding of the data. In the case of the systematic uncertainties, theoretical systematics
contribute in the MC evaluation process. These are related to the EW and QCD models
themselves as well as to the PDFs which lead ultimately to uncertainties on the cross sections.
Then there are the detector systematics relevant to the electron and muon identification efficiency
and uncertainty on the signal yields. There is the luminosity uncertainty which affects the
scaling of the MC yields and the evaluation of the signal yields. There is also the data driven
systematics, as applicable to the ABCD method. This consists in the estimates of the non-
correlation and to the uncertainties due MC statistics in the method development. This process
is almost completed for this analysis.

Table 2. Acceptance times efficiency for signal and background in the Signal Region (defined
with |∆m| < 15 GeV), for the 4e final state. The expected number of signal events is normalized
to the SM H → ZZ∗ → 4l rate in the 4e channel.

Process Events processed Events in the SR Acc. × eff. Expected events
(20.7fb−1)

Signal (mZd
= 20 GeV) 29908 1674.5 5.6% 6.16

Signal (mZd
= 50 GeV) 29939 2054.8 6.86% 7.56

(gg+VBF) H → ZZ∗ → 4l 119.11 0.42 0.36% 0.42
ZZ → 4l 1.81 · 105 0.12 6.44 · 10−5% 0.12
WW,WZ 60170 0 0% 0

tt̄ 5.50 · 105 0.037 6.65 · 10−6% 0.037
Zbb, Z+jets 7.14 · 107 0 0% 0

(Z+) low mass 55577 0 0% 0

2.5. Derivation of a limit for the case of exclusion or discovery.
Table 2 presents the signal and background events expected for the 4e channel in the SR where
the expected number of signal events is normalized to the SM H → ZZ∗ → 4l rate. The data
can also be processed by the analysis code and the number of data events in each SR bin can be
obtained. It will then be possible to compare the expected background and the data, considering
the uncertainties on each.

The signal strength µ, is defined as the ratio of the H → ZdZd → 4l rate relative to the SM
H → ZZ∗ → 4l rate:

µ =
σ ×BR(H → ZdZd → 4l)

[σ ×BR(H → ZZ∗ → 4l)]SM
(1)

A quantitative and robust interpretation of this data as limits for the case of exclusion will
be computed from a maximum likelihood fit to the numbers of events in the various signal
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regions following the CLs modified frequentist formalism [5, 6] with the profile likelihood test
statistic [7].

As an indication of the type of result that can be expected, the result of Curtin based on the
analysis in reference 3 is presented in figure 3.

The case for discovery is closely related and not discussed further here.

Figure 3. A 95% CL exclusion contour for the exotic Higgs decay H → ZdZd based on
the assumption of BR(Zd → 2l) = 30% taken from Curtin [1] figure 30. In the case of this
anlysis, the limit will be presented on the excluded signal strength µ, defined as the ratio of the
H → ZdZd → 4l rate relative to the SM H → ZZ∗ → 4l rate. This diagram is very important
to be referenced as it gives a good picture of what our result would look like.

3. Conclusion
In conclusion, we have presented the motivation for a study of the exotic Higgs decay H →
ZdZd → 4l. This is based on using the discovered Higgs as a portal to new physics BSM. The
analysis is well progressed, and has been discussed to the stage of limit setting, in the case of
either exclusion or discovery.
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Abstract. The study of Higgs production in e+e− collisions presents us with an avenue for
studying Higgs to WW coupling in the t-channel. Our understanding of the tensor structure
of the Higgs boson is furthered by learning the phenomenology of how it couples to the WW
pair in these reactions. This can be done by applying effective coupling strength constants to
an effective Lagrangian as beyond standard model (BSM) terms and performing Monte Carlo
studies with these terms present. The investigation includes a two dimensional analysis of the
polar angle and the Higgs boson momentum, such that the correlation between these variables
can lead to enhanced sensitivity to new dynamics. We also present an energy scan of cross
sections for the processes. A likelihood analysis is performed to show that an electron positron
collider operating with an integrated luminosity of 5fb−1 would be enough to fully realise an
admixture of BSM effects.

1. Introduction
With the July 2012 discovery of what appears to be the Higgs boson [1, 2], we now have a
great opportunity to further our knowledge of the particle. We do know that the particle which
was discovered resembles the Higgs boson described by the standard model (SM), but a large
amount of research is being conducted with the goal of searching for signatures associated with
it which can only be described by physics beyond the standard model (BSM).

The Large Hadron Collider (LHC) is the only active provider of data and information
pertaining to Higgs production, but we cannot expect it to provide an answer to all of the
questions which the scientific community can pose about the Higgs boson. This is why a
thorough study of e+e− collisions is vital if we wish to find BSM physics intrinsic to Higgs
production.

Since e+e− collisions are seldom used to study Higgs production in general, it is necessary
to first try and evaluate what BSM effects such a collider can produce. In this study, we do
this by computationally modelling the channels in e+e− which are involved in Higgs production,
namely the t-channel and s-channel, incorporated with BSM parameters. Once the hypotheses
are created, a likelihood analysis is used to determine the luminosity which an e+e− collider
should have in order to comfortably detect BSM effects experimentally.

2. Problem Formulation
Electroweak symmetry breaking (EWSB) in the SM is transmitted from the scalar sector to the
gauge sector by the use of gauge boson-scalar couplings. The precise couplings of the SM Higgs
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Figure 1. The t-channel process
of interest. This is one of three
Feynman diagrams (not including
diagrams with a Z boson decay
in the final state) associated with
the t-channel. The vertex in the
center of the diagram is where the
Higgs to WW coupling is evident.
Precise measurements of this vertex
are imperative in this study.

to the massive electroweak gauge bosons, W± and Z, come from

Lint = −gMW

(
WµW

µ +
1

2 cos2 θW
ZµZ

µ

)
H. (1)

The constants g, MW and θW are all accurately measured, implying that this vertex is fully
determined in the SM. In order to fully understand EWSB, independent measurements of these
vertices are required.

The virtue of e+e− collisions is that they provide a channel of Higgs production which allows
for the study of Higgs to WW coupling, namely the t-channel, of which a Feynman diagram
associated with the process is shown in figure 1. A good understanding of this coupling will
indicate whether or not there is any BSM signature associated with the Higgs boson.

2.1. Background Theory
The H(k)−W+

µ (p)−W−ν (q) vertex can be parametrised as [3]:

iΓµν(p, q)εµ(p)ε∗ν(q), (2)

where deviations from the SM form of ΓSM
µν (p, q) = −gMW gµν would indicate the presence of

BSM physics. These BSM deviations can be specified in terms of two effective strength constants,
λ and λ′, by the equation [3]

ΓBSM
µν (p, q) =

g

MW
[λ(p.qgµν − pνqµ) + λ′εµνρσp

ρqσ]. (3)

The constants λ and λ′ are the effective strengths for the anomalous CP-conserving and CP-
violating operators respectively. The full vertex is then determined by the sum of these two
operators,

Γµν = ΓSM
µν + ΓBSM

µν . (4)

e−

e+

Z∗

Z

H

Figure 2. One of the Feynman
diagrams associated with the s-
channel. This process is also known
as Higgs-strahlung since it can be
likened to the electronic process of
bremsstrahlung. Although we are
not directly studying this process,
its effects must still be accounted
for.
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A precise identification of the non-vanishing nature of λ and λ′ can tell us whether the
modification in HWW -couplings are CP-conserving or CP-violating in nature and, if both are
present, what their relative proportion is.

2.2. Computational Methodology
MadGraph [4] was used to do the Monte Carlo simulations, where the necessary rules were
generated by a Mathematica package called FeynRules.

In performing the simulations, the expressions for the BSM parameters λ and λ′ are
determined from

λ = −(a+ ic)
4M2

W

Λ2
1

and λ′ = −i(b+ id)
8M2

W

Λ2
2

, (5)

respectively. The parameters a, b, c, d, Λ1, and Λ2 are real values specified in generating the
Monte Carlo data. Values of λ and λ′ were arbitrarily chosen to be either 1 or -1 in this
study, allowing for four different hypotheses to be studied. This required that Λ1 and Λ2 be
approximately 160 GeV and 226 GeV respectively, while the different hypotheses were built by
varying the values of the parameters a, b, c, and d.

The process e+e− → Hνν̄ occurs through two channels. The s-channel features the
production of the neutrinos through the decay of a Z boson, given by

e+ + e− → H + Z → H + ν + ν̄. (6)

The t-channel features the production of the Higgs and neutrino pair through vector boson
fusion given as

e+ + e− → H + νe + ν̄e \ Z. (7)

Note that the ‘\Z’ symbol means that processes contributing to the final state resulting from
the decay of the Z boson are excluded.

The t-channel is of primary concern here. It contains information pertaining to the Higgs
W+W− coupling and has not, in general, been studied as extensively as the s-channel. Even
though we focus primarily on the t-channel, the s-channel effects must still be incorporated.
To achieve this, the Monte Carlo simulations were run with both the t-channel and s-channel
active. The major s-channel contributions were then cut from the distributions.

2.3. Likelihood Formalism
The test statistic used to distinguish hypotheses is incorporated as the logarithm of a profile
likelihood ratio.

A profile likelihood ratio is defined as the ratio of two likelihood functions regarding two
differing hypotheses. Due to the discrete nature of the probabilities in this analysis, the likelihood
functions are created as the product of binned Poisson probabilities over all channels and bins [1].
For Monte Carlo simulation studies, the likelihoods can be parametrised by the probability
density function, Pi, of hypothesis i and a set of pseudo-data points, Dj , according to the
hypothesis j. The likelihood function is then expressed as L(Pi|Dj).

The profile likelihood ratio, λij , is then constructed for two different hypotheses i and j as

λij =
L(Pi|Di)

L(Pj |Di)
, (8)

or alternatively as its reciprocal, depending on the analysis required.
As stated earlier, the test statistic used is actually the logarithm of the profile likelihood

ratio. This quantity for the test statistic, qij , is then expressed as

qij = log λij = log
L(Pi|Di)

L(Pj |Di)
. (9)
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Figure 3. Plots of the Higgs particle properties at
√
s = 250GeV for different BSM models and

the SM. Left: Higgs momentum (pH) distribution from the t-channel which features a wide range
of momentum values indicating that exclusions near the s-channel peak allow for exploration of
the t-channel and variations from the SM. Right: The θH distribution from the t-channel. The
distribution is indeed affected by all of the BSM parameters.

In Monte Carlo studies, these test statistics emerge as binned peaks. These peaks are built
by running pseudo-experiments, each of which compute a value for the test statistic based on a
randomly generated set of pseudo-data. The number of pseudo-data points generated is fixed
by the cross section of the event being studied.

The test statistics concerned in this analysis are always produced in pairs, in order to
discriminate between the SM hypotheses and a BSM hypothesis. This pair of test statistics
is represented as

q1 = log
L(PSM |DSM )

L(PBSM |DSM )
and q2 = log

L(PSM |DBSM )

L(PBSM |DBSM )
. (10)

In this study the test statistic q1 in equation 10 tends to have a more positive value due to
its ordering, and we refer to it as the upper test statistic strictly for our purposes; while the
opposite is true for q2, which we will refer to as the lower test statistic.

After test statistics are created, an hypothesis can then be tested for rejection by finding the
associated p-value which can be calculated from:

p =

∫ ∞
m

q2dq, (11)

where the value m is the median of the upper test statistic q1.
Knowing the p-value is of utmost importance, since its value is regarded as the percentage

of confidence by which one can reject a certain hypothesis. This confidence can further be
quantified by knowing the significance of the separation between the two test statistics. The
median significance, Zmed, is defined as the number of standard deviations between the median
of the lower test statistic and the left edge of the p-value area, that is, the median of the upper
test statistic.

3. Results
The distributions shown in figures 3 and 4 are examples of the results of Monte Carlo simulations
performed for determining the emerging Higgs particle momentum, pH , and scattering angle,
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Figure 4. Two dimensional histograms showing the correlation of the t-channel Higgs
momentum and θH at

√
s = 250GeV. The z-axis is an indication of the frequency of events and

is in arbitrary units.

θH , respectively for the t-channel. These were taken from simulations with a specified centre of
mass energy (CME) of

√
s = 250GeV, although various energies were analysed.

As stated earlier, both the s-channel and the t-channel must be considered, but we are only
interested in studying the HWW coupling inherent in the t-channel. This was done by excluding
a two sigma window on either side of the s-channel momentum peak in the t-channel. Doing
this ensures that 95% of the events within the range are cut out, however there will be a 5%
migration of some events that were within the window, being detected as having been from
without.

The cross sections were scanned as functions of CME, as shown in figure 5, such that we
could decouple the kinematics and CME from the total cross section of the processes. Such
outputs would have to be modified by the cuts we imposed and other considerations. The cuts
on the allowed momentum too will affect the cross section. The fraction of events that survive
the cut, multiplied with the cross section signifies the cross section for the process. Finally, the
Higgs to bb̄ branching ratio of 57.7% must also be considered.

A likelihood analysis for each BSM hypothesis was performed for integrated luminosity
values of 1fb−1, 5fb−1, and 10fb−1. The number of pesudo-data points in each analysis was
determined from the effective cross section of the SM. The likelihood analysis was performed
using a total number of 100,000 pseudo-experiments for each test statistic. The two dimensional
distributions, examples of which are shown in figure 4, were also included in the likelihood
analysis to demonstrate the effect of the correlation between the two variables, pH and θH . The
median significance values were plotted as a function of the CME and are shown in figure 6 for
the variation of λ′. A more detailed study and clearer results have been omitted but can be
found in reference [5].

4. Conclusions
The results which were obtained from the likelihood analysis provide a good motivation for the
role of an electron positron collider in understanding the BSM variations in the HWW coupling
which was analysed. The median significance values of the two dimensional analyses were, in
general, greater than those done for one dimensional analyses, implying a far greater confidence
in rejecting certain hypotheses. An electron positron collider which produces collisions at an
integrated luminosity of 5fb−1 would be an effective tool in studying e+e− collisions with regards
to identifying BSM physics.

The correlation of the two dimensional distributions thus carries vital information about the
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dynamics of the processes which are studied in e+e− collisions. In addition to this, an energy
scan of the cross sections is an effective tool in decoupling the kinematics from the total cross
sections, as described above. It is also evident from the results tables that an increased integrated
luminosity of the particle beams in e+e− colliders will, of course, have the effect of providing a
better chance of rejecting BSM hypotheses and, therefore, furthering our understanding of the
Higgs boson.
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Figure 5. The cross sections for both the s-channel and t-channel produced by MadGraph,
normalised to the SM cross section. These cross sections were further altered by the cuts made
to the distributions. Note that the λ′ parameter produced the result of identical cross sections
for both λ′ = −1 and λ′ = 1.
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Figure 6. The median significance results from performing likelihood studies at 1fb−1 of pseudo
data. This not only highlights the power of using two dimensional distributions, but also shows
how the correlation of pH and θH is useful in identifying or rejecting BSM hypotheses. These
plots pertain to the λ′ = 1 (left) and λ′ = −1 (right) hypotheses.
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Abstract. Projects such as the to-be upgraded ATLAS detector at the Large Hadron Collider
at CERN are expected to produce data in volumes which far exceed current system data
throughput capacities. In addition, cost considerations for large-scale computing systems remain
a source of general concern. A potential solution involves using low-cost, low-power ARM
processors in large arrays in a manner which provides massive parallelisation and high rates of
data throughput (relative to existing large-scale computing designs). Giving greater priority
to both throughput-rate and cost considerations increases the relevance of primary memory
performance and design optimisations to overall system performance. Using several primary
memory performance benchmarks to evaluate various aspects of RAM and cache performance,
we provide characterisations of the performances of three different models of ARM-based SoC,
namely the Cortex-A9, Cortex-A7 and Cortex-A15. We then discuss the relevance of these
results to high throughput-rate computing and the potential for ARM processors. Finally,
applications to the upgrade of the on-line and off-line data processing at the ATLAS detector
are also discussed.

1. Introduction and Background
The term Big Data is widespread and its usage appears to be continually increasing [1]. Very
large-scale scientific experiments such as the Large Hadron Collider (LHC) at CERN or the
under construction Square Kilometre Array (SKA) telescope are increasingly being referred to
as belonging to the realm of Big Science. A key challenge of large-scale scientific experiments
is the vast amounts of data that they generate requiring far greater data throughput capacity
and much larger data storage capacity than existing technologies and infrastructure can feasibly
or reasonably accommodate. The ATLAS detector, one of seven within the LHC, makes use of
a multi-level triggering system to filter output data, due to post hoc processing and long term
storage limitations. Even after filtering, the amount of data currently committed to storage
is very large and the scheduled upgrade to the LHC will further exacerbate this problem by a
significant degree.

A concept known as Data Stream Computing has been proposed as a potential
means of addressing these high data throughput challenges [2]. Data Stream Computing (DSC),
briefly, has the following three characteristics: very high data throughput rates, severely limited
or no offline storage of data, and programming simplicity (i.e. common, easily programmable
architectures as opposed to specialised, custom architectures). In addition to the characteristics
of DSC, affordability and energy efficiency are two major concerns for large-scale computing in
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general. A potential solution involves the use of ARM processors, which are low-power, low-cost
and low-energy consumption systems-on-chip (SoC), in large arrays which would provide very
high levels of parallelisation. ARM-based SoCs, which are commonly used in mobile devices such
as smartphones and tablets, are low-cost, mass-produced and potentially highly energy-efficient
[3], all of which bodes well for both affordability and energy efficiency.

Although large scale computing has traditionally placed its primary focus on
processor performance, the relevance of memory performance to overall system performance
is being increasingly widely acknowledged [4, 5]. Memory performance is a key component
of overall system performance and is particularly important for throughput rates, memory
bottlenecks could potentially affect energy-efficiency and cost through under-utilisation of
existing system hardware. Using ARM-based SoCs in any proposed solution therefore requires
that the performance of ARM-based SoCs be properly characterised and understood. Memory
performance of existing ARM-based systems and its relevance to DSC for large-scale scientific
experiments, particularly ATLAS, is the focus of this paper.

2. Experimental Configuration
The performance of three models of development board containing ARM-based systems-on-
chip was evaluated. For practical and financial reasons, commercially available development
boards containing ARM-based SoCs were used for the purposes of benchmarking. The technical
specifications of these boards are listed in table 1 below.

Table 1. Development board hardware & OS specifications

Cortex-A7 Cortex-A9 Cortex-A15

Platform Cubieboard2 Wandboard Quad Odroid-XU+E
SoC Allwinner A20 Freescale i.MX6Q Samsung Exynos 5410

Cores 2 4 4 (+ 4 Cortex-A7)
Max. CPU Clock (MHz) 1008 996 1600

L1 Cache (kB) 32 32 32
L2 Cache (kB) 256 1024 2048

RAM Size (MB) 1024 2048 2048
DDR3 RAM Type 432 MHz 32 bit 528 MHz 64 bit 800 MHz 64 bit
2014 Price (USD) 65 129 169

OS Ubuntu Linaro Ubuntu

A Linux-based distribution was installed on all three types of boards. Three
benchmarking software programmes were used to evaluate the memory performance of these
three boards, namely the LMBench benchmark suite, the STREAM benchmark and the Parallel
Memory Bandwidth Benchmark (pmbw).

The LMBench benchmarking suite analyses several aspects of memory
performance this study focuses on the measures of memory latency. The STREAM benchmark
provides a measure of sustained memory bandwidth. The benchmark works by generating an
array of random numbers of a specified size (which is then stored in RAM) and performs four
types of operations, namely copy, scale, add and triad. Measures of sustained bandwidth are
then produced for each of these four tests. The pmbw benchmark is similar to STREAM in that
it also provides a measure of sustained memory bandwidth, but does so by means of 14 separate
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subtests, each performing a slightly different operation. These variations are: sequential scanning
or a random access (permutation walking) test, write or read operation, bit size transferred in
each operation, pointer-based iterations vs index-based array access, and number of operations
per loop (1 - Simple vs 16 Unroll) [6]. Two of the subtests involve Multiroll Loops and are not
analysed here. The benchmark is designed to automatically detect the amount of physical RAM
available. It then generates an array and runs one of the subtest routines. The allocated array
size is then increased and the subtest routine is then repeated. This is repeated until the highest
power of 2 able to fit onto the systems RAM is reached. These steps are repeated for each one
of the subtest routines. pmbw is useful because it allows both for comparisons to STREAM and
will potentially yield deeper insight into memory performance.

3. Results and Discussion
3.1. STREAM and LMBench
For the STREAM benchmark, which measures sustained memory bandwidth, the Cortex-A15
is clearly shown to be the best-performing of the three systems, both in terms of absolute
bandwidth and bandwidth efficiency (i.e. percentage of theoretical maximum obtained). The
Cortex-A7 displays reasonable bandwidth efficiency, while the Cortex-A9, which is the oldest of
the three systems, achieves very low bandwidth efficiency, only reaching 16% of its theoretical
maximum. In the case of RAM and cache latencies, the Cortex-A7 and Cortex-A15 both perform
well, recording low latencies. The performance of the Cortex-A9 in this regard is also inferior
to the A7 and A15 SoCs. For both of these benchmarks, a clear positive correlation can be seen
between age of SoC design and performance. Table 2 below summarises the results obtained
from both LMBench and STREAM for all three boards.

Table 2. Development board hardware & OS specifications

Cortex-A7 Cortex-A9 Cortex-A15

Copy (MB/s) 1996 1329 6066
Scale (MB/s) 1444 1110 6114
Add (MB/s) 757 1448 5413

Triad (MB/s) 702 1290 5275
RAM (Theoretical MB/s) 3296 8054 12207
RAM BW Efficiency (%) 37 16 47

L1 Latency (ns) 3.02 4.02 2.51
L2 Latency (ns) 9.2 30.8 13.8

RAM Latency (ns) 58.5 119.8 104.8

3.2. pmbw
The design of the pmbw benchmark means that each subtest routine generates several hundred
sets of observations between 200 and 300 observations in the case of the three systems tested
here. Because there are several hundred observations per subtest and 12 subtests which are
analysed here, the volume of data produced by this benchmark for each system is very large
numbering around several thousand observations. For this reason, statistical tools are useful
for extracting meaning from these data sets. A statistical test known as analysis of variance
(ANOVA) was used for primary analysis of the results of this benchmark. ANOVA is used
to compare multiple datasets and determine whether the individual means of these datasets
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are equal to one another. More specifically, ANOVA compares the variance within each of
these datasets to the variance which is present between these datasets and determines whether
statistically significant differences exist between these datasets [7]. If statistically significant
differences between these datasets do exist, various post hoc tests and analyses can then be used
to gain greater insight into the distribution and nature of these differences.

In this case, each subtest (with its 200-300 observations per system) represents
a dataset and ANOVA is used to determine whether these individual subtests are statistically
similar to one another. A two-way analysis of variance showed that significant differences existed
between the subtest groups for all three boards i.e. at least one pair of means was different
from one another. Post hoc analysis was then conducted to gain greater insight into the nature
and distribution of these results. This analysis revealed the results generated by the 12 subtests
appear to be distributed into five general groupings, with each grouping being made up of two,
three or four subtests. As each subtest has 5 primary characteristics which vary, the existence
of these five groupings gives a greater level of insight into which of these characteristics appear
to have the greatest impact on performance insights which allow for memory performance to
be better understood. The types of subtests which make up each grouping are briefly detailed
in Table 3 below.

Table 3. Constituent subtest types of pmbw result groupings

Group No. Subtest types Number of subtests in group

1 Random Pointer Permutations (Perm) 2
2 Sequential Reading 32 bit Simple Loop 2
3 Sequential Write 32 bit Simple & Unroll Loop 3
4 Sequential 32 bit Unroll & 64 bit Simple Loop 3
5 Sequential 64 bit Unroll Loop 2

Based on the subtest result groupings determined above, the average of the
two/three/four RAM bandwidth results for each of the five groupings was plotted. These
bandwidth results are shown in figure 1 below. The first grouping (Random Pointer Permutation)
is substantially lower than the other four groupings. This is, however, consistent with
expectations, as this benchmark is based on a random pointer permutation and is essentially
a measure of raw bandwidth and latency for one memory fetch cycle, while the other four are
measures of sustained memory bandwidth for sequential scanning [6]. These results indicate that
the Cortex-A7 achieves the lowest performance (approx.. 35 MB/s), the Cortex-A9 produces
more than double that rates (approx. 85 MB/s) and the Cortex-A15 is again the best performer
(approx.. 127 MB/s). This appears to be inconsistent with the memory latency and sustained
memory bandwidth results obtained by LMBench and STREAM, which showed that the newer
Cortex-A15 was the best performing of the system, the Cortex-A7 the second best performing
and that the Cortex-A9 was the worst performing system by a significant margin. While these
two random pointer permutation subtests are not solely dependent on memory latency, this
would be expected to have some effect on random memory access performance. It is not
immediately clear why the results produced by pmbw appear to conflict with the trends implied
by the obtained LMBench results, although factors such as the Cortex-A9 SoCs 64 bit RAM
bus width compared to the Cortex-A7 SoCs 32 bit RAM bus width may influence this result.
This question must be further investigated in future work.
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Groupings 2, 3, 4 and 5 are all based on sequential scanning rather than random
memory access. This means that these four groupings offer some measure of sustained memory
bandwidth. The general profile of all four groups is consistent with the results obtained by the
STREAM benchmark, with the Cortex-A15 obtaining the best results by a significant margin,
followed by the Cortex-A7 and then finally by the Cortex-A9.
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Figure 1. pmbw Bandwidth Grouping Results

3.3. Discussion and Analysis
A clear correlation between age of SoC design and bandwidth efficiency (as a percentage)
is observed, with the newest SoC, the Cortex-A15 performing the most effectively and the
oldest SoC here, the Cortex-A9 performing the least effectively. Preliminary results which
are to be presented at SAIP 2014 by Mitchell Cox [8] show that it is possible to obtain I/O
connection rates between two Cortex-A9 based SoCs of approximately 300 MB/s. These results
suggest that memory performance is not the primary source of throughput rate bottlenecks for
relatively simple algorithms (i.e. where CPU performance is not the bottleneck), as this figure is
approximately 5 times lower than the sustained memory bandwidth measured for the Cortex-A9.
As I/O connection rates continue to improve, this low sustained memory bandwidth may present
an obstacle to throughput rates. The Cortex-A9 tested here is, however, the oldest design of the
three and the significantly improved memory bandwidth rates and efficiencies measured for the
Cortex-A15 in particular means that memory bandwidth remains less likely to be the primary
cause of throughput rate bottlenecks than I/O capacity for algorithms which are not highly
processor intensive. These improvements are expected to continue as newer ARM-based SoCs
are released, particularly with the soon-to-be released ARMv8 architecture 64 bit SoCs. The
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potential of ARM-based SoCs for use in Data Stream Computing systems therefore remains
strong. In addition to this, it is hoped that new Intel Atom hardware (i.e. development boards)
will be procured in due course, allowing for further research and testing to be carried out.

Conclusion
In conclusion, the paradigm or framework underpinning Data Stream Computing and its
relevance to high-energy physics has briefly been discussed. The potential role of ARM-based
SoCs in providing a solution to excess data production of large scale scientific experiments and
the relevance of memory performance to this has also been discussed. The memory performance
of three ARM-based SoCs has been evaluated and the implications of these results have been
discussed. Finally, potential steps for the continuation of this research and development have
been briefly outlined.
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Abstract. The low spin states of 154Dy were studied with the AFRODITE spectrometer array
equipped with 9 clover High Purity Germanium (HPGe) detectors at iThemba LABS Western
Cape. The reaction 155Gd (3He, 4n)154Dy at 37.5 MeV was used to populate these states. A
first observation of enhanced E1 transitions in the in the transitional isotones 150Sm and 152Gd
from the levels in the first excited 0+ band to the lowest negative parity band was reported [3].
Here, we report on experimentally observed fingerprint of octupole deformation [19], [20]. And
we also give a brief description of our results of the low spin structure of 154Dy.

1. Introduction
The dysprosium (154Dy) nucleus offers an opportunity to study nuclear structures in a
transitional region [1], thus the 154Dy nucleus has a rapidly changing shape from spherical to
quadrupole deformed. In even-even nuclei, strong deformation is observed at N = 60 and lighter
isotopes with N < 59 are spherical [2]. The N = 88 isotones in low-lying spins display a variety
of properties, rapidly changing shape, strong E3, and quadrupole and octupole deformations.
The strong E1 properties, from the bands built on 0+

2 → 3−1 are mostly caused by octupole
vibrations which have been described and explained as due to the proximity of ∆jπ=3− shell
model orbits to the Fermi surface [19]. This behavior was observed in 152Gd and 150Sm by [3].
The 154Dy nucleus has 6 neutrons and 2 protons outside the closed shell which is nearly spherical
and has very common quadrupole phonon states. 154Dy has a quadrupole deformation in the
ground state which consists of levels connected by stretched E2 transitions above the 0+ ground
state.

In a microscopic representation, the origin of octupole collectivity can be explained by the
interplay of the unique parity orbit in each major shell and a common parity orbit that differ by
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angular momentum and total spin l = j = 3 [15], [16] and can be described through condensation
of single-particle energy level sequence for a harmonic oscillator potential [12]. In certain cases,
an orbit is lowered into next lowest major shell by the l2 and l.s terms. These intruder orbits
lie close in energy to orbits with l = lint = 3 and j = jint = 3. We will refer to to the lowest-
lying negative parity band as the ocutpole band. Observations by [9], [10] have shown that the
interpretation of the first excited 0+

2 as β - vibrations are unfounded, He suggests are shown to
result from the [505]11

2 Nilsson orbit closeness to the Fermi surface hence forming two particle two
hole (2p-2h) states. Therefore we will not refere to the bands built on the 0+

2 as β - vibrations.

2. Experimental Details and Results
The 154Dy nucleus was studied at iThemba LABS Cape Town using the modern state of the art
AFRODITE spectrometer array [18] equipped with 9 clover detectors. The low-lying excited
states of 154Dy were populated via the 155Gd (3He, 4n) reaction at 37.5 MeV, the thickness of
the 155Gd target was 3.2 mg/cm2. The trigger condition was such that two Compton-suppressed
HPGe detectors fired in prompt time coincidence.

The data were sorted into two dimensional matrix using MTsort and analyzed using Radware
software package [4]. Calibrations were performed using a standard 152Eu source. The
lUrbanWevel scheme deduced from gamma-gamma(γ − γ) coincidence relationship is shown
in Figure 1.

3. Discussion
3.1. New levels and γ rays observed
A new band-head at 2345.8 keV has been found with spin-parity 6−. Two new γ rays 340 keV
and 419 keV have been observed in the low-lying negative parity band. These two γ rays connect
levels 3− → 5− and 7− → 5− respectively. These levels were reported in National Nuclear Data
Center [5] database but the γ rays connecting them were not observed. The odd and even γ
positive-parity bands built on 3+ and 2+ were only reported up to 7+ and 4+ respectively [5].
The two bands have since been observed up to 13+ and 12+ respectively. The level at 3290.6
keV, 12+ was the last level on the band built on 0+

2 is now the new band head for the band with
former band head at 3681.1 keV, 14+.

The were no observed E3 transitions from the ground state band to the lowest lying negative
parity band. It is suggested that no transitions were observed between the two bands because
the lowest lying negative parity band in 154Dy has a high excitation energy and the lowest lying
negative parity band becomes yrast at a low spin. Figure 2 shows the the E1 transitions in three
N = 88 isotones and the relative positions of the band head of the ocutpole band is shown to
increase with an increase in proton number. Strong E1 were observed for 150Sm and 152Gd by
Bvumbi et al [3], from the first excited 0+ band to the low lying negative-parity band. In 154Dy,
we observed E1 transitions from the lowest lying negative parity band to the first excited 0+.

3.2. Alignment properties of bands
The Figure 3(a) and (b) show the excitation energies (minus 7.7 keV) against rotational
frequency. In Figure 3(a), it can be seen that the band built on 12+ cross the ground state
band (0+

1 ) at 15 h̄ω. This behavior has been previously observed in [11] and suggests that this
crossing is caused by an aligned i 13

2
S band which crosses the 0+

1 band. The new extended
bands, the bands built on 2+ and 3+ are shown to have a split up to spin 10 h̄ω when the two
bands come together, this is shown in the negative parity bands where the bands built on 7−

and 6− have the same behavior but no splitting is observed, see Figure 3(a). The band built on
6− is seen to cross both the band built on 7− and 6− at 15 h̄ω. The band built on 0+

1 and 3−

are seen to track the 0+
1 band.
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Figure 1. The new level scheme for 154Dy obtained from our 155Gd (3He, 4n)154Dy reaction at
37.5 MeV. The new γ rays are shown in red.
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Figure 2. Shows the 0+
2 → 3−1 for 152Gd and 150Sm [3] and the first observation of 3−1 → 0+

2

observed in 154Dy.

Figure 3. Shows excitation energies minus 7.7 keV against rotational frequency(h̄ω) of the
positive-parity bands (a) and the negative-parity bands (b).

The alignment(ix) of the two new γ bands built on 3+ and 2+ positive states and the 0+
2

positive state bands were plotted as a function of rotational frequency(h̄ω), the ground state
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band was also plotted to compare their behavior, see Figure 4(a) and the negative parity bands
are shown in Figure 4(b).

Figure 4. The alignment(ix) against rotational frequency (h̄ω) of the positive-parity bands (a)
and the negative-parity bands (b).

The change in slopes in Figure 4(a) and 4(b) represents specific positions of different energies
at the same rotational frequencies. Rees et al. states that the changes in slope represent a
rotational alignment of specific quasi-particle pair [7]. The newly extended odd γ band carries
more aligned angular momenta than the even γ band. The 0+

2 band slope is reduced at rotational
frequency of 200 keV which makes it cross the even γ band and ground state bands, 0+

1 . The
ground state band has a gradual aligned angular momenta increase with an increase in rotational
frequency up to 310 keV when the slope sharply increases.

4. Conclusion
The experiment showed that 3−1 → 0+

2 is present in low-lying states of 154Dy and therefore there
is a need to explain why this behavior is opposite to that observed in other rare earth isotones
150Sm and 152Gd as shown in [3]. Spear and Catford [17] showed that there is a maximum in
strength in E3 transitions between the ground state band and the lowest lying negative parity
band at neutron number N = 88 and proton number Z = 62 but these E3 transitions were not
observed in N = 88 Dy. Bands built on the 3+, 2+ and 0+

2 states have been established and
other new transitions. We therefore conclude that calculations along those of [6] and [14] are
needed in order to explain the interaction between the 0+ and 3− in the N = 88 transitional
region.
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Abstract. A photonic crystal slab was designed in COMSOL Multiphysics using gallium 

arsenide (GaAs) pillars placed equidistant from each other in air. A defect was created by 

removing some GaAs pillars across the crystal slab geometry to form a 90
o
 bend through the 

structure. Structural parameters; the pillar diameter and inter-pillar spacing were separately 

varied and waves were propagated through the created defect with different allowed 

wavelengths, within and determined by the photonic crystal’s bandgap. It was observed for the 

air filling fraction at constant pitch that, when the factor given by the ratio of the air hole 

diameter to the pitch is less than 0.63, an increase in air hole diameter requires corresponding 

increase in the wavelength which can be propagated within the waveguide with minimum loss. 

When both air hole diameter and pitch were varied the increase in the air filling fraction was 

also observed to result in a photonic bandgap of lower frequency range as only larger 

wavelengths would be allowed to propagate. When the air filling fraction factor was less than 

0.63 the photonic crystal waveguides exhibited slightly increased confinement and bend loss. 

The diameter and pitch affected the core resonance resulting in selected wavelength bands 

being propagated through the created defect in the waveguide. Only those bands whose value 

coincides with the photonic bandgap were allowed to propagate. 

1. Introduction
Photonic crystals are materials of periodic dielectric media which are able to localise light in specific 

areas and prevent it from propagating in certain directions. Their structural build up resembles the 

lattice structures of crystalline materials and they have photonic bandgaps whose optical properties are 

analogous to the energy bandgaps [1] in electrical semiconductors.  Light propagation in a hollow core 

is possible within photonic crystal fibers (PCFs). These are single material optical waveguides with an 

array of periodic air holes across the transverse section running down their entire length. In the 

cladding, the refractive index is modulated in space on a wavelength scale [2]. Very high powers can 

be propagated without being limited by material threshold [3]. PCFs have application in 

supercontinuum generation, optical coherence tomography, frequency metrology, microscopy and 

spectroscopy [4]. Many modelling techniques have been applied to study propagation characteristics 

[5] of solid core, index guiding PCF’s.  For hollow core PCF’s the control of propagation 

characteristics which include dispersion, bend loss, confinement loss and effective index are 

determined by the structural parameters, namely air hole diameter and the pitch. Through simulation, 

COMSOL Multiphysics [6], a finite element method based software, was used to design and study 

various photonic crystal structures distinguished by variation in structural parameters and their 

associated wave propagation characteristics. Confinement loss, bend loss and the allowed photonic 

bandgap wavelength were monitored for the various air filling fractions. 

2. Theory and Simulation Design

In a photonic crystal with periodic dielectric medium of periodicity (Λ), any wave of wavelength 

comparable to twice the periodicity [7] is not allowed to propagate through the photonic crystal. The 

wave is within the photonic bandgap, hence it is highly reflected. The partial reflections at each period 
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are in phase. As they reinforce one another

as a result such a wave will not be propagated.

experience no scattering as the periodic variation in the refractive index results in the scattering

cancelling out coherently [7], so they propagate

is created in such media the reflecting

crystal material becomes a waveguide. Varying the periodicity by altering the inter

air hole diameter affects the wavelength that can be guided as well as the p

Photonic crystal slabs were designed in COMSOL Multiphysics

equidistant from each other in air. A

90o bend across the slab geometry as shown in figure 1.

a simpler arrangement than the triangular and hexagonal 

determine with certainty that the defect has guidance to the

study of the effects of structural parameter variation on bend loss.

Figure 1. A 2D photonic crystal slab with a 90º bend

(pillar diameter

As determined by the photonic bandgap, different allowed wavelengths within the photonic crystal

bandgap are found and the waves propagated along t

diameter and pitch. The air filling fraction factor (f) gi

design [10] using this relation; 

� � Λ � d� Λ⁄  

where Λ is the pitch given by the inter

represents the air gap separating any adjacent pillars.

external boundaries by setting them to the scattering boundary condition and the source at the input set

as a plane wave whose electric field in the z component has

3. Simulation

The pitch was maintained constant at 

0.7 � 10��m to 2.8 � 10��m. Results we

corresponding air filling fraction. The pitch was

while the diameter remained constant at

of normalised wavelength against air filling fraction.

the amplitude of the electric field after the 90º bend through

they reinforce one another, they form standing waves [8] with the incident

such a wave will not be propagated. The other waves with a frequency outside the bandgap

the periodic variation in the refractive index results in the scattering

, so they propagate with minimal attenuation. When a hollow line defect

reflecting wave can be allowed to propagate within the defect and the

waveguide. Varying the periodicity by altering the inter-hole spacing or the

diameter affects the wavelength that can be guided as well as the propagation characteristics.

Photonic crystal slabs were designed in COMSOL Multiphysics [6] using GaAs pillars placed

. A line defect was created by removing some GaAs pillars to form a

as shown in figure 1. The structure is a square lattice

triangular and hexagonal lattice structures. The bend was

certainty that the defect has guidance to the propagating wave while t

of structural parameter variation on bend loss. 

2D photonic crystal slab with a 90º bend across its geometry.

diameter, d � 0.7 � 10��m and pitch,Λ � 1.875 � 10�� 

bandgap, different allowed wavelengths within the photonic crystal

propagated along the 90º bend in different slabs of varying pillar

diameter and pitch. The air filling fraction factor (f) given by the ratio in (1) is calculated for each

(1) 

is the pitch given by the inter-pillar spacing and d is the GaAs pillar diameter.

represents the air gap separating any adjacent pillars. Low-reflecting boundaries we

external boundaries by setting them to the scattering boundary condition and the source at the input set

as a plane wave whose electric field in the z component has unit initial amplitudeE" �

s maintained constant at 3.75 � 10��m and the pillar diameter varied with

Results were recorded for the guided wavelength (

ir filling fraction. The pitch was then varied from 1.875 � 10�� m to

constant at 1.4 � 10�� m. The values obtained were used to make plots

of normalised wavelength against air filling fraction.  Bend loss was determined from measurement of

of the electric field after the 90º bend through the use of a scaled profile from the cross

Λ 

d 

with the incident wave and 

frequency outside the bandgap 

the periodic variation in the refractive index results in the scattering 

hollow line defect 

wave can be allowed to propagate within the defect and the 

hole spacing or the 

ropagation characteristics. 

using GaAs pillars placed 

defect was created by removing some GaAs pillars to form a 

quare lattice [9] which has 

The bend was chosen to 

while this motivated 

across its geometry. 

m). 

bandgap, different allowed wavelengths within the photonic crystal’s 

f varying pillar 

s calculated for each 

is the GaAs pillar diameter. Λ � d� 

were used on all 

external boundaries by setting them to the scattering boundary condition and the source at the input set 

1 Vm�&�.

within the range 

wavelength (λ) and the 

to 7.5 � 10�� m 

re used to make plots 

s determined from measurement of 

profile from the cross 
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sectional plot function. Confinement loss wa

propagation plots in which modes we

the photonic crystal. Simulation designs

parameters. The same square lattice structure wa

2a and 2b. 

Figure 2. 2D Photonic crystal slabs with same value of pitch

10��m, f � 0.63 (b) d � 1.4 � 10�

4. Simulation Results and Analysis
Three dimensional views of the wave propagation through the photonic crystal slabs are presented in

figures 3, 4 and 5. The guided wavelengths were recorded. A d

distinguishable in variable designs while identical designs show

only at different wavelengths (figure 5d)

calculated while pitch was maintained

Figure 3. Simulation results for constant

10��m, f � 0.81, λ� 7.8 � 10��m .

after the 900 bend, E" � 0.98 Vm�&

(a) 

(a) 

inement loss was determined qualitatively from examination of the 3D

s were seen to leak away from the defect through the boundaries into

designs were altered through variation of photonic crystal structural

same square lattice structure was maintained through all designs as shown in figures

2D Photonic crystal slabs with same value of pitch Λ � 3.75 � 10��m. (a) d
��m, f � 0.25 

Analysis
dimensional views of the wave propagation through the photonic crystal slabs are presented in

wavelengths were recorded. A difference in propagation is notably

distinguishable in variable designs while identical designs show similar propagation characteristics

(figure 5d). The diameter was varied and the air filling fraction factor (f)

maintained constant at a chosen standard value of Λ* � 3.75

constant pitch Λ* � 3.75 � 10��m: (a) 3D propagation for

 . (b) z-y Cross sectional plot of Electric field E"
&. 

z 

x 

y 

(b) 

(b) 

s determined qualitatively from examination of the 3D 

defect through the boundaries into 

photonic crystal structural 

as shown in figures 

� 2.8 �

dimensional views of the wave propagation through the photonic crystal slabs are presented in 

ifference in propagation is notably 

similar propagation characteristics, 

air filling fraction factor (f) 

� 10��m.

3D propagation for d � 0.7 �
 "� in figure 3a, 
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Figure 4. Simulation results for 3D propagation at

0.72, λ � 9.3 � 10��m E" � 1.00

0.60 Vm�& (c) d � 2.1 � 10��m

10��m, f � 0.25, λ � 6.8 � 10��m 

In figure 3b, the cross sectional plot is used to determine the electric field amplitude (

of figure 3a, after the bend. The photonic crystal i

are below the bandgap cut-off (figure 5c

transparent and incoherently scattering.

show that the smaller wavelengths seem to

leak away into the cladding. Confinement loss is significant for small air filling fractions

 f , 0.625 while bend loss is slightly higher for air filling fraction

0.63 , � , 0.72 as deduced from the electric field amplitude values

shows that varying the pitch at constant pillar diameter

frequency with increasing air filling fraction. Larger wavelengths are accommodated as the air holes

separating the pillars are increased 

when the air filling fraction is the same for similar structural geometry but

different structural parameter dimensions then the permitted wavelength varies directly as the air hole

spacing as evidence in figures 4d and 5a.

(c) 

(a) 

3D propagation at constant pitch Λ*: (a) d � 1.05

00 Vm�&. (b) d� 1.4 � 10��m, f � 0.63, λ � 1.0 �

m, f � 0.44, λ � 7.98 � 10��m E" � 0.90 Vm�&. (

m E" � 0.55 Vm�&.

b, the cross sectional plot is used to determine the electric field amplitude (E"

The photonic crystal introduces evanescence to waves whose

(figure 5c) while for higher frequencies outside the bandgap it

scattering. When compared to figures 4a and 4b, figures 4c

seem to propagate with increased confinement loss, 

leak away into the cladding. Confinement loss is significant for small air filling fractions

end loss is slightly higher for air filling fractions between  0.25

as deduced from the electric field amplitude values of figures 3, 4 and 5

arying the pitch at constant pillar diameter has the effect of decreasing the bandgap

frequency with increasing air filling fraction. Larger wavelengths are accommodated as the air holes

 and so is the air filling fraction (figures 4a and 4b)

lling fraction is the same for similar structural geometry but having proportionately

different structural parameter dimensions then the permitted wavelength varies directly as the air hole

in figures 4d and 5a. 

z 

x 

y 

z 

x 

y 

(d) 

(b) 

05 � 10��m, f �

� 10�-m E" �

(d) d � 2.8 �

" � 0.98Vm�&)

waves whose frequencies 

for higher frequencies outside the bandgap it is 

figures 4c, 4d, 5a and 5b 

 as they tend to 

leak away into the cladding. Confinement loss is significant for small air filling fractions [11], where

, � , 0.5 and 

figures 3, 4 and 5. Figure 6b

effect of decreasing the bandgap 

frequency with increasing air filling fraction. Larger wavelengths are accommodated as the air holes 

and so is the air filling fraction (figures 4a and 4b). In figure 5d, 

having proportionately 

different structural parameter dimensions then the permitted wavelength varies directly as the air hole 

z 

x 

y 

z 

x 

y 
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Figure 5. Simulation results for propagation of different wavelengths through the photonic crystal:

(a) 3D propagation with pillar diameter

10��m, λ � 3.39 � 10��m E"

10��m, λ � 5.82 � 10��m E" � 1

the bandgap d � 0.7 � 10��m, f �

wavelength with inter-pillar spacing at constant air filling fraction

The simulation results in figures 3 to 5

fraction to plot the graphs in figures 5d and

corresponding increase in the allowed wavelength until the air filling fraction reaches 0.625. After that

further increase in air filling fraction results in a corresponding increase in allowed frequency
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Figure 6. Variation of wavelength with inter

fraction determined for constant value of pitch. (b) wavelength against air filling fraction for fixed

pillar diameter. 

The change in the inverse gradient of figure

with respect to wavelength [13, 14

positive to negative as the slope changes from a decreasing to an increasing gradient

to the transition from the normal to the

5. Conclusions
Generally, wavelengths allowed to propagate within the hollow core PCF increase with an increase in

the air filling fraction therefore the photonic bandgap is affected by variation of structural parameters

Only frequencies within the bandgap are propagated along the hollow created in the photonic crystal.

Confinement loss and bend loss 

dispersion are controlled by variation of

index and wavelength. 
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Abstract. South Africa has played a leading role in radio astronomy in Africa with the
Hartebeesthoek Radio Astronomy Observatory (HartRAO). It continues to make strides with
the current seven-dish MeerKAT precursor array (KAT-7), leading to the 64-dish MeerKAT
and the giant Square Kilometer Array (SKA), which will be used for transformational radio
astronomy research. Ghana, an African partner to the SKA, has been mentored by South
Africa over the past six years and will soon emerge in the field of radio astronomy. The country
will soon have a science-quality 32m dish converted from a redundant satellite communication
antenna. Initially, it will be fitted with 5 GHz and 6.7 GHz receivers to be followed later by a
1.4 - 1.7 GHz receiver. The telescope is being designed for use as a single dish observatory and
for participation in the developing African Very Long Baseline Interferometry (VLBI) Network
(AVN) and the European VLBI Network. Ghana is earmarked to host a remote station during
a possible SKA Phase 2. The country’s location of 5◦ north of the Equator gives it the distinct
advantage of viewing the entire plane of the Milky Way galaxy and nearly the whole sky. In
this article, we present Ghana’s story in the radio astronomy scene and the science/technology
that will soon be carried out by engineers and astronomers.

1. Introduction
In the field of radio astronomy, South Africa (SA) has been the pacesetter on the African
continent, with the long established Hartebeesthoek Radio Astronomy Observatory (HartRAO).
It has world-class astronomical and space research facilities for cutting-edge radio astronomy
research and studies. The current seven-dish MeerKAT precursor array (KAT-7), leading to the
64-dish MeerKAT with first light in late 2016 and the giant Square Kilometer Array (SKA) which
construction will start in 2018, will be used for unprecedented radio astronomy researches that
will lead to new discoveries. In 1992, Mauritius also appeared on the scene with its meter-wave
Fourier Synthesis T-shaped array, the Mauritius Radio Telescope (MRT), designed to survey
the southern sky for point sources at 151.6 MHz in the declination of -70◦ to -10◦ and sensitivity
of 200mJy [1]. The MRT survey produced a southern sky equivalent of the Sixth Cambridge
Catalog (6C) of bright radio sources [2]. Although several other African countries had nurtured
strategies and plans to host radio astronomy facilities, they are yet to come to fruition. Attempts
by Nigeria to build a HartRAO-like facility at Nsukka [3] and Egypt’s plans [4, 5] to operate a
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radio telescope, in the frequency range of 1.4 to 43 GHz, at Abu Simbel in the southern part of
the country are all yet to succeed.

In the mid-2000’s, the call on Botswana, Ghana, Kenya, Madagascar, Mauritius,
Mozambique, Namibia and Zambia to partner South Africa in its bid to host the SKA, produced
new motivation for countries on the continent to speed up their efforts in embracing radio
astronomy studies and researches. With the KAT-7 successes [6], the 64-dish MeerKAT project
gearing up and the decision that Africa would host a large part of the SKA, the South African
SKA Project (SKA-SA) and HartRAO searched in the partner countries to identify redundant
satellite communication antennas with potential for conversion of such expensive, but now
obsolete, assets for radio astronomy. This type of conversion (e.g. [7, 8, 9]) has been made
possible globally owing to the switching over from the data streaming communication satellites to
the more efficient and cheaper undersea fibre optic cables for telecommunication signal transport.
The goal of the exercise, which led to the discovery of many 30m-class antennas across Africa,
is to build the needed capacity in support staff, engineers and scientists in radio astronomy and
related disciplines. Ghana has such an asset at its Kuntunse Intelsat Satellite Communication
Earth Station (see figure 1 Left panel)

In this paper, we give a short briefing on Ghana’s radio astronomy prospects and outline the
possible science/technology that will soon be done from there.

2. The Ghana Antenna
The Ghana Intelsat Satellite Earth Station at Kuntunse is situated at an elevation of 70m above
sea level with position coordinates of 05◦ 45′ 01.5′′ N and 00◦ 18′ 18.4′′ W [10]. It hosts three
antennas of diameters 32m, 16m and 9m, but only the 16m antenna is still operational for
satellite communication. The station was commissioned on August 12, 1981 and was operated
by the Ghana Telecommunications Corporation until July 03, 2008 when Ghana Vodafone took
over, as major shareholder (i.e. purchased 70% shares). Kuntunse is a surburb located off the
Nsawam Road, about 25km north-west of the national capital, Accra.

Ghana has warmly embraced the strategy into radio astronomy, according to its radio
astronomy development plan incorporated in The Ghana Science, Technology and Innovation
Policy, and The Science, Technology and Innovation Development Plan 2011-2015 (GPDP15).
As an SKA Africa partner country, it welcomed and collaborated with the SKA-SA/HartRAO
group to access the radio astronomy potential of the redundant satellite communication antennas
at Kuntunse. The suitability of the 32m cassegrain antenna and the Kuntunse control station
(see figure 1 Left panel) for radio astronomy were established by the group after two successive
working visits in March and May 2011.

2.1. The Antenna Conversion
To facilitate the agenda envisaged in the GPDP15, the Government under the Ministry of
Environment, Science, Technology and Innovation (MESTI) on January 01, 2011 established an
institution called the Ghana Space Science and Technology Institute (GSSTI), to spearhead all
radio astronomy, space science and emerging related technologies programmes, activities and
research. GSSTI was established under the Ghana Atomic Energy Commission (GAEC), a
national research organisation. It started initially as a Centre under GAEC’s Graduate School
of Nuclear and Allied Sciences (SNAS), an affiliation of the University of Ghana.

After some protracted negotiations and the official handing over of the station to the state, the
antenna conversion exercise by a team of scientists and engineers from SKA-SA/HartRAO and
GSSTI started in earnest. Besides the astronomy instrumentation upgrade, major rehabilitative
work includes replacing the corroded subreflector quadrupod support legs, replacing the azimuth
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Figure 1. Left: The Kuntunse 32m disuse telecommunication antenna currently being converted
to radio astronomy facility. Standing in front of the telescope is the first author. Right: African
Undersea Cables span the coasts of Africa and link the continent to the outside World and
represents greater internet bandwidth availability and potential of data transport from the
Ghana antenna site [11].

and elevation angle resolvers with more accurate angle encoders, covering the beam waveguide
aperture with radome, replacing some rusty hardware on the antenna structure, replacing
azimuth and elevation limit switches, flushing and greasing the gearbox systems, changing the
elevation and azimuth oil gauges, repainting the whole antenna structure and re-engineering the
automatic control/rotation system. The exercise has been running parallel with the requisite
local human capital development (HCD) to produce the needed manpower to be custodians and
users of the facilities via both formal and informal training interventions. A team of graduates
from GSSTI has just completed 6 months training with the South African AVN team at SKA-SA
and HartRAO. The latest target for test observations with the 32m antenna is June 2015, with
science operations targeted for the end of 2015.

2.2. The Antenna Receivers
The type of observations and science that can best be done with a radio telescope depend on the
telescope’s location, size, specifications and the receivers and science instruments it is fitted with.
During the testing period (Phase-1), the existing telecommunication feed horn in the frequency
range 3.8 - 6.4 GHz (C-band) will be used. For the actual science observations (Phase-2), it will
initially be fitted with uncooled 5 GHz and 6.7 GHz (C-band) receivers to be followed later by a
1.4 - 1.7 GHz or wider L-band receiver, for which extra funding will be needed. Future receiver
developments could include replacing the original C-band feed horn with a wider band design
covering more VLBI bands, introducing cryogenic receivers for improved sensitivity and adding
more frequency bands.

2.3. Funding for the Conversion
The funds for the antenna conversion and HCD has so far come from the African Renaissance
Fund (ARF) of South Africa’s Department of International Relations and Cooperation (DIRCO),
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Figure 2. VLBI UV coverages of the developing AVN showing the impacts (in red tracks) of
the Ghana 32m antenna in: Left: A 4-dish developing AVN, involving the antennas in Ghana
(32m), HartRAO (26m), Kenya (32m) and Zambia (30m or 32m), tracking a source at −40◦

declination. Right: A network of antennas in seven SKA-SA partner countries, together with
HartRAO, tracking a source at −40◦ declination.

South Africa’s Department of Science and Technology (DST) and the Government of Ghana.
The SKA-SA Project, HartRAO and GSSTI are the main facilitating and implementing bodies
for the Ghana conversion.

3. Radio Astronomy Projects
On realising a full operational 32m radio astronomy telescope, there are a number of planned
astronomical projects:

• Operate as a single dish observatory, to be known as the Ghana Radio Astronomy Facility
(GRAF).

• For participation in the developing 4-dish African VLBI Network (AVN) and possible
expanded future AVN [12].

• For taking part in the European VLBI Network (EVN).

• With antennas east of South Africa and central Africa, the Ghana antenna would be relevant
to both the Australian and American VLBI Arrays. Again, the Ghana antenna, and other
AVN telescopes, would be valuable in adding long baseline capability to SKA Phase 1.

• For the possible event of SKA Phase 2, Ghana is earmarked to host some of the single-pixel
feed dishes as a remote station.

4. Science with the Ghana Antenna
Ghana’s location of 5◦ north of the Equator (see Section 2) gives it the advantage of viewing
the entire plane of the Milky Way galaxy and nearly the whole sky (see figure 2). Another
competitive advantage for Ghana, is that it is located close to the African Undersea Cables [11]
(see Right panel of figure 1) spanning the east and west coasts of the continent and linking Africa
to the rest of the World. This close proximity promises greater bandwidth and faster internet
connectivity for data transport. With such valuable resources much can be done from Ghana.
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In this section we describe some of the science cases of the Kuntunse telescope as a single
dish and in VLBI networks, and for the possible long baseline array of SKA Phase 2.

4.1. Single-Dish Science Cases
With the C- and L-bands receivers fitted for Phase-2 operations, one can do the following with
the Ghana antenna:

• Radio Continuum Flux measurements (with wideband multi-channel radiometer); use
known radio astronomy calibration sources for daily calibrations of receivers and also follow
radio emissions from sources such as AGNs emitting gamma-ray flares.

• Pulsar Observations (with wideband multi-channel pulsar timer); monitor the behaviour
of pulsars of interest over a long period of time, such as those producing glitches and
intermittent pulsars, and hunt for fast radio burst sources.

• Emission Lines Spectroscopy (with narrowband multi-channel spectrometer); maser line
monitoring of star forming regions, including hydroxyl masers (1612, 1665, 1667, 1720
MHz) and methanol masers (6668 MHz).

4.2. VLBI Networks Science Cases
With the System Equivalent Flux Density (SEFD) of the dish designed to be better than the
typical threshold (i.e. SEFD < 800Jy) for telescopes in current VLBI networks, the Ghana
antenna can be a valuable part of the existing VLBI networks. In both the stand-alone AVN,
EVN and global VLBI, the inclusion of Ghana will improve imaging and calibration quality and
sensitivity in all VLBI astronomy science cases (refer to figures 2 and 3). The VLBI science
cases that will be enhanced with the addition of the Ghana telescope equipped for C- and L-band
include:

• Mapping Interstellar masers in star-forming regions in the Milky Way.

• Determining the distances to star-forming regions in the Milky Way through methanol
maser parallax measurement.

• Using trigonometric parallax measurements to determine accurate pulsar distances as well
as pulsar proper motions.

• Imaging active galactic nuclei (AGN).

• Resolving binary systems in extragalactic supermassive black holes.

• Searching for radio transients - long baselines provide discrimination against radio frequency
interference.

• Imaging radio emission from X-Ray binary systems and relativistic jets.

4.3. Science at Very High Angular Resolution
In the likely event of Phase 2 of the SKA, Ghana would host a 30-dish single-feed antenna array
on the proposed 400m×400m piece of land in the Kwahu mountain range area located in the
south-central eastern corridor of the country. This will be in support of the SKA goals of doing
science at very high angular resolution (see [13]).

5. Other Relevant Science Instruments
With broad bandwidth and fast internet facilities’ availability at the Kuntunse Satellite
Earth Station, other instruments such as Meteorological unit (MET-4), Global Navigational
Satellite System (GNSS) Receivers, Seismometer, Gravimeters and Magnetometers may be cost-
effectively added to enhance the science capability of the station for the benefits of the global
community.
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Figure 3. Global VLBI UV coverages of full-track observations showing input from the Ghana
32m antenna in red tracks observing a source: Left: At the declination +20◦ with the existing
VLBI antennas. Right: At the −45◦ declination with other five proposed AVN antennas in
Africa.

6. Summary
We have unveiled a strong case for the conversion of an obsolete telecommunication facility for
radio astronomy use, which presents an excellent prospect of doing radio astronomical science
from Ghana. The science cases could be more or less than those outlined in the paper, based on
availability of funding and partnerships. The custodians of the dish, GSSTI, warmly welcomes
partner support of all forms to realize a befitting facility for radio astronomy and technological
science use.
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Abstract. The International Celestial Reference Frame (ICRF) was adopted by the
International Astronomical Union (IAU) in 1997. The current standard, the ICRF-2, is based on
Very Long Baseline Interferometric (VLBI) radio observations of positions of 3414 extragalactic
radio reference sources. The angular resolution achieved by the VLBI technique is on a scale of
milliarcsecond to sub-milliarcseconds and defines the ICRF with the highest accuracy available
at present. An ideal reference source used for celestial reference frame work should be unresolved
or point-like on these scales. However, extragalactic radio sources, such as those that define
and maintain the ICRF, can exhibit spatially extended structures on sub-milliarsecond scales
that may vary both in time and frequency. This variability can introduce a significant error
in the VLBI measurements thereby degrading the accuracy of the estimated source position.
Reference source density in the Southern celestial hemisphere is also poor compared to the
Northern hemisphere, mainly due to the limited number of radio telescopes in the south. In
order to define the ICRF with the highest accuracy, observational efforts are required to find
more compact sources and to monitor their structural evolution. In this paper we show that the
astrometric VLBI sessions can be used to obtain source structure information and we present
preliminary imaging results for the source J1427-4206 at 2.3 and 8.4 GHz frequencies which
shows that the source is compact and suitable as a reference source.

Keywords: Celestial Reference Frame, Quasar, VLBI, IVS, Astrometry, Imaging

1. Introduction
Very Long Baseline Interferometry, or VLBI, radio observations are almost unique in providing
us with milliarcsecond or even sub-milliarcsecond resolution, and also allow us to do astrometry
with sub-milliarcsecond accuracy (e.g. Walker, 1999; Thompson et al. 2007). VLBI achieves its
resolution by using radio telescopes hundreds or thousands of kiliometers apart simultaneously
to form an interferometer. The received signals are amplified at the participating antennas and
are sent to a correlator by storing them on disk packs or by using network links. The received
signals from each pair of antennas are then cross-correlated and Fourier transformed in order
to determine the sky brightness distribution at the observed radio frequency. Most VLBI ap-
plications rely on having reference sources, for example, the imaging of faint radio sources in
phase-referencing mode, accurate differential astrometry, spacecraft tracking, space navigation
and space geodesy.
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Since the late 1970s, VLBI observations have been used to determine the positions of radio
sources with milliarcsecond precision. In recent years, the accuracy of the VLBI technique
has improved substantially and high precision VLBI measurements of positions of extragalactic
radio sources are now used to define and maintain celestial radio reference frames with sub-
milliarcsecond precision. Various radio source catalogs have been constructed from a number of
high accuracy, dual frequency 8.4 GHz and 2.3 GHz observations which have been collected from
different networks for geodetic and astrometric purposes. Ma et al. (1990) produced the first
catalog of 182 sources with a positional accuracy of 1 milliacrsecond. All of these sources are
located north of -300 declination. The source density was increased significantly in the Northern
hemisphere with more observing campaigns and a few sources were also added in the Southern
hemisphere (e.g. Reylonds et al. 1994; Russell et al. 1994; Johnston et al. 1995).

The realisation of the radio celestial reference frame was adopted by the 23rd International
Astronomical Union (IAU) General Assembly in 1997 to replace the traditional optical
fundamental celestial reference frame, the FK5 reference frame. High precision VLBI
measurements of positions of extragalactic radio sources now define and maintain the
International Celestial Reference Frame (ICRF), which forms the underlying basis for positional
astronomy. The current realisation of the ICRF (ICRF-2, Ma et al. 2009) is based on dual
frequency (8.4 GHz, 2.3 GHz) VLBI observations of 3414 radio reference sources, including 295
defining sources which determine the orientation of the frame’s axes. In 2012, a working group
under the IAU was formed with the goal of the realisation of the ICRF-3 by 2018 with specific
emphasis on improving the accuracy and coverage in the southern hemisphere.

Extragalactic radio sources that are relatively bright at the frequency of observation, compact
or core-dominated on VLBI scales and with no or little detectable motion are well suited as
reference sources. The primary sources used as reference sources in VLBI are radio-loud quasars.
Quasars being at great distances do not exhibit any measurable proper motion or parallax,
making them ideal reference sources. In radio-loud quasars, the radio emission originates with a
relativistic jet launched from the vicinity of the black hole. The ones useful as reference sources
are those where the scale of this jet is small compared to the resolution such that the radio
emission is compact or core-dominated and appears almost point-like. Unfortunately, many of
the radio-loud quasars that make up the ICRF exhibit spatially extended intrinsic structures,
with VLBI imaging showing jets in addition to compact cores. The extended emission structures
in these sources may also evolve significantly over time on scales of months to years, and in
addition they also exhibit flux density variations on timescales of years to weeks.

Charlot (1990) showed that the effect of source structure on VLBI astrometric positions can
be significant, where any departure from the point source approximation, commonly made in
astrometric analysis, introduces errors in the accurate position of the source. Temporal variations
of the intrinsic structure of these objects can result in apparent motion when observed at several
epochs. Results from Fey, Clegg & Fomalont (1996) and Fey & Charlot (1997), show that
structural variations of sources can be extreme, ranging from relatively compact core objects,
to compact double sources, to complex core-jet objects. It is therefore important to map the
structures of these sources on a regular basis.

Catalogues of compact radio sources, including the ICRF-2 are weak in the south, especially
at declinations south of −45◦, the limit of the reach of the Very Long Baseline Array (VLBA).
Among 295 defining sources, fewer than 30% are in the Southern hemisphere. In the Northern
hemisphere, ICRF sources are well distributed and regular imaging of Northern hemisphere ICRF
sources are made through the ongoing astrometric and geodetic Research and Development
VLBI (RDV) experiments using the VLBA (e.g. Fey & Charlot, 2000; Collioud & Charlot,
2009). The results of the imaging and analysis of these studies prove to show the importance
of continual observing and analysis in order to monitor the sources for variability or structural
changes so that their astrometric quality can be continuously evaluated. There have been many
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efforts in recent years to increase the number of known Southern hemisphere reference source, in
particular the astrometric observations from the Long Baseline Array (LBA) Calibrator Survey
(LCS), which has already produced a significant improvement at 8.4 GHz (Petrov et al 2011).
Dedicated astrometric observations at 8.4 and 2.3 GHz band to density the ICRF in the south
are currently underway, as proposed in Lovell et al. (2013). There has also been a few dedicated
imaging observations of southern sources (e.g. Hungwe et al. 2011; Ojha et al. 2004; Ojha et al.
2005), and first images from the LCS astrometric experiments have been produced (de Witt &
Bietenholz, 2012).

Dedicated imaging observations to map the source structures on a regular basis have proven
to be very resource intensive, with availability of antennas being one of the most limiting factors
in the south. Based on these considerations we have investigated the possibility of imaging
sources from existing geodetic and astrometric observations in the south. Imaging of source
structure from the LCS experiments have proven to be successful and we will continue to image
more of the LCS experiments. We also have identified the Celestial Reference Frame Deep South
(CRDS) astrometric VLBI observations to be potentially suitable for mapping purposes. Present
and past surveys (e.g. Pearson & Readhead, 1988; Taylor et al. 1996) show that such surveys
are an important tool for astrometry but also for investigation of a wide range of astrophysical
phenomena.

2. Obseravtional data:
We have reduced the data for a single epoch, 24-hour session of one LCS (v271m) and one CRDS
(CRDS63) experiment.

The LCS1 is an ongoing VLBI project to observe a list of flat-spectrum radio sources below
-300 declination at 8.4-GHz using the LBA array. Observations for LCS experiment v271m were
made on 15-16 June 2013 at a central frequency of 8.344 GHz, recording a total bandwidth of
128 MHz, right circular polarization (RCP) only. Eight antennas (see Table 1 with lcs tag) from
the LBA participated and a total of 101 sources were observed in this experiment with 2–4 scans
of 2–6 minutes duration per source. The uv -coverage for LCS experiments is very limited due
to the few scans per source and also the array configuration. The data were correlated at the
Curtin University of Technology using the DIFX correlator (Deller & Tingay, 2007). Imaging of
sources from experiment v271m is still in progress.

The CRDS2 astrometric observing sessions are part of the International VLBI Service for
Geodesy and Astrometry (IVS) campaign to strengthen the ICRF in the south. Since 2013
observations have been performed using a regular network of six southern stations (see Table 1
with crds tag). A total number of 97 sources have been observed through CRDS sessions with
the majority of sources being south of -30◦declination. Most sources are observed in at least 2-3
sessions per year with around 2-7 scans of 9 minutes duration per source. As opposed to more
typical astrometric sessions where only 2-station scans are required, the majority of scans in
the CRDS sessions, observed since 2013, include at least 4 to 6 stations per scan, making these
observations more suitable for mapping purposes.
In order to test the suitability of CRDS sessions for imaging of source structure, we have chosen
the most recent CRDS session at the time, which is CRDS63. Observations were made on 14-15
January 2013 and a total number of 38 sources were observed. All six telescopes as mentioned in
table 3 were scheduled for observations, but unfortunately the Hobart 12m and Wakworth 12m
telescopes did not participate. Data were recorded at RCP with 8 IFs at X-band and 6 IFs at
S-band and a bandwidth of 4 MHz per IF3. Data were correlated at the Washington Correlator
(WACO) in Washington, DC.

1 Information on the LCS is available on the web at http://astrogeo.org/lcs/
2 Information on the CRDS sessions are available on the IVS webpage at http://ivscc.gsfc.nasa.gov
3 Bandwidth was increased to 8 MHz from CRDS66 in June, 2013.
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Table 1. Antennas participating in the LCS & the CRDS experiments.

Station Location Diameter(m) SEFD(2.3 GHz) SEFD(8.4 GHz)

ATCAlcs(Array with 6 antennas) Australia 6×22 106 86
Cedunalcs Australia 30 400 600
HartRAOlcs,crds South Africa 26 2929 1978
Hobartlcs,crds Australia 26 1019 902
Hobartlcs,crds Australia 12 4000 5000
Mopralcs Australia 22 530 430
Parkeslcs Australia 64 30 43
Tidbinbillalcs Australia 70 16 25
Yarragedeecrds Australia 12 3247 5333
Katherinecrds Australia 12 4337 3286
Warkworthlcs New Zealand 12 8000 8000

**System Equivalent Flux Density (SEFD) values are in Jy.

3. Data reduction & Results:
The data reduction for the imaging of the CRDS and LCS observations was performed using
the NRAO Astronomical Processing System (AIPS; Greisen, 1988). The CRDS correlated data
were fringe-fitted with FOURFIT which is used to produce data suitable for importing into
AIPS. The correlated data was then imported into AIPS using MK4IN (Alef & Graham, 2002).
Amplitude gains were derived from nominal system temperatures. Thereafter, data inspection,
initial editing and fringe fitting were done in the standard manner. We did an initial round
of fringe-fitting to find approximate residual rates and delays. The main editing of data was
carried out using this approximate calibration, and then using the edited data, we proceeded
to a second round of fringe-fitting to refine the calibration, with each source being fringe-fitted
individually. The visibility data for the source J1427-4206 were Fourier inverted and deconvolved
using the CLEAN algorithm, and the amplitude gains were further refined by self-calibrating
using CLEAN models. For the final CLEAN image we used the square root of the statistical
visibility weights, which increases the robustness of the image.

We present preliminary imaging results (see Figure 1) for the source J1427-4206 at 8.4 GHz
and 2.3 GHz. We have chosen J1427-4206 for our initial attempt as this source has the highest
flux density among the sample of sources in CRDS63 and was observed during 4 scans that
included all 4 antennas. J1427-4206 has also previously been observed with both the VLBA
and the LBA which provides an opportunity to compare our results with available images from
existing experiments. Figure (a), (b), (c) indicate the source strcuture, visibility phase and
visibility amplitude plots respectively. For any compact source we can expect its amplitude and
phase to be steady over all the baselines which is shown by figure (b) and (c) the gap in these
two plots is due to the lack of available antenna between HartRAO and Warkworth which has
the longest baseline length more than 10,000 km. Figure (b) and (c) conclude that the source
has a point like structure which is shown in figure (a). Figure (d), (e) and (f) shows the source
structure, visibility amplitude and visibility phase plot respectively of the same source J1427-
4206 at 2.3 GHz. All the plots for amplitude and phase strongly indicate that the observed
source has a compact strcuture at both 8.4 and 2.3 GHz frequencies which is shown in figure
(a) and (d) respectively.

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 305



(a) (b) (c)

(d) (e) (f)

Figure 1. (a) shows a map of the source J1427-4206 from the CRDS63 experiment at 8.4 GHz.
The peak flux density is 3.13 Jy/beam, the rms noise is 8 mJy/beam and the contour levels
are at -3, 3, 4, 8, 16, 32, 64, 128, 256, 512 times the rms noise. North is up and East is to the
left. (b) shows the visibility phase vs uv-distance plot and (c) shows the visibility amplitude vs.
uv-distance plot for the source J1427-4206 at 8.4 GHz. (d) shows a map of the source J1427-4206
from the CRDS63 experiment at 2.3 GHz. The peak flux density is 1.50 Jy/beam, the rms noise
is 28 mJy/beam and the contour levels are at -3, 3, 4, 8, 16, 32, 64, 128, 256, 512 times the rms
noise. North is up and East is to the left. (e) is the visibility phase vs uv-distance plot and (f)
is the visibility amplitude vs uv-distance plot of the source J1427-4206 at 2.3 GHz.

4. Summary & Outlook
We have presented here our preliminary imaging results of source J1427-4206 from the CRDS63
astrometric session. We aim is to complete the imaging of all the sources observed in the CRDS63
session in order to evaluate the astrometric quality of these sources for future astrometric and
geodetic purposes. Efforts are also underway to image sources from the LCS and to reduce data
for more CRDS sessions. In future, we plan to set up a pipeline for automated imaging CRDS
sessions. These dual frequency observations will help us to test the frequency-dependence of the
sources and to monitor the sources for variability or structural changes on a continuous basis.
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Abstract. Some authors have noted the peculiarity that a sub-sample of BCGs exhibit a rising
velocity dispersion profile, contrary to massive elliptical galaxies not located in the centres of
the clusters. This letter highlights novel research that will be conducted on a sample of BCGs
in an attempt to shed some light on their peculiar rising velocity dispersion profile. The angle
of approach is to determine whether there is a possible correlation between the dark matter
(DM) profile and velocity dispersion profile of a galaxy. In particular, a discussion is given on
the algorithms generating detailed stellar-mass map estimates and which also constrains the
dynamical mass of the galaxy from the stellar velocity dispersion measurements.

1. Introduction
The central galaxies in galaxy clusters have many special properties: they are very massive
early-type galaxies (ETGs), have very high luminosities, are diffuse in structure with extended
envelopes, and reside at the central locations of clusters. Due to their special location they are
exposed to interesting evolutionary phenomena such as dynamical friction, galactic cannibalism,
and cooling flows.

An observational aspect difficult to understand, appreciated in the work of [1–3], is the rising
velocity dispersion profile of a subsample of BCGs. Murphy [3] summarises the dilemma by
asking wheter a rising dispersion profile is a true reflection of the gravitational potential of the
galaxy (which includes the effects of DM), or if its is simply a snapshot of a dynamical system
that has not yet reached equilibrium. Cleary then, there exists an unwanted degeneracy between
the contribution of DM, a system that has not yet virialised, or perhaps a combination between
the two.

Bahcall & Kulier [4], for example, put forth the argument that the observed cumulative M/L
profile rises on small scales, thereby reflecting the increasing M/L of the central brightest galaxy
of the cluster, and then flattens to a nearly constant ratio on scales above ∼ 300h−1kpc, where
light follows mass on all scales and in all environments. They further suggest that most of the
dark matter in the universe is located in the large halos of individual galaxies. However, after
considering that some BCGs exhibit a positive dispersion slope and the remainder not, this begs
the question whether the DM profile truly takes on the same shape in each galaxy, and exactly
how universal the distribution is. In other words, the question of ‘where is the DM’ still remains.

In this study, a systematic comparison between the dynamical- and stellar-masses of the
BCGs will be made for a sample of ∼ 20 (from Loubser [1]) of nearby BCGs at relatively low
redshift. Of these 20 BCGs, 8 show a clear positive velocity dispersion gradient.
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2. Mass profile estimates
A Multi-Gaussian Expansion (MGE) parametrization pioneered by Cappellari [5] is adopted for
the stellar density map

[
M� · pc−2

]
due to its accuracy in reproducing the surface brightness

profiles of real galaxies. If the x-axis is aligned with the photometric major axis, then the surface

brightness Σ
[
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where N is the number of the adopted Gaussian components, having total luminosity Lk,
observed axial ratio 0 ≤ q

′
k ≤ 1 and dispersion σk along the major axis. Once this

parametrization has been obtained for the surface brightness of the real galaxy, then it can
be converted into a stellar surface density map

[
M� · pc−2

]
. Consequently a mass-profile is

generated for the baryonic, luminous matter component of the galaxy.
On the other hand, a parametrization for the dark matter mass profile cannot be obtained in

this way because DM cannot be observationally detected. Therefore from purely theoretical and
simulation arguments, different radial profiles for the dark matter accompanying galaxies have
been constructed over the years. Examples of such DM profiles include the Navarro-Frenk-White
(NFW) profile [6], the Einasto profile and the Sersic profile [7]. However, the question of which
profile is most appropriate for the BCG investigated still remains.

The velocity dispersion measurements of the BCGs play the crucial role in constraining
the radial distribution of the DM, as well as constraining the black hole mass and anisotropy
profile of the BCG. What the preceding entails for this specific study is as follows: Initially, an
arbitrary DM profile is superimposed onto the stellar mass profile (obtained via MGE), thereby
representing the total mass profile of the BCG. Also, an educated guess is made for the anisotropy
profile of the BCG and the mass of its black hole. The total mass profile, anisotropy profile,
luminosity density and black hole mass are then fed into the Jeans Anisotropic Modelling (JAM)
algorithm [8] in order to compute the projected second velocity moment of the BCG coupled
to these parametrizations (equation (50) of Cappellari [8]). By deducing the offset between
the observed dispersion measurements (extracted from optical spectroscopy) and the predicted
JAM dispersion profile, a χ2 can be computed giving the goodness of the model fit to the data.

This process is then iteratively repeated for numerous other DM profiles, black-hole masses,
and anisotropy profiles, thus amounting to 3 free parameters. A final estimate for DM profile,
black hole mass, and anisotropy profile for the BCG is obtained depending on which set of
parameters yields the minimum χ2. This minimum χ2 corresponds to the most accurate fit
possible to the observed velocity dispersion profile. Notice that the luminosity density is not a
free parameter, but remains fixed during the procedure. This is motivated by the fact that it is
stringently derived from the MGE algorithm.

3. Summary
The work done by Loubser [1] details the spatially-resolved kinematics of the sample of ∼ 20
BCGs. In [1] the William Herschel telescope (WHT) and Gemini North and South telescopes
were used to perform long-slit spectroscopy on the sample of BCGs. Radial velocity and
dispersion profiles were extracted from the long-slit spectroscopy via the ppxf algorithm [9].
Hence, with the available velocity dispersion profiles at hand, it is possible to constrain
the dark matter profiles of the 20 BCGs. This of course will be facilitated by the JAM
algorithm. Furthermore, luminous stellar mass maps will be obtained by feeding Hubble WFPC2
photometry into the MGE algorithm. The JAM algorithm will also put constraints on the black
hole mass, and anisotropy profile of the BCG.
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To conclude, the 3 free parameters (DM profile, anisotropy profile, and black hole mass) for
each BCG are solved for from the Jeans equations once the minimum χ2 value has been obtained
from the fit. Finally, there will be investigated if there is any connection between the DM profile
and the varying dispersion gradients found for different BCGs. It is also instructive to see how
the result obtained from this method compares with the values found in literature.
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Abstract. Over the past six years, the Fermi Large Area Telescope has detected more than
150 γ-ray pulsars, discovering a variety of light curve trends and classes. Such diversity hints
at distinct underlying magnetospheric and/or emission geometries. We implemented an offset-
dipole magnetic field, with an offset characterised by parameters epsilon and magnetic azimuthal
angle, in an existing geometric pulsar modelling code which already includes static and retarded
vacuum dipole fields. We use these different B-field solutions in conjunction with standard
emission geometries, namely the two-pole caustic and outer gap models (the latter only for
non-offset dipoles), and construct intensity maps and light curves for several pulsar parameters.
We compare our model light curves to the Vela data from the second pulsar catalogue of Fermi.
We use a refined chi-square grid search method for finding best-fit light curves for each of the
different models. Our best fit is for the retarded vacuum dipole field and the outer gap model.

1. Introduction
The discovery of the first pulsar in 1967 by Bell and Hewish [17] gave birth to pulsar astronomy.
Pulsars are believed to be rapidly-rotating, compact neutron stars that possess strong magnetic,
electric, and gravitational fields [1]. They emit radiation across the entire electromagnetic
spectrum, including radio, optical, X-ray, and γ-rays [4]. Since the launch of the Fermi Gamma-
ray Space Telescope in June 2008, over 150 γ-ray pulsars have been detected, of which the Crab
and Vela pulsars are the brightest sources. Fermi consists of two parts including the Large Area
Telescope (LAT) and the Gamma-ray Burst Monitor. The LAT measures γ-rays in the energy
range between 20 MeV and 300 GeV [3]. Over the past six years, Fermi has released two pulsar
catalogues, both describing the light curve profiles and spectral characteristics of γ-ray pulsars
[1, 2]. The light curves show great variety in profile shape, and may be divided into three general
classes based on the relative phase differences between the radio and γ-ray pulses [11, 24]. The
light curves also show energy-dependent behaviour. Most of the young and millisecond pulsars
exhibit two γ-ray peaks whereas some pulsars including Vela display three peaks [2].

Models of pulsar geometry are characterised by the inclination angle (α) between the rotation
(Ω) and magnetic (µ) axes, the observer’s viewing angle (ζ) between the rotation axis and the
observer’s line of sight, and the impact angle (β ≡| ζ − α |). Geometric models assume the
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Figure 1. A schematic representation of the
different geometric pulsar models. The PC
model extends from the neutron star surface
up to low-altitudes above the surface (yellow
region). The TPC emission region (curved
magenta lines) extends from RNS (neutron star
radius) up to the light cylinder RLC (where
corotation speed equals the speed of light,
vertical lines), the OG region (cyan regions)
from RNCS (the null charge surface, where the
Goldreich-Julian charge density ρGJ = 0 [12],
indicated by the dark blue lines) up to the RLC,
and the PSPC from RNS to the RLC, covering
the full open volume region. Adapted from [14].

presence of several ‘gap regions’ in the pulsar magnetosphere. These are defined as regions
where particle acceleration and emission take place. These geometric models include the two-
pole caustic (TPC) [9] (the slot gap (SG) [19] model may be its physical representation), outer
gap (OG) [6, 22], and pair-starved polar cap (PSPC) model [15]. All of these models are
represented in figure 1. The emissivity εν of high-energy photons within this gap region is
assumed to be uniform in the corotating frame for geometric models (for physical models the εν
changes with radial distance when an electric field is assumed). Since the γ-rays are expected
to be emitted tangentially to the local magnetic field in the corotating frame [10], the assumed
magnetic field geometry is very important with respect to the predicted light curves. Several
magnetospheric structures have been studied, including the static dipole field [13], the retarded
vacuum dipole field (RVD) [8] and the offset-dipole B-field. The latter is motivated by the fact
that retardation of the B-field at the light cylinder causes offset of the polar caps (PCs), always
toward the trailing edge of the PC (φ0 = π/2) [16]. The offset is characterised by parameters
epsilon (ε) and magnetic azimuthal angle (φ0) which represents a shift of the PC away from the
magnetic axis, with ε = 0 corresponding to the static-dipole case.

In this paper we studied the effect of using different combinations of magnetospheric
structures, geometric models, and model parameters on γ-ray light curves. In Section 2 we
discuss the implementation of an offset-dipole solution and associated electric field. Section 3
describes how we matched limiting cases of the low-altitude and high-altitude E-fields using
a matching parameter ηc. In Section 4 we describe the chi-squared (χ2) method we used to
search for best-fit light curves. Our results are given in Section 5 and the conclusions follow in
Section 6.

2. Implementation of an offset-dipole B-field
We implemented [5] an offset-dipole magnetic field [16] into an existing geometric pulsar
modelling code [10] which already includes static and RVD fields. The implementation involves
a transformation of the B-field from spherical to Cartesian coordinates, rotating both the B-
field components and its Cartesian frame through an angle −α, thereby transforming the B-field
from the magnetic frame (ẑ′ ‖ µ) to the rotational frame (ẑ ‖ Ω). We extended the range of
ε for which we could solve the PC rim (for details, see [10]) by enlarging the colatitude range
thought to contain the last open field line (tangent to RLC, see figure 1).
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3. Matching parameter
It is important to take the accelerating E-field into account (in a physical model) when such
expressions are available, since this will modulate the εν in the gap (as opposed to geometric
models where we just assume constant εν at all altitudes). We use analytic expressions [20] for
a low-altitude and high-altitude SG E-field in an offset-dipole magnetic geometry. These are
matched at a critical scaled radius ηc = rc/RNS to obtain a general E-field valid for all altitudes
[20]. In previous work we chose ηc = 1.4. In this paper we solve ηc on each field line. Using
the general E-field we could solve the particle transport equation [23, 7] (taking only curvature
losses into account) to obtain the particle Lorentz factor γ that is necessary for calculating the
curvature emissivity.

4. Finding best-fit light curves
We tested several fitting methods in order to select the most suitable one. We decided to use
the standard χ2 method. For each combination of B-field and geometric model, we calculate
χ2 for each set of free model parameters α, ζ, normalisation (A) and phase shift (∆φ). We
assume that for the bright Vela pulsar, with a large amount of counts in each bin, the χ2 will
be Gaussian distributed with Ndof = 96 the number of degrees of freedom. For the standard
Gaussian distribution, assuming very small Gaussian errors, the reduced χ2

ν values are very large
and therefore we needed to scale the χ2 values with the optimal χ2

opt and multiply by Ndof . The

scaled χ2 is denoted by ξ2, and the reduced scaled χ2 will have a value of ξ2ν = 1 [21]. We next
determined confidence intervals (1σ, 2σ, and 3σ) in (α,ζ) space for these model parameters,
using Ndof = 2. We only fitted the γ-ray light curve, because we do not want to bias our results
with a simplistic radio model.

5. Results
5.1. Phaseplots and light curves
In figure 2, 3 and 4, we show the intensity maps or phaseplots (emission per solid angle versus
ζ and pulse phase φ) and their corresponding light curves (i.e., cuts at constant ζ = ζcut) for
the offset-dipole B-field and the TPC model. The dark circle in figure 2 is the non-emitting PC,
and the sharp, bright regions are the emission caustics, where radiation is bunched in phase due
to relativistic effects. Figure 2 and 3 represent phaseplots for a fixed α = 40◦ and ζcut = 70◦,
with ε ranging from 0 to 0.18 with increments of 0.03. We contrasted the cases of constant and
variable εν . We observed a qualitative difference in caustic structure. The caustics seem larger
and more pronounced in the constant εν case. In figure 4 we chose a fixed value of ε = 0.18 for
variable εν , with α ranging from 0◦ to 90◦ and ζcut from 15◦ to 90◦, both with a resolution of
15◦. This shows examples of various light curves that may be obtained in this model.

5.2. Contours and best-fit light curves
In figure 5 we represent our best fits we obtained using the χ2 method. Our overall best fit
is for the RVD field and the OG model, with α = 78◦, ζ = 69◦, A = 1.3, and ∆φ = 0. For
the offset-dipole solution and the TPC model, we have a best fit (assuming constant εν) for
parameters ε = 0.00, α = 73◦, ζ = 45◦, A = 1.3, and ∆φ = 0.55. The best fit for the offset-
dipole solution and the TPC model, assuming variable εν , is for parameters ε = 0.18, α = 73◦,
ζ = 17◦, A = 0.5, and ∆φ = 0.60. The best-fit parameters for each B-field and geometric model
combination are summarised in table 1. The table includes the different model combinations,
the optimal χ2 value (before scaling), the free parameters with errors (found using 3σ connected
(α,ζ) contours), a reference fit found using radio polarisation data, and the comparison between
models using the difference between the respective optimal values of ξ2, represented by ∆ξ2∗ .
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Figure 2. Phaseplots and light curves for
different ε values, for constant εν .
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Figure 3. Phaseplots and light curves for
different ε values, for variable εν .

Figure 4. Phaseplots and light curves for different values of α and ζcut for a fixed value of ε = 0.18,
for variable εν .

6. Conclusions
We have studied the effect of implementing the offset-dipole B-field on γ-ray light curves for
the TPC geometry. We find an optimal best-fit for Vela for the RVD B-field and the OG
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Figure 5. Contour plots (left) and corresponding best-fit light curves (right). Panels (a) and
(b) represent the best fit for the RVD and the OG model. Panels (c) and (d) are for the offset
dipole and TPC model for constant εν and ε = 0.00. Panels (e) and (f) are for the offset dipole
and TPC model for variable εν and ε = 0.18. The colour bar of the contour plots represent
log10ξ

2. The confidence contour for 1σ (magenta line), 2σ (green line), and 3σ (red line) are
also shown. The star indicates the best-fit solution. The blue histogram denotes the observed
Vela profile (for energies > 100 MeV) [2] and the red line the geometric model.

model. The OG model displays reduced off-peak emission. We note that the best fits for the
offset-dipole B-field for constant εν favour smaller values of ε and for variable εν larger ε values.
When including an E-field the resulting phaseplots becomes qualitatively different compared to
constant εν . In future, we want to continue to produce light curves using improved geometric
models and B-fields, and also using more data, in order to search for best-fit profiles, thereby
constraining the low-altitude magnetic structure and system geometry of several bright pulsars.
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Table 1. Best-fit parameters for each B-field and geometric model combination.

Model Our model parameters Ref. fit [25] Radio pol. [18] ∆ξ2∗
Combinations ε χ2 α ζ A ∆φ α ζ α ζ

(×105) (◦) (◦) (◦) (◦) (◦) (◦)

Static dipole:

TPC — 0.819 73+3
−2

45+4
−4

1.3 0.55 0.000

OG — 0.891 64+5
−3

86+1
−1

1.3 0.05 8.439

RVD:

TPC — 3.278 54+5
−5

67+3
−2

0.5 0.05 62–68 64 723.5

OG — 0.384 78+1
−1

69+2
−1

1.3 0.00 75 64 0.000

Offset dipole - constant εν :

TPC 0.00 0.819 73+3
−2

45+4
−4

1.3 0.55 0.000

0.03 0.834 73+2
−2

43+4
−5

1.3 0.55 1.758

0.06 0.867 73+2
−2

42+5
−5

1.3 0.55 5.626

0.09 0.882 73+1
−2

41+3
−5

1.3 0.55 7.385

0.12 1.00 74+1
−3

42+3
−6

1.4 0.55 21.216

0.15 0.948 73+1
−2

39+3
−5

1.4 0.55 15.121

0.18 0.969 73+2
−3

37+4
−4

1.3 0.55 17.582

Offset dipole - variable εν :

TPC 0.00 1.46 21+2
−3

71+1
−1

0.5 0.85 17.032

0.03 1.63 22+3
−2

71+1
−1

0.5 0.85 30.194

0.06 1.68 73+1
−1

16+1
−3

0.6 0.55 34.065

0.09 1.65 73+1
−1

15+1
−1

0.6 0.55 31.742

0.12 1.59 73+1
−1

14+2
−1

0.7 0.55 27.097

0.15 1.52 73+1
−1

15+3
−2

0.5 0.60 21.677

0.18 1.24 73+1
−1

17 +1
−1

0.5 0.60 0.000

53 59.5
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Abstract. Active Galactic Nuclei (AGNs) at the centres of distant galaxies are understood
to be powered by the gravitational energy of supermassive black holes accreting matter from
their surroundings and releasing extraordinary amounts of energy through two symmetric jets
of ultrarelativistic particles and photons. Blazars are a class of AGNs with one jet directed
towards us. A subclass of them are called Flat Spectrum Radio Quasars (FSRQ), which are
among the brightest AGNs and have been detected up to redshift z > 3. We have analysed
5.5 years of data (2008-2014) from the Large Area Telescope (LAT) of the Fermi gamma-ray
space observatory and performed spectral analysis of bright FSRQs in the 100 MeV-200 GeV
energy range. Our study focuses on the spectral modification due to γγ absorption of > GeV
photons interacting with Lyα, OIV and Lyβ photons in the broad line region (BLR). As the
sensitivity of this analysis does not constrain the model very much, we can only rule out a very
large absorption feature in the gamma-ray spectrum, indicating that the gamma ray emission
region would not be located deep within the BLR.

1. Introduction
Blazars, a class of AGN, are the most luminous objects of the Universe, and release a tremendous
amont of energy through a pair of jets of plasma ejected at relativistic velocities. Blazar jets
produce radiation accross the whole elecromagnetic spectrum, from radio waves to γ rays. They
exhibit a characteristic double-bump spectral energy distribution (SED). The dominant radiation
production process is understood to be synchroton emission for the visible-UV range (first
bump), whereas the X-ray/gamma-ray band (second bump) can be modeled by both leptonic
and hadronic processes, although the inverse Compton process is most often used in modeling.

Flat spectrum radio quasars (FSRQs), a sub-class of blazars, are generally more luminous
and at higher redshift than the BL Lacs which constitute the other subclass of blazars. A specific
characteristic of FSRQs is a broad-line emission spectrum, that suggests the presence of clouds
and intense radiation fields at a relatively close distance from the supermassive black hole. γ
rays can be produced within the jet or/and by the interaction of the particles from the jets
with visible and UV photons emitted in the broad-line region (BLR). If γ rays are produced
within the BLR, it is expected that they would also undergo γγ → e−e+ interactions with BLR
photons [10]. The radiation spectrum of the BLR would suggest that this absorption effect
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could be measured in the 10-100 GeV band. The Large Area Telescope (LAT) onboard the
Fermi Gamma Ray Space Observatory is sensitive to γ rays between 20 MeV and 300 GeV [3],
and is the appropriate instrument for studying this effect and constraining the γ-ray emission
region within the BLR by fitting Fermi-LAT spectral data. Traditionally, the BLR was modeled
as a spherical thick shell-type structure while more modern models assume a flat BLR [11, 8].

We present the 5.5 yr Fermi-LAT data sample and the analysis procedure in Section 2. In
Section 3 we present our modeling of the opacity τγγ(E, z). We present our results and discussion
in Section 4 and give perspectives on further studies.

2. Data sample and analysis
We selected a sample of 7 bright FSRQs from the upcoming “Third LAT AGN catalog” (3LAC):
PKS 1510-089 (redshift z=0.360), 4C +21.35 (also known as PKS 1222+216, z=0.434), 3C 279
(z=0.536), 3C 454.3 (z=0.859), 4C +55.17 (z=0.899), PKS 0454-234 (z=1.003), PKS 1502+106
(z=1.839). We derived the BLR luminosity for each source, using [9, 13]. We displayed these
values in units of 1044erg s−1, in the order of the source list: 5.62, 15.80, 3.10, 33.00, 3.80, 3.70
and 17.50. For each source, we analysed about 5.5 years of data (from August 2008 up to at least
January 2014). PKS 1510-089 was also studied during its Feb-Apr 2012 flare, and showed along
with the data taken by MAGIC during the same period [2]. The brightest flare ever detected
in gamma was seen from 3C 454.3 in Sep-Dec 2010. As flaring activity affects the shape of the
SEDs, we studied this source separately during its Sep-Dec 2010 giant flare [1], during the first
two years of data before the flare, and during the last 3 years of data after the flare when it was
mostly quiescent.

Our data analysis was performed using the public release of the Fermi Science Tools v9r32p5-
fssc-201309161 and the intrument response function PASS7 V15 SOURCE. For each data
sample, we considered all the photons from a region of 10 degree radius around the source
of interest, and we estimated the signal constribution from other sources in a 20 degrees field of
view, using an unbinned likelihood algorithm (gtlike science tool).

3. Modeling of the opacity of the BLR
We assume a model for the BLR luminosity and radius as LBLR = 0.1LDisc and RBLR =
1017(Ldisc/10

45 erg/s)0.5 cm, respectively, where LDisc is the accretion disc luminosity [4, 6].
We also assume that BLR luminosity is dominated by Lyα and OIV+Lyβ lines with relative
flux ratio 1 : 0.18 [12]. We model the Lyα and OIV+Lyβ lines as Breit-Wigner functions with
peak energies ϵ1 = 10.2 eV and ϵ2 = 12.04 eV, with widths ω1 = 0.8 eV and ω2 = 0.2 eV,
respectively. The γγ → e−e+ process has a threshold E ≈ 25.6/(1 + z) GeV for Lyα photons,
where E is the γ-ray energy.

The differential opacity per unit distance for γ rays passing through the BLR will then be
written as:

dτγγ
dx

(E, z) =
r20
2

[
m2c4

E(1 + z)

]2 2∑
i=1

niωi

∫ ∞

m2c4

E(1+z)

φ̄
[
ϵE(1+z)
m2c4

]
dϵ

[(ϵ− ϵi)2 + (ωi/2)2]ϵ2


where φ̄ is defined in [7, 5]. Here ni ≃ 1.66×1011

(
Li,45

ϵi,eV R2
BLR,17

cm−3

)
, with L1 = LBLR/(1+f)

for Lyα photons and L2 = f LBLR/(1 + f) for OIV+Lyβ photons, where f = 0.18.

The integrated opacity we obtain is τγγ(E, z) = RBLR × dτγγ
dx (E, z).

1 http://fermi.gsfc.nasa.gov/ssc/data/analysis/

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 318



Energy (MeV)

310 410 510

)
-1

 s
-2

 (
er

g 
cm

ν
 Fν

-1210

-1110

-1010

-910

PKS 1510-089 (Aug 2008-Mar 2014)

z = 0.360 -1 erg s44 10× = 5.62 BLRL

PRELIMINARY

LogParabola
)γ γτLogParabola x exp( -a

Broken Power Law
)γ γτBPL x exp(-a 

Power Law exp cutoff (PLEC)
)γ γτPLEC x exp(-a 

Energy (MeV)

310 410 510

)
-1

 s
-2

 (
er

g 
cm

ν
 Fν

-1110

-1010

-910

-810

PKS 1510-089 (Feb-Apr_2012 flare)

z = 0.360 -1 erg s4410x = 5.62 BLR

PRELIMINARY
L

MAGIC
(De-absorbed)

LogParabola
)γ γτLogParabola x exp( -a

Broken Power Law
)γ γτBPL x exp(-a 

Power Law exp cutoff (PLEC)
)γ γτPLEC x exp(-a 

Energy (MeV)

310 410 510

)
-1

 s
-2

 (
er

g 
cm

ν
 Fν

-1210

-1110

-1010

-910

4C +21.35 (Aug 2008-Feb 2014)

z = 0.434 -1 erg s44 10× = 15.80 BLRL

PRELIMINARY

LogParabola
)γ γτLogParabola x exp( -a

Broken Power Law
)γ γτBPL x exp(-a 

Power Law exp cutoff (PLEC)
)γ γτPLEC x exp(-a 

Energy (MeV)

310 410 510

)
-1

 s
-2

 (
er

g 
cm

ν
 Fν

-1210

-1110

-1010

-910

3C 279 (Aug 2008-May 2014)

z = 0.536 -1 erg s44 10× = 3.10 BLRL

PRELIMINARY

LogParabola
)γ γτLogParabola x exp( -a

Broken Power Law
)γ γτBPL x exp(-a 

Power Law exp cutoff (PLEC)
)γ γτPLEC x exp(-a 

Figure 1. νFν SEDs of PKS 1510-089 (all 5.5 yr of data and flare), PKS 1222+216 (4C +21.35)
and 3C 279. PLEC and LP fits are hidden beneath PLECτ and BPLτ .

4. Preliminary results and discussion

We produced the SEDs of the 7 bright sources we presented earlier between 100 MeV up to a
few tens of GeV. In figure 1 are presented the three TeV sources PKS 1510-089, 4C +21.35 (also
called PKS 1222+216), and 3C 279. PKS 1510-089 is also presented during its Feb-Apr 2012
flare, when data were taken by the MAGIC gamma-ray telescope. In figure 2 (top) is presented
3C 454.3, during three different periods that represent three different states: the first two years
of data (Aug 2008-Aug 2010), the giant flare of Autumn 2010, the last three years of data (till
January 2014). Before the giant flare, 3C 454.3 was often in a high activity state, whereas after
December 2010, flaring episodes were rare and did not last for a long period. In figure 2 (bottom)
are presented three additional sources, each one at a redshift z ≥ 0.9: 4C +55.17, PKS 054-234
and PKS 1502+106. The LAT data points are not corrected for the absorption of extragalactic
background radiation (i.e. not deabsorbed).

Most of the FSRQ SEDs are usually well fitted using at least one of the three following
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Figure 2. νFν SEDs of 3C 454.3 during three observation periods and for the three higher
redshift sources. PLEC and LP fits might be hidden beneath PLECτ and BPLτ .

functions in the MeV-GeV range: a LogParabola (LP), defined in this paper as N(E) =
N0 (E/1000 MeV )−α−β log(E/1000 MeV )); a broken power law (BPL), defined as N(E) =
N0 (E/Eb)

−Γi , with i = 1 if E < Eb and i = 2 if E > Eb; a power law with an exponential cutoff
(PLEC), defined as N(E) = N0 (E/1000 MeV )−Γ exp(−E/Ec). We use these functions to fit
the SEDs presented in this paper from 100 MeV up to the last data point preceeding an upper
limit2.

We also performed another set of three fits, by a convolution of each of the previous functions
with exp(−a τγγ(E, z)), where a is an additional parameter that represents the fraction of the
BLR in which the gamma-ray photons are traveling, assuming the hypothesis of the previous
section. In this case, the observed flux would be Fobs(E) = e−τγγ(E,z)Fint(E), and these new fit
functions will be refered hereafter as LPτ , BPLτ and PLECτ .

We show the fit parameters of all six fits of each SED in tables 1, 2, and 3, corresponding to
the plots of figure 1 and 2. When we consider the fits performed with the LP, BPL and PLEC

2 except for the PKS 1510-089 flare SED because we added the MAGIC points, and also considered the LAT
point lying between two upper limits (see Fig. 1)
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Table 1. Fitting parameters and derived significances, for the three TeV sources. We indicate
with (*) when a reached the lower edge of the interval for fitting.

Param Model PKS 1510-089 PKS 1510-089 flare 4C +21.35 3C 279
LP α 2.442 ± 0.010 2.450 ± 0.018 2.337 ± 0.014 2.424 ± 0.013
LP β 0.063 ± 0.006 0.069 ± 0.008 0.056 ± 0.010 0.055 ± 0.008
BPL Γ1 2.321 ± 0.015 2.146 ± 0.050 2.278 ± 0.026 2.341 ± 0.016

functions BPL Γ2 2.655 ± 0.041 2.728 ± 0.026 2.587 ± 0.080 2.662 ± 0.076
(no absorption) BPL Ebreak 1392 ± 226.9 570 ± 60 2465 ± 896.0 2088 ± 506.9

PLEC Γ 2.325 ± 0.019 2.155 ± 0.049 2.283 ± 0.032 2.311 ± 0.020
PLEC Ecutoff 16023 ± 2966.8 3324 ± 760 33678 ± 11941 16369 ± 3490.4

LP α 2.442 ± 0.010 2.450 ± 0.018 2.337 ± 0.014 2.423 ± 0.014
LP β 0.063 ± 0.006 0.069 ± 0.008 0.056 ± 0.010 0.054 ± 0.009
BPL Γ1 2.295 ± 0.016 2.199 ± 0.036 2.257 ± 0.028 2.309 ± 0.020

functions BPL Γ2 2.630 ± 0.042 2.691 ± 0.076 2.560 ± 0.065 2.561 ± 0.053
(absorption) BPL Ebreak 1092 ± 180.0 684 ± 111 1862 ± 614.8 1128 ± 274.6

PLEC Γ 2.325 ± 0.019 2.155 ± 0.049 2.284 ± 0.032 2.311 ± 0.020
PLEC Ecutoff 16022 ± 2967.3 3324 ± 760 33695 ± 11961 16370 ± 3491.6

LP 0.00001* 0.00010* 0.00001* 0.0014 ± 0.066
a BPL 0.0003 ± 0.037 0.00010* 0.00001* 0.0143 ± 0.020

PLEC 0.00001* 0.01157 ± 0.01163 0.00001* 0.00001*
LP 14.700 (28) 23.67 (12) 4.894 (14) 7.306 (25)

χ2 (ndf) BPL 23.265 (27) 16.75 (11) 8.759 (13) 15.286 (24)
(no absorption) PLEC 42.140 (28) 51.90 (12) 15.093 (14) 13.670 (25)

LP 14.702 (27) 23.69 (11) 4.898 (13) 7.301 (24)

χ2 (ndf) BPL 16.377 (26) 13.80 (10) 8.025 (12) 11.127 (23)
(absorption) PLEC 42.144 (27) 51.90 (11) 15.098 (13) 13.671 (24)

LP 2.669e-03 0.0276 4.146e-03 5.168e-03

∆χ2 BPL 6.888e+00 2.945 7.338e-01 4.159e+00
PLEC 3.737e-03 0.000041 4.342e-03 9.954e-04
LP 9.588e-01 8.680e-01 9.487e-01 9.427e-01

p-value BPL 8.680e-03 8.614e-02 3.917e-01 4.141e-02
PLEC 9.513e-01 9.949e-01 9.475e-01 9.748e-01

Table 2. Fitting parameters and derived significances for the three periods of 3C 454.3.

Param Model 3C 454.3 (2008-2010) 3C 454.3 (Sep-Dec 2010 flare) 3C 454.3 (2010-2014)
LP α 2.509 ± 0.012 2.415 ± 0.012 2.412 ± 0.012
LP β 0.121 ± 0.006 0.086 ± 0.006 0.112 ± 0.007
BPL Γ1 2.360 ± 0.013 2.249 ± 0.013 2.189 ± 0.014

functions BPL Γ2 3.478 ± 0.093 2.801 ± 0.073 2.739 ± 0.050
(no absorption) BPL Ebreak 3650 ± 0.4 1749 ± 241 1252 ± 139

PLEC Γ 2.183 ± 0.019 2.184 ± 0.017 2.149 ± 0.021
PLEC Ecutoff 5144 ± 472 7221 ± 811.9 6412 ± 762

LP α 2.501 ± 0.013 2.410 ± 0.014 2.412 ± 0.012
LP β 0.118 ± 0.007 0.084 ± 0.007 0.112 ± 0.007
BPL Γ1 2.270 ± 0.013 2.218 ± 0.014 2.189 ± 0.014

functions BPL Γ2 2.968 ± 0.077 2.693 ± 0.062 2.707 ± 0.058
(absorption) BPL Ebreak 1567 ± 174 1245 ± 164 1200 ± 148

PLEC Γ 2.183 ± 0.019 2.184 ± 0.017 2.149 ± 0.021
PLEC Ecutoff 5143 ± 472 7222 ± 812 6412 ± 761

LP 0.007 ± 0.007 0.007 ± 0.012 0.00001*
a BPL 0.007 ± 0.007 0.008 ± 0.013 0.004 ± 0.005

PLEC 0.00001* 0.00001* 0.00001*
LP 16.598 (24) 22.034 (23) 9.693 (25)

χ2 (ndf) BPL 85.579 (23) 34.690 (22) 51.369 (24)
(no absorption) PLEC 32.384 (24) 25.094 (23) 52.935 (25)

LP 15.080 (23) 21.541 (22) 9.695 (24)

χ2 (ndf) BPL 41.220 (22) 26.682 (21) 50.514 (23)
(absorption) PLEC 32.388 (23) 25.096 (22) 52.940 (24)

LP 1.518e+00 4.928e-01 2.048e-03

∆χ2 BPL 4.436e+01 8.008e+00 8.547e-01
PLEC 3.230e-03 2.377e-03 4.397e-03
LP 2.180e-01 4.827e-01 9.639e-01

p-value BPL 2.733e-11 4.658e-03 3.552e-01
PLEC 9.547e-01 9.611e-01 9.471e-01

functions, the χ2/ndf of LP is good for all the sources (∼ 1). It gives better fits than BPL and
PLEC, except in the case of 4C +55.17 where χ2/ndf of BPL is similar to the LP one. Adding
the extra parameter a by using the LPτ , BPLτ and PLECτ containing the opacity τγγ allows
better fits in some cases. Best fit is obtained by optimising a within a search interval between
0.00001 and 1 in our fitting programs, as a representation of the fraction of the BLR in which
the γ-ray absorption may occur. In many cases, a takes the value 0.00001 (’at limit’), and in
those case the corresponding fit is matching the fit without the exp(−a τγγ) factor (fitting line
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Table 3. Fitting parameters and derived significances for the three high redshift sources.

Param Model 4C +55.17 PKS 0454-234 PKS 1502+106
LP α 1.925 ± 0.016 2.233 ± 0.015 2.300 ± 0.014
LP β 0.087 ± 0.011 0.089 ± 0.009 0.110 ± 0.009
BPL Γ1 1.810 ± 0.027 2.168 ± 0.018 2.197 ± 0.014

func BPL Γ2 2.286 ± 0.049 2.903 ± 0.099 3.011 ± 0.152
(no absorption) BPL Ebreak 1931 ± 250 4569 ± 5 3664 ± 572

PLEC Γ 1.815 ± 0.024 2.063 ± 0.025 2.066 ± 0.023
PLEC Ecutoff 14831 ± 2354.0 11658 ± 2141.7 7349 ± 913.0

LP α 1.921 ± 0.016 2.212 ± 0.016 2.288 ± 0.017
LP β 0.078 ± 0.013 0.072 ± 0.011 0.101 ± 0.012
BPL Γ1 1.794 ± 0.031 2.042 ± 0.023 2.104 ± 0.018

func BPL Γ2 2.169 ± 0.055 2.363 ± 0.046 2.547 ± 0.074
(absorption) BPL Ebreak 1476 ± 245 880 ± 173 1317 ± 206

PLEC Γ 1.815 ± 0.024 2.064 ± 0.025 2.066 ± 0.023
PLEC Ecutoff 14833 ± 2354 11660 ± 2140 7350 ± 914

LP 0.009 ± 0.009 0.020 ± 0.009 0.004 ± 0.003
a BPL 0.015 ± 0.008 0.031 ± 0.009 0.007 ± 0.003

PLEC 0.00001* 0.00001* 0.00001*
LP 33.211 (26) 7.993 (13) 16.056 (25)

χ2 (ndf) BPL 31.252 (25) 35.170 (12) 69.639 (24)
(no absorption) PLEC 42.552 (26) 16.315 (13) 32.431 (25)

LP 32.134 (25) 3.451 (12) 14.622 (24)

χ2 (ndf) BPL 29.304 (24) 3.777 (11) 26.473 (23)
(absorption) PLEC 42.554 (25) 16.317 (12) 32.440 (24)

LP 1.078e+00 4.542e+00 1.434e+00

∆χ2 BPL 1.948e+00 3.139e+01 4.317e+01
PLEC 2.342e-03 2.003e-03 9.256e-03
LP 2.993e-01 3.307e-02 2.311e-01

p-value BPL 1.628e-01 2.107e-08 5.030e-11
PLEC 9.614e-01 9.643e-01 9.234e-01

superimposed on the figure and hiding the previous line). We estimate that a has large errors
due to large error bars in the > 10 GeV regime where the value of a become relevant in our
studies. Note that fitting with the exp(−a τγγ) factor leads to improvements in the χ2/ndf
values in many cases. However, while comparing each LPτ , BPLτ and PLECτ model with the
corresponding model (LP, BPL and PLEC respectively), and if both fits have a χ2/ndf ≤ 1, we
obtain a p − value which indicates no possible preference to be given to the model with BLR
opacity (always below 5 σ). Only the higher redshift sources PKS 0454-234 and PKS 1502+106
have a parameter a with a error bar less than half the parameter value for BPLτ and a relatively
small χ2/ndf . Though we cannot compare these BPLτ fits with their corresponding BPL fits
which have a bad χ2/ndf , we can still consider this result as showing a potential absorption that
should be confirmed by more statistics. PKS 0454-234 has also good χ2/ndf ’s for both LP and
LPτ fit, and a = 0.02± 0.01. We would prefer this model to the LPτ that implies a very hard
spectrum beyond 50 GeV.

We are planning to study more sources and to produce more sub-data sets showing flaring
activities to continue this study. 3C 454.3 is a good candidate to pursue quiescent versus flaring
state comparison, as we were starting to do. Still we see no evidence of a strong γ-ray absorption,
which indicates that the production of γ rays should not happen deep within the BLR, where
the optical/UV photon flux density is higher.
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Abstract. The mathematical properties of harmonic functions have made Fourier-based 

algorithms very popular in searches for periodic behaviour in stellar light curves and other 

astronomical data. The Discrete Fourier Transform and the Lomb-Scargle periodogram have 

been in common use for many decades, as methods particularly suitable for the non-equally-

spaced time data that are typical of astronomical measurements. The “Generalised Lomb-

Scargle" or GLS method is a recent refinement of the Lomb-Scargle method. Recent tests of 

these methods have emphasised the strengths and deficiencies of each. These test results 

demonstrate that certain methods are distinctly unsuitable for certain types of data and could 

lead to erroneous conclusions about the types of periodic behaviour present in measured data. 

Given the rapidly growing body of time-domain data in astronomy and the considerable 

importance of some of the conclusions that have been made on the basis of these data, the 

recent developments in the study of period-finding algorithms are significant. This paper 

reports on a comparative study of the above-mentioned methods applied to simulated stellar 

photometry compiled for three observing scenarios: space-based observation, ground-based 

observer-driven campaigns, and ground-based survey programs.  

1. Introduction 

In recent years, asteroseismology has made enormous contributions to the depth and scope of our 

understanding of stellar structure and evolution. For example, a very powerful correlation between the 

spacing of g-modes in the frequency domain and the dominant nuclear energy source (i.e. helium-core 

or hydrogen-shell fusion) in red giants was reported in [1]. Accurate determination of pulsation 

frequencies, amplitudes and phases is an essential component of such breakthroughs in 

asteroseismology. Two widely applied 'workhorses' of period determination are the Discrete Fourier 

Transform (DFT) adapted for non-equally-spaced time series, and the Lomb-Scargle (LS) 

periodogram. A number of diverse new approaches for determining the features of periodic behaviour 

in stellar magnitudes have been reported in recent years. One such approach is the “Generalised 

Lomb-Scargle” (or GLS) method [2]. This reference will be referred to as ZK09 in what follows. 

Following on earlier work by [3], who introduced a floating mean into the LS periodogram 

calculation, ZK09 added a weighting procedure to the floating mean procedure to accommodate 

observations that do not all have exactly the same precision. They concluded that, compared with the 
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classical LS periodogram, the GLS periodogram provides a more accurate frequency determination, is 

less susceptible to aliasing, and gives a much better determination of the spectral intensity. A recent, 

comprehensive comparison of various period-finding methods by [4] provides strong endorsement for 

the accuracy of the GLS algorithm. 

 

2. Simulated light curves 

In order to explore the relative merits of the DFT, LS and GLS methods, three different observing 

scenarios were simulated. The following parameters are common to the three simulated time series: 

the total time-span of the observations is 110 days and a total of 1000 observations are taken during 

this time-span. These choices were informed by the authors’ research interest in pulsating B stars, for 

which the chosen values are typical of actual observing scenarios that produce useful 

asteroseismological results for such stars.  

 

The following three realistic observing scenarios were chosen:  

 

i)    Scenario 1: A strictly equally-spaced time sampling over the 110 days, as would be possible to 

schedule on a space-based telescope capable of 24-hour observation of the same object. The 

observing protocol of the original mission design of the Kepler space telescope is similar to 

this scenario (although Kepler – in its ‘Long-Cadence’ observing mode - would obtain 

approximately 5200 equally-spaced observations over a 110-day period, instead of the chosen 

value of 1000 in this simulation). With the chosen numbers, the equal time-spacing between 

successive observations is 0.11 days, or 2.64 hours. This implies a Nyquist frequency of just 

over 4.5 cycles per day (c/d). All of the calculated periodograms in this study were therefore 

terminated at a frequency value of 4.5 c/d. This equally-spaced observing scenario is perfectly 

suited to the DFT method and we expected the DFT periodograms to perform just as well as 

the LS and GLS periodograms in this scenario. 

 

ii)   Scenario 2: A typical ground-based observing campaign, consisting of five full weeks (typical 

of the small-telescope observing allocations of the South African Astronomical Observatory at 

its Sutherland site in the Northern Cape) spread over the 110-day time-span and consisting of 

varying numbers of photometric nights per week. In the simulation, a total of 17 photometric 

nights were chosen among the 35 days of allocated observing time. Again, this is typical of 

actual conditions at Sutherland. The actual sampling times were adapted to account for the 

advance of sidereal time over the 110 days of calendar time, which accounts for the earlier 

rising of target stars at the end of the observing campaign than at the beginning. Within a 

night, the observations were taken at equal time intervals of 7.49 minutes. This number was 

determined by requiring 1000 observations to be taken in 17 photometric nights. Again, this 

time-spacing is typical of ground-based, observer-driven observations of pulsating B stars. 
 

iii)    Scenario 3: A ground-based, pre-programmed survey project with no observer input, 

observing the target star a few times each day (and moving to other survey locations in 

between). A random component was introduced in selecting the actual times of observation on 

any particular day. On most nights, the total number of observations taken per night was 8, 9 

or 10. The spacing between successive observations was not equal  and varied by more than 

an order of magnitude.  

 

The simulated light curves shown in figure 1 illustrate the nature of the sampling regimes for the three 

scenarios. 

 

Scenarios 1, 2 and 3 determined the time vectors in the simulated light curves. The signal vectors were 

calculated as follows: As a first step, three sinusoids with amplitudes, frequencies and phase 
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differences typical of pulsating B stars were added together. The value of this cumulative ‘clean’ 

signal was evaluated at the calculated time values obtained in each of the respective scenarios. 

Secondly, an underlying mean signal level as well as a random error (different for each individual 

signal value (i.e. for each individual ‘observation’) were added to these ‘clean’ signal values. The 

magnitudes of the random errors were chosen to scatter around typical mean values for small-

telescope photometry at Sutherland.  

 

The calculated light curves were then fed into the mathematical algorithms for calculating DFT, LS 

and GLS periodograms and the results were compared. These results are discussed in the following 

section.  

                        

                                     

                                    
   Figure 1. A sample of light curves generated for Scenarios 

   1, 2 and 3 (from top to bottom) respectively. Since the sig- 

   nal has a random noise component, the light curves will  

   appear slightly differently every time they are calculated.  
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3. Retrieving periods 

The ability of the DFT, LS and GLS periodograms to retrieve the input parameters of the periodic  

variations present in the simulated light curves was explored for various signal-to-noise (SNR) ratios  

and differing degrees of homogeneity of the signal errors. A brief summary of results is presented in 

this section.  

 

Result A: Firstly, we considered typical SNR values for ground-based asteroseismology of B stars and  

a homogeneous error distribution across the entire observing epoch. As expected, the three methods all  

succeeded in retrieving the input frequencies and amplitudes of harmonic variation. Initial  

periodograms (i.e. before prewhitening) for Result A are shown in figure 2. 

 

             
  

            
 

            
 

Figure 2. Periodograms obtained with DFT, LS and GLS algorithms respectively, for result A. 

First row: scenario 1 (equal time spacing); second row: scenario 2 (ground-based observer); 

third row: scenario 3 (ground-based survey). In each row, the DFT, LS and GLS periodograms 

appear from left to right respectively. In the second row, the daily gap aliasing is clearly seen. 

There are (mostly) subtle differences between the periodograms in this row, but all three input 

frequencies are successfully retrieved. One strange feature is the 1 c/d peak (with no aliases) in 

the GLS periodogram in the second row. 

 

Result B: As one of the stated advantages of the GLS periodogram is its diminished vulnerability to  

aliasing, we deliberately constructed a time series that produces severe aliasing in the DFT  

periodogram by simply removing every second day’s data from the equally-spaced time series  

(scenario 1). The time series for the other two scenarios were also reduced by 50% in a quasi-regular  

way. Initial periodograms (i.e. before prewhitening) for Result B are shown in figure 3. 
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Figure 3. Periodograms obtained with DFT, LS and GLS algorithms respectively, for Result B. 

First row: scenario 1 (equal time spacing); second row: scenario 2 (ground-based observer); 

third row: scenario 3 (ground-based survey). In each row, the DFT, LS and GLS periodograms 

appear from left to right respectively. In the first (DFT) plot in the first row, we do indeed see a 

lot of aliasing, as expected (eight very prominent peaks appear in the periodogram, whereas 

only three periodic functions are used to construct the time series). However, the LS and GLS 

periodograms alongside are equally badly affected. In this instance, the GLS algorithm does not 

appear to avoid aliasing any better than the DFT and LS periodograms do. The same argument 

applies to the second and third rows. The GLS periodogram in row 2 actually appears more 

affected by aliasing than the DFT and LS periodograms are. 

 

Result C: As the GLS periodogram is specifically designed to deal with varying amounts of signal  

noise, a third experiment was run with the time series divided into three blocks - with the mean noise  

levels chosen to lie in the ratio 4:2:1 among the blocks. The highest noise level was chosen to be larger  

than two of the three input amplitudes of the harmonic signal in the simulated time series. Initial  

periodograms (i.e. before prewhitening) for Result C are shown in figure 4. 

 

 

4. Discussion and conclusions 

The three experiments described as Result A, Result B and Result C in the previous section have not  

supported the strong claims made in favour of the GLS algorithm by ZK09. For the various time series  

subjected to the tests reported here, there is no advantage in choosing the increased processing time  

involved in calculating GLS periodograms, as far as period detection is concerned. In fact, in the  

experiment which was expected to favour the GLS periodogram (Result C), it was of no practical use.  

It is accepted that there might be time series formats for which GLS does offer a distinct advantage.  

The test protocol described in this paper may be adapted to other time series constructs and tested in  

similar fashion.  
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It will be of value to the practitioners of asteroseismology to be informed of the relative successes of  

the methods considered here in other scenarios.   

 

 

              
 

Figure 4. Periodograms obtained with DFT, LS and GLS algorithms respectively, for Result C. 

Only scenario 2 is shown, as the other scenarios add nothing new. Whereas the DFT and LS 

periodograms retrieve the input signal amongst some aliasing, the GLS periodogram is 

effectively of no use in this scenario.  

 

 

References 

[1] Bedding T  S et al. 2011 Nature 471 608  

[2] Zechmeister M. and Kuerster M 2009 A&A 496 577  

[3] Cumming A, Marcy G W and Butler R P 1999 ApJ 526 890 

[4] Graham M J, Drake A J, Djorgovski S G, Mahabal A A, Donalek C, Duan V and Maker A 2013  

         MNRAS 434 3423 
 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 329



A Different Approach to the Perturbation of

Astrophysical Fluids

F A M Frescura1 and C A Engelbrecht2

1 School of Physics, U Witwatersrand, 1 Jan Smuts Avenue, Braamfontein, Johannesburg
2 Department of Physics, U Johannesburg, Kingsway Ave, Auckland Park, Johannesburg

E-mail: fabio.frescura@wits.ac.za

Abstract. We show that Eulerian and Lagrangian perturbations can be interpreted as finite
differences that arise from suitably defined differential operators. These operators lead to exact
rather than to approximate perturbation relations and equations. The equations obtained are
more general than those usually encountered, and are de facto linear. No approximation is thus
needed to linearise them. We also explore the possibility of extending this formalism to the
description of stellar pulsations of arbitrary amplitude without using power series expansions.

1. Introduction
Perturbation theory considers two flows, called respectively the ‘unperturbed’ and ‘perturbed’
flows, and uses these to define two variations, called respectively Eulerian and Lagrangian
variations. The Eulerian variation describes changes seen by an observer who is at rest in a
given frame of reference. The Lagrangian variation describes changes as seen by an observer
who moves with the fluid. Both are finite differences. They therefore make perturbation theory
approximate at the outset and intrinsically propagate error into all results.

In this paper, I replace these variations by derivatives and show how these may be used to
develop a perturbation theory that is free from error.

2. Eulerian and Lagrangian Variations
Let Q be any property of the flow (density, pressure, etc.). Values in the unperturbed flow are
subscripted with zero. Values in the perturbed flow are not subscripted.

The Eulerian variation δQ is the difference δQ = Q−Q0. Evaluated at ~x and t, it gives the
difference in the two flows at the same space point ~x and time t of the property Q.

Laws that govern material behaviour must be applied to a given element of fluid material.
Accordingly, the Lagrangian variation ∆Q in Q is defined as the difference at time t in the value
of Q in the two flows of one and the same element of material. Suppose that at time t a given
fluid element is at position ~x in the unperturbed flow, and at ~x+ δ~x in the perturbed flow. The
vector δ~x is called the Lagrangian displacement of the element. The Lagrangian variation of Q
is then defined to be the difference

∆Q = Q(~x+ δ~x, t)−Q0(~x, t) (1)
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Unlike the Eulerian variation, which depends only on ~x and t and so is a field on the spacetime
occupied by the fluid, the Lagrangian variation is a function also of δ~x. It is thus a field on the
tangent bundle of the spacetime.

Eulerian and Lagrangian variations are not independent. They are related by the equation

∆Q = δQ(~x, t) + [Q(~x+ δ~x, t)−Q(~x, t)] (2)

Correct to first order in δ~x, this relation becomes

∆Q ≈ δQ+ δ~x · ∇Q+ · · · (3)

Extensive use is made of this approximate relation in standard perturbation theory.
Both Eulerian and Lagrangian variations are finite differences. This leads to a number of

difficulties, all of which are avoided in the theory presented below.

3. One parameter families of perturbed flows
Problems introduced by the finite-difference nature of Eulerian and Lagrangian variations are
avoided by taking their as |δ~x| → 0. This limit cannot be performed if only two flows, perturbed
and unperturbed, are considered. We must replace these by a new concept in which the two
flows are replaced by a one-parameter family of flows, ~F (~a, t, λ), in which one flow corresponds
to each value of the family parameter λ. Each of these flows is characterised by its own set of
fluid variables (pressure, density, etc.). Thus, each variable will be a function, not only of ~x and
t, but also of the parameter λ. A quantity Q will thus be represented by a function Q(~x, t, λ).
The unperturbed flow is represented by parameter value λ = 0. Non-zero values of λ correspond
to perturbed flows. Small values of λ correspond to small perturbations; larger values, to larger
perturbations.

The flow ~F (~a, t, λ) is interpreted as follows. Consider the unperturbed flow at time t = 0.
Each fluid point is at a well defined position ~a in space. We use these coordinates to identify
the fluid point at all subsequent times. The values ~a = (a1, a2, a3) are called the Lagrangian
coordinates of the material point. As time advances, the fluid point changes its position, which
is given at time t by ~F (~a, t, 0). As t changes, the pathline traced out by this fluid point is given

by the function ~F (~a, t, 0) where ~a is held fixed.
In the perturbed flow with parameter value λ, the fluid point with Lagrangian coordinates ~a

occupies position ~F (~a, t, λ) at time t. As t changes, the function ~F (~a, t, λ), where ~a and λ are
held fixed, traces out the pathline of this fluid point in the perturbed flow defined by λ.

The set of all possible positions of a given fluid point ~a defines a two dimensional surface
whose Gaussian coordinates are t and λ, given by ~F (~a, t, λ). The parameters t and λ define a
surface grid in which the λ = constant curves are the pathlines of the fluid point ~a for different
perturbed flows, while the t = constant curves represent the locus of positions assumed by the
fluid point ~a at time t as the flow is perturbed or deformed. Interestingly, the function ~F (~a, t, λ)
with fixed t is also a flow. It is the flow at time t that deforms the unperturbed fluid into its
various perturbed configurations at time t. I will call it the deformation flow.

I will now relate this formalism to that of standard perturbation theory. The unperturbed flow
is defined by the function ~F (~a, t, 0) = ~F0(~a, t) and has fluid properties represented by functions
Q(~x, t, 0) = Q0(~x, t). The perturbed flow of standard theory is then a flow corresponding

to parameter δλ. It is represented by flow function ~F (~a, t) = ~F (~x, t, δλ) with properties

Q(~x, t) = Q(~x, t, δλ). More correctly, ~F and Q should be subscripted by δλ, but standard
theory does not use subscripts for perturbed quantities.

The Lagrangian displacement of the fluid point ~a is given by

δ~x = ~F (~a, t, δλ)− ~F (~a, t, 0) ≈ ∂ ~F

∂λ
(~a, t, 0) δλ (4)
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This vector is the finite difference version of the tangent vector to the constant t curves on the
deformation surface for the fluid point ~a at parameter value λ = 0. It is clear that a similar
procedure can be implemented for any two adjacent perturbations λ and λ+δλ. We thus obtain
a field of Lagrangian displacements on each deformation surface, which I will call the generalised
Lagrangian displacements.

Rather than work with a field of finite differences, it is better to use the vector field from
which they are defined. This vector field, which I denote by ξ and call the deformation field, is
defined by the identity

~ξ(~F (~a, t, λ), t, λ) =
∂ ~F

∂λ
(~a, t, λ) (5)

This identity shows that the constant-t curves on the deformation surface are the integral curves
(field lines) of the deformation field. The field ~ξ thus fully defines the 1-parameter family of
deformations at each time t.

These observations reduce the problem of perturbation to that of finding the vector field ~ξ,
and then constructing its integral curves to yield the one parameter family of flows ~F . This
theory involves no approximations. It is exact from beginning to end. The only approximations
that might arise are those needed for numerical solution of the exact equations.

The velocity field of the flow for parameter value λ is defined by

~v
(
~F (~a, t, λ), t, λ

)
=
∂ ~F

∂t
(~x, t, λ) (6)

These are the tangent vectors to the constant λ curves on the deformation surface.
The t-λ curves form a Gaussian coordinate grid on the deformation surface. The Lie bracket

of the vector fields ~v and ~ξ is thus necessarily zero,

[ ~x, ~ξ ] = L~v ~ξ = −L~ξ ~v = 0 (7)

This is a key property of this theory.

4. Eulerian and Lagrangian derivatives
The previous section contains the theoretical infrastructure needed for replacing the finite
differences ∆Q and δQ by derivatives. In terms of this formalism, the Eulerian variation is
defined by

δQ = Q(~x, t, λ)−Q(~x, t, 0) (8)

It is clear that this variation can be extended to the entire deformation surface by defining

δQλ = Q(~x, t, λ+ δλ)−Q(~x, t, λ) (9)

I will call this the generalised Eulerian variation. We can now define an associated derivative
by forming the differential quotient

lim
λ→0

Q(~x, t, λ+ δλ)−Q(~x, t, λ)

λ
=
∂Q

∂λ
(~x, t, λ) (10)

I will call this the Eulerian derivative of the 1-parameter family of flows. It is the derivative from
which Eulerian variations are defined. Interestingly, it is just the ordinary partial derivative of
the 1-parameter family of flows with respect to the family parameter λ.
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Similarly, the Lagrangian variation is defined in this formalism by

∆Q = Q
(
~F (~a, t, λ), t, λ

)
−Q

(
~F (~a, t, 0), t, 0

)
(11)

This too can be extended to the entire deformation surface. I therefore define the generalised
Lagrangian variation to be

∆Qλ = Q
(
~F (~a, t, λ+ δλ), t, λ+ δλ

)
−Q

(
~F (~a, t, λ), t, λ

)
(12)

The Lagrangian derivative of Q is then defined by forming the limit

DQ

Dλ
= lim

λ→0

∆Qλ
λ

= lim
λ→0

Q
(
~F (~a, t, λ+ δλ), t, λ+ δλ

)
−Q

(
~F (~a, t, λ), t, λ

)
λ

(13)

We can evaluate DQ/Dλ explicitly from the definition using (5) get

DQ

Dλ
=

∂Q

∂λ
+ ~ξ · ∇Q (14)

If we interpret the function ~F (~a, t, λ for fixed t as a flow (the deformation flow), then the
Lagrangian derivative is seen to be the material derivative for this flow. It measures the rate of
change of Q at fixed time observed by an observer who moves with the fluid as the fluid deforms.

Interestingly, equation (14) relates the Eulerian to the Lagrangian derivative. This result
resembles that between Lagrangian and Eulerian variations given in standard theory by ∆Q =
δQ+ δ~x · ∇Q. Note, however, that the standard result is approximate and correct only to first
order in δ~x, whereas result (14) is exact.

5. Some results
Using (7), the material derivatives D/Dt and D/Dλ can be shown to commute. De facto, the
derivatives ∂/∂t and ∂/∂λ commute. These results are exact and do not need the elaborate
proofs found, for example, in Lynden-Bell and Ostriker (1967).

Using these commutation relations and identities (5) and (6), it follows almost trivially that

D~ξ

Dt
=

D~v

Dλ
(15)

Result (15) is the differential version of the result usually stated in finite difference form as1

δ~v = ~v(~r, t)− ~v0(~r0, t) =
d(δ~r)

dt
(16)

Conservation of mass in the perturbed flows is described by the integrated mass equation
(Cox, 1980, p 54-55). This result requires considerable effort to prove for a general perturbation
using standard theory. The method developed above delivers this result as a trivial consequence
of the fact that deformation of the fluid is a flow. Since a fluid element does not change its mass
in any flow, it cannot do so in the deformation flow. Hence, we must have

∂ρ

∂λ
+∇ · (ρ~ξ) = 0 (17)

1 See, for example, Cox (1980), p 53, eq. (5.20).
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or, equivalently,

D

Dλ
ln ρ+∇ · ~ξ = 0 (18)

The momentum and energy equations are also easily obtained, but with a little more algebra.
Essentially, we need to differentiate the flow equations with respect to λ using either the
Lagrangian or the Eulerian derivative. This procedure delivers equations for the λ-derivatives of
the fluid variables. These derivatives take the place of their Lagrangian and Eulerian variations
in ordinary perturbation theory. The equations obtained are de facto linear because of the nature
of the operation of differentiation. They therefore do not need to be linearised in a separate step
by neglect of higher order terms. In fact, no approximations need be performed to obtain the
required perturbations equations. Furthermore, the equations obtained contain all the terms
required to describe the effects of large perturbation. As the fluid deformation becomes larger,
we expect the forces that act on a fluid element to differ from those that act on it when the
distortion is small. The method developed above delivers without additional work the equations
of motion of the fluid for all deformations, large or small. If only small perturbations are of
interest, the equations of standard perturbation theory can be recovered by setting λ = 0 and
by using the properties of the equilibrium flow to simplify the equations.

To illustrate the procedure, differentiate Euler’s equation with respect to λ to obtain

∂

∂t

(
∂~v

∂λ

)
+
∂~v

∂λ
· ∇~v + ~v · ∇

(
∂~v

∂λ

)
=

1

ρ2
∂ρ

∂λ
(∇p)− 1

ρ
∇

(
∂p

∂λ

)
+
∂ ~f

∂λ
(19)

This is the perturbed momentum equation. the derivative ∂~v/∂λ plays the role of the Eulerian

variation ~v ′ of ordinary perturbation theory, ∂ρ/∂λ that of ρ′, ∂p/∂λ that of p′, and ∂ ~f/∂λ

that of ~f ′. To express this equation in terms of the deformation field ~ξ, it is better to apply the
Lagrangian derivative to Euler’s equation, followed by (15). This gives

D2~ξ

Dt2
=

1

ρ2

(
Dρ

Dλ

)
(∇p)− 1

ρ

D

Dλ
(∇p) +

D~f

Dλ
(20)

The energy equation for the perturbed fluid is treated similarly. For example, if the energy
equation for the unperturbed flow is written in the form

D

Dt
ln p = Γ1

D

Dt
ln ρ+ (Γ3 − 1)

ρ

p

(
ε− 1

ρ
∇ · ~Φ

)
(21)

where Φ is the heat current density in the fluid and the Γ’s are Chandrasekhar’s adiabatic indices
given by Γ1 = (d ln p/d ln ρ)s and Γ3 − 1 = (d lnT/d ln ρ)s, then the corresponding equation for
the perturbed flow becomes

D

Dt

(
D

Dλ
ln p

)
= Γ1

D

Dt

(
D

Dλ
ln ρ

)
+
DΓ1

Dλ

D

Dt
ln ρ

+(Γ3 − 1)
ρ

p

D

Dt

[
D

Dλ

(
ε− 1

ρ
∇ · ~Φ

)]
+
DΓ3

Dλ

ρ

p

D

Dt

(
ε− 1

ρ
∇ · ~Φ

)
+

Γ3 − 1

p

Dρ

Dλ

D

Dt

(
ε− 1

ρ
∇ · ~Φ

)
− (Γ3 − 1)ρ

p2
Dp

Dλ

D

Dt

(
ε− 1

ρ
∇ · ~Φ

)
(22)

The equations given above are insufficient to determine the Eulerian or Lagrangian derivatives
of all of the fluid parameters. Additional constraints must be supplied. These are usually given
in the form of a process equation. For example, if the deformation of the fluid is a relatively rapid

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 334



process, then the entropy density s of the fluid is conserved during the deformation procedure.
This gives rise to adiabatic perturbations. The condition for the perturbation to be adiabatic is
easily implemented in the new formalism and takes the form

Ds

Dλ
= 0 (23)

Non-adiabatic perturbations, in which the perturbation follows some other process equation, are
described with the same ease: differentiate the process equation with respect to λ using either
the Euler or the Lagrangian derivative. This yields an additional equation to be satisfied by the
λ-derivatives of the fluid parameters. Equations that determine the rates of change of properties
of fluid material are best formulated in terms of the Lagrangian derivative. They can then be
converted to Eulerian derivatives using (14).

After the Eulerian derivatives of the fluid variables have been obtained as functions of ~x, t
and λ, these expressions can be integrated with respect to λ to obtain them as functions of
~x, t and λ. This provides a full solution of the perturbation problem without approximation.
Of course, it is unlikely that the equations obtained will be integrable by analytical methods.
Approximation procedures may need to be used for the integration.

6. Conclusion
The principal advantage of the method described above over the standard method is that
the equations obtained are themselves free of approximation, unlike their counterparts in the
standard theory. Approximations need only be introduced, if necessary, when solving the final
equations.

An added advantage of the above method is clarity. The conceptual framework outlined in
Sections 3 and 4 is sufficiently well defined to bypass completely and discussion about which
flow, perturbed or unperturbed, should be used for defining the material derivatives of interest.
It also provides clear proofs of the central results on which the theory is based.
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Abstract. One of the most critical procedures in observational studies of stellar physics is photometric 
data reduction. In this study, two software packages for this purpose are compared using a large volume of raw 
CCD data from the 1.0-m telescope based at the Sutherland site of the South African Astronomical 
Observatory (SAAO). The Image Reduction and Analysis Facility (IRAF) is developed by the National 
Optical Astronomy Observatory (NOAO) in the USA and runs on a Linux operating system. IRAF 
(version 2.16) is open source software that is commonly used for data reduction. Astronomical Image 
Processing for Windows Software (AIP4WIN, version 2.4.1), on the other hand, is designed for Windows 
and is obtained with a purchase of a textbook titled The Handbook of Astronomical Image Processing by 
Richard Berry and James Burnell. These packages are compared on the basis of the results that they 
produce from the same dataset. Reductions in IRAF resulted in fewer CCD frames images being 
rejected as compared to AIP4WIN and average magnitudes are approximately 14 with AIP4WIN 
extractions exhibiting a smaller variance. 

 
 
 
 
1. Introduction 
Obtaining accurate stellar magnitudes may be considered as one of the key procedures in stellar physics. 
It is an essential component of the extraction of information on periodic behaviour in a star and 
consequently, of the deduction of internal structure of a star. Hence, it is important that one tries to be 
as critical as possible during the reduction of astronomical photometry. A photometric reduction 
analysis of two chosen stars (referred to as Star 1 and Star 2 in this paper) was conducted using CCD 
frames obtained during three unevenly spaced observation runs at South African Astronomical 
Observatory (SAAO) in Sutherland to extract a time series of stellar magnitudes. The magnitudes of 
the target stars analysed are unknown due to data availability. This paper investigates whether the two 
mentioned software packages can be used irrespective of the nature of the FOV. By this we mean 
that, it is unavoidable that AIP4WIN and IRAF might centre the aperture differently. A crowded field 
of view (FOV) centred at α = 77.7500◦ and δ = −68.8417◦ was observed using the 1.0 m telescope with a 
V Johnson filter. Figure 1 shows the FOV and target stars analysed labelled 1 and 2, respectively, from one 
of the calibrated CCD frames used. Results show that there is some similarity from the results obtained 
from these packages. Further comparison of the magnitudes was done by extracting frequencies from 
light curves with the aid of the Lomb Scargle periodogram as part of the analysis. 
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2. Methodology 
Raw CCD frames contain not only scientific data but also systematic noise from components 
surrounding the detector and pixel variations during observation. Hence, CCD frames must be 
calibrated before instrumental magnitude extraction. A typical calibration procedure involves Bias and 
Dark subtraction and flat fielding [1]. CCD calibrations result in frames consisting of signal mainly 
from celestial objects and the sky background. Even though Dark subtraction was performed during the 
analysis, it was not of practical benefits since the CCD camera used in the study has a liquid nitrogen 
cooling system attached to the detector, reducing the level of Dark current during observation to 
practically nil [2]. Master Bias, Dark and Flat frames were created using the median algorithm with 
both packages. The following subsections describe how each package was confirmed to reduce the data. 

 

 
 

Figure 1. A calibrated CCD frame showing the field of view that enclosed stars 1 and 2. This CCD frame 
was calibrated by subtracting basis and dark levels as well as flat fielding a raw frame. 

 
Data reduction was performed per observation session, taking climatic conditions into 

consideration. For consistency a number of parameters were kept constant for both IRAF and 
AIP4WIN during reductions, such as zmag and the aperture size. The value of the aperture size was 
based on the full width half maximum (FWHM) values from IRAF radial plots. 

 
2.1. Image processing using IRAF (http://iraf.noao.edu) 
Calibration steps followed were similar to those described in [3] and the SAOimage ds9 viewer was 
used to display frames. The IRAF system sub-package IMRED was used for general image processing 
and two NOAO optical astronomy sub - sub-packages - CCDRED and DAOPHOT - were used for 
calibrations and photometry respectively. The task ccdproc was used to calibrate science CCD frames 
and remove the over scan region as described in [4]. Frames were aligned using imalign task. 
Photometry was only performed to calibrated frames with an average value of the FWHM not greater 
than 4 for Star 1. The value of the FWHM used was determined by taking a sample of the batch 
that was distributed evenly throughout the night. As a result, certain nights/observations were rejected 
for the purposes of this study and in order to remain consistent the same observations were omitted while 
using AIP4WIN. Aperture photometry was performed using the digiphot.daophot.phot task. 
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2.2. Image processing using AIP4WIN (http://www.willbell.com/aip4win/aip.htm ) 
A tutorial guide provided with the AIP4WIN textbook was used to perform calibrations and 
photometry. Since we were working with a large volume of data frames, the Multi-Image 
Photometry Tool (MPT) was used. Compared to IRAF, AIP4WIN is more automated: data frames 
can be calibrated during photometry and master calibration frames were created using chosen CCD 
frames from the dataset. Using a built-in display tool, an image’s grey level can be adjusted to improve 
the visibility of the stars [5]. 

 
3. Results 
One of the obvious arguments that may be stipulated is that IRAF requires a fair knowledge of the 
Linux operating system and installation maybe be to some extent a challenge as well. However 
AIP4WIN, is an easy installation either with the CD provided or downloading software from publishers. 
Figure 2 shows results of aperture photometry for one week of the sample data for the two packages 
respectively for star 2. There exists a similar pattern in both packages indicating that star 2 was 
fainter in the first two nights of observation and brighter on the third night. The change in the 
brightness of the star may be due to the atmospheric conditions for the specific night. AIP4WIN 
extracted magnitudes tend to vary less compared to IRAF magnitudes. Simple descriptive statistics 
was performed on the entire data; as shown in table 1. Data from AIP4WIN have a sample variance of 
0.002 compared to that of 0.039 for IRAF. 

 

 
 

Figure 2. Raw instrumental magnitudes extracted from IRAF and AIP4WIN respectively for star 2 

 
Table 1 shows basic statistics done on the overall data for respective packages. It is evident that 

light curves in figure 2 fully represents how the magnitudes deviate from their respective averages. As 
much as AIP4WIN possesses a low variance, these results may not be considered conclusive since 
parameters such as the airmass and psf fitting were not considered during extractions. Note that the 
value of N in table 1 differs for IRAF and AIP4WIN reductions, this is because the respective packages 
have distinct algorithms for rejecting frames. 
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Table 1. Statistics of extracted magnitudes for star 2, these data are 
from IRAF and AIP4WIN respectively. 

 

 IRAF   AIP4WIN 
N x range s N x range s 

531 14.321 0.865 0.039 451 14.694 0.158 0.002 
 

 

N represents the size of the data, x the average and s  is the sample 
variance. 

 
The variation in the results can also be seen when light curves are plotted using normalized daily 

averages, as shown in figure 3. Normalized magnitudes were obtained by subtraction of the daily mean 
from respective magnitudes. The light curve plotted using AIP4WIN reduced data shows that the 
scatter is more clustered around the mean as compared to IRAF light curve. This is most probably 
caused by the AIP4WIN package rejecting far more frames that IRAF did. 

 

 
 

Figure 3. Normalized magnitudes for star 2 for both software packages. 

 
The raw instrumental magnitudes obtained from the two packages were used to detect periods 

in the respective light curves. Periodic variations were extracted using the Lomb-Scargle periodogram 
and gave the following results: strongest frequencies of 3.18 c/d and 4.01 c/d were obtained for stars 1 
and 2 respectively, for both AIP4WIN and IRAF light curves. Figure 4 only shows an output for star 2 
LSP analysis. 
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Figure 4. Lomb-Scargle analysis of star 2, using light curves from raw instrumental magnitudes. 

 
4. Conclusion 
Although the packages produce broadly similar results (especially in the important matter of identifying 
the strongest peak in the periodogram), there are rather striking differences: the IRAF-generated 
periodogram clearly contains more structure than the ’clean-looking’ AIP4WIN- generated one. This is 
most probably the result of AIP4WIN rejecting more frames than IRAF did, causing to a tighter scatter 
shown as in figures 3 and 2. The extra structure in the left-hand periodogram of figure 4 could be the 
result of either a more sensitive periodicity detection (which would favour IRAF) or a greater amount of 
noise (which would favour AIP4WIN). However, given the remarkable discrepancies between the 
magnitudes calculated by AIP4WIN and IRAF respectively, as displayed in figures 2 and 3, it is more 
likely that AIP4WIN is not suitable for the crowded field in this experiment. However, further work is 
necessary to make a final statements on the relative merits of the tested packages for reductions of the type 
of photometry presented here. In the case of crowded FOV, IRAF appears to be more suitable since 
further analysis like psf photometry can be done to account for fainter stars and nearby stars. 
AIP4WIN may be more suitable for uncrowded fields and as it is a developing package, parameters such 
as the airmass corrections may be considered in later developments. 
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Abstract.  Certain selection criteria have been applied to sources listed in the Fermi-2LAC 
catalogue in order to construct a target sample of twenty unidentified sources at high galactic 
latitudes with possible blazar characteristics.  Blazars constitute the most violent and active 
astronomical  objects  which  emit  radiation  at  all  wavelengths.  Therefore  multi-wavelength 
analysis provides the opportunity to construct a Spectral Energy Distribution (SED), which will 
allow the  identification  and  modelling  of  the  candidate  sources.  Preliminary  spectroscopic 
results yield spectra of four observed targets which resemble that of BL Lac or flat spectrum 
radio quasars (FSRQs) with optical counterparts. Estimated redshifts are obtained within the 
range  0.11  <  z  < 0.37.  Potential  Ca  II  H&K,  MgIb  and/or  NaD spectral  lines  have  been 
detected in the spectra of four targets, which motivates further observations in order to identify 
spectral lines that are possibly present. 

1. Introduction
The Fermi  Gamma-ray Space Telescope spacecraft  with the Large Area Telescope (LAT) and the 
Gamma-ray Burst Monitor (GBM) have been in operation since August 2008. The LAT is the main 
instrument on the spacecraft and covers 20% of the sky at any time in the energy range 20 MeV to 300 
GeV [1].  The Fermi-LAT 2-year Source catalogue (2FGL) consists of a clean sample of 866 sources 
of which 81% are blazars and 18% are candidate blazars of unknown type [2]. The aim is to classify 
possible extragalactic Active Galactic Nuclei (AGN) through multi-wavelength analysis within the 
95% error circle of the Fermi-LAT, and to undertake spectral modelling of these systems.

AGN are extremely energetic objects powered by accretion onto a supermassive blackhole [3]. 
When the relativistic jet propagates close to our line of sight the AGN is classified as a blazar, and  
displays  rapid  variability,  high  polarization  and  non-thermal  emission  from  the  jet  at  multi-
wavelengths.  Blazars  are  classified  into  BL Lacartae  (BL Lac)  and  Flat-spectrum Radio  Quasars 
(FSRQs) according to the strength of their emission lines (see e.g., [4]). The spectra of BL Lac consist 
of no or weak emission lines while quasars have strong narrow and broad emission lines. Spectral 
energy distributions (SEDs) of blazars are characterised by two-peaks,  namely a low-energy peak 
extending from radio to UV/X-rays, and a high-energy peak that extends from X-rays to GeV/TeV 
gamma-rays.  The  low-energy  component  is  due  to  synchrotron  emission,  whereas  the  processes 
producing the high-energy component are still under debate, with models suggesting either leptonic or 
hadronic processes (see e.g., [5]). Depending on the peak frequency of the low energy component, BL 
Lac objects can be classified as either low-, intermediate-, or high-synchrotron peaked (LSP, ISP, or 
HSP) sources [6], with peak frequencies of νpeak < 1014 Hz, 1014 ≤ νpeak < 1015 Hz, or νpeak > 1015 Hz, 
respectively.

Multi-wavelength observations will be undertaken in order to construct a SED which will allow 
modelling  and  classification  of  twenty  unclassified  2  Year  Fermi-LAT  AGN  Catalogue  (2LAC) 
sources. These observations will be undertaken with the SAAO 1.9-m telescope (SpCCD and SHOC), 
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the Southern Africa Large Telescope (SALT), the Boyden/UFS 1.5-m telescope, the Watcher Robotic 
Telescope and possibly the HartRAO 26-m radio telescope, which will be complemented with archival 
data obtainable at the NASA/IPAC Extragalactic Database (NED). The selection is based on criteria 
that  consider  properties  such  as  high  galactic  latitude,  photon  spectral  indices,  redshifts,  radio 
brightness and gamma-ray variability [7]. Spectroscopic observations will be utilized to determine the 
redshifts  and  spectral  lines  present  of  the  targets  and  photometric  observations  will  be  used  to 
determine the variability of the sources, particularly the intra-night variability. For BL Lac and FSRQs 
the intra-night variability may be an indicator of the non-thermal emission in shocked regions of the 
jets (see e.g., [7]). The optical observations will contribute to multi-wavelength observations with the 
aim to model the target sample. 

2. Source Selection
Counterparts in other wavelengths of the blazar candidate sources in the Fermi 2LAC were selected by 
considering a certain selection criteria as discussed in Section 2.1.

2.1. Selection Criteria
2.1.1. High galactic latitude sources. Near the galactic plane the source density is high and therefore 
to eliminate source confusion and to exclude galactic background diffuse emission, only sources at 
high galactic latitudes were selected e.g. |b| > 10°.

2.1.2. Gamma-ray Photon Spectral index. Assuming a power law dN/dE = N0(E/E0)-𝛤 for blazars, the 
2FGL blazar-type sources show spectral indices in the range of 1.2 < 𝛤 < 3 (see e.g., figure 17 in [2]).

2.1.3. Error circle. The counterpart has to be within the 95% (2 sigma) error circle that is associated 
with the Fermi-LAT object.  This  strategy was applied on the Fermi-LAT data  which is  available 
within the ASI Science Data Center (ASDC).

2.1.4. Radio brightness. Radio brightness was used to select sources within the error circles which are 
bright  enough  in  the  radio  band  for  single  dish  observations  e.g.  the  HartRAO 26-m telescope. 
However some sources that are faint in the radio band were still selected to contribute to this study. 
The Vizier database was used to obtain the radio flux densities at 4.85 GHz. The data were mainly 
catalogued in the GB6 [8]. Sources with radio flux densities above 100 mJy were considered to be 
radio bright and would be appropriate candidates for radio observations. 

2.1.5.  Observability.  The declination of  the  sources  had to  be chosen such that  multi-wavelength 
observations  were  possible  from  South  Africa.  The  SAAO  1.9-m  telescope  can  observe  sources 
between -90° < dec < 20°, while HartRAO can reach northern declinations up to 45°. The sources are 
also faint and therefore an upper optical magnitude limit of 21 mag was applied, based on the limiting 
magnitudes of the telescopes we propose to use.

2.1.6.  Gamma-ray variability.  Blazars exhibit  strong variability over various times scales over all 
frequencies.  Sources in the Fermi-2LAC are classified as being variable in gamma-rays in 24 time 
bins (one per month) if they have a variability index VI>41.6 (at a 99% confidence level) [1]. The 
detection  of  such  variability  is  limited  by  the  time  bins  and  the  brightness  of  the  sources.  The 
candidate  sources  we  have  selected  have  a  range  of  variability  indices,  but  5  are  above  a  95% 
confidence level for gamma-ray variability.  Further multi-wavelength observations are required to 
establish variability for the other sources

2.1.7. Redshift. For this study sources were selected which have no determined redshifts (with the 
exception of  one source,  see  table  1).  This,  therefore,  provides  further  motivation to  observe the 
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targets and compare the measured redshifts with that of previously obtained results for blazars (see 
e.g. figure 12 in [2]).

Figure 1. The galactic positions of the candidate sources that are tabulated in Table 1. All the sources 
are at high galactic latitude (|b| > 10°) which ensures that the selected sources are outside the Galactic 
plane.

2.2. Target list
Twenty  radio  and  optical  counterparts  have  been  selected  within  the  95%  error  boxes  of  the 
unidentified blazar-like Fermi 2LAC sources. The candidate sources are defined as Active Galactic 
Nuclei of unknown type (AGU) and are all located at high galactic latitudes (|b| > 10°). The properties 
by which the targets have been selected are displayed in table 1, while the galactic distribution is 
shown in figure 1. The gamma-ray photon spectral indices correlate well with the blazar range given in 
Fermi-LAT observations [2].

3. Multi-wavelength follow-up studies
Radio, optical spectroscopic and photometric follow-up observations are proposed for the target list 
using the HartRAO 26-m telescope at Hartebeesthoek, the SAAO 1.9-m telescope and/or Southern 
African  Large  Telescope  (SALT)  at  the  South  African  Astronomical  Observatory  (SAAO)  near 
Sutherland. Spectroscopic observations of a subset of targets targets have been performed with the 
SAAO 1.9-m telescope during June 2014, however since the targets are faint (V ~ 20 mag.) further 
spectra  are  required  which will  be  proposed for  SALT.  Intended photometric  observations  of  the 
sources will possibly be proposed for the Sutherland High-speed Optical camera (SHOC) attached to 
the SAAO 1.9-m telescope.  The optical  photometric  measurements  will  be used to determine the 
variability of the targets which can be classified into three groups namely intra-day/night, short-term 
and long-term variability. Fast photometric observations with SHOC are proposed, with the aim to 
detect possible intra-night variability which is related to shocks that propagate down the relativistic jet 
and  interacts  with  the  surrounding  medium.  The  observations  proposed  to  detect  the  intra-night 
variability  will  be  combined  with  a  long-term  monitoring  campaign  using  the  Watcher  Robotic 
telescope at the UFS-Boyden Observatory. In previous studies it has been found that the magnitude 
variability of blazars ranges from 0.3 mag over a few hours to 1.2 mag within a single night [9]. 
Similar studies of selected unidentified counterparts of the EGRET sources have been undertaken, 
where one of the targets PKS 0820-5705 yielded an intra-night variability of 1.2 magnitude in the B-
filter [7]. 
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The Fermi data ranges from 20 MeV - 300 GeV and, therefore, to determine whether the targets 
peak in the TeV energies (such as high synchrotron peak BL Lac, HSP) multi-wavelength analysis is 
required to construct a Spectral Energy Distribution (SED). Blazars have characteristic SEDs which 
contain  two  peaks  caused  by  processes  within  the  systems  namely  synchrotron  radiation  (lower-
frequency peak) and inverse Compton scattering (higher-frequency peak). The presence of the two 
peaks  suggest  blazar  sources  and  the  frequency  at  which  the  peak  is  located  will  allow  one  to 
determine whether it is a FSRQ or BL Lac.

Table 1. Twenty blazar candidates selected among the unidentified Fermi 2LAC objects.

(1) Fermi-LAT name (from 2FGL catalogue; Ackermann et al. 2011).
(2) Possible radio counterpart within the 95% error circle of the unidentified Fermi-LAT sources.
(3) Right ascension for counterpart.
(4) Declination for counterpart.
(5) V band magnitude for the 2FGL object.
(6) The spectral index alpha; dN/dE = N0(E/E0)-𝛤 .
(7) The  spectral index alpha; Fermi-LAT 95% error radius.
(8) Spectral energy distribution; Low-synchrotron peak (LSP) associated with LBLs; High-synchrotron peak (HSP) associated with HBLs.
(9) Radio flux densities (in mJy) at 4.85 GHz [8].
(10) Redshift of the unidentified source.

4. Spectroscopic Results
Spectroscopic observations of four targets undertaken with the SAAO 1.9-m telescope during May/
June 2014 are reported here. The preliminary spectra of the targets are mainly featureless showing 
potential absorption lines of the host galaxy as shown in figure 2. Ca II H&K lines (λrest,H = 3935 Å; 
λrest,K = 3970 Å) are present in the spectra of 2FGL J1218.8-4827, 2FGL J1407.5-4257 and 2FGL 
J2049.8+1001, and MgIb (λrest = 5174 Å) and NaD (λrest = 5894 Å) absorption lines are detected in the 
spectrum of 2FGL J0730.6-6607. Using the preliminary results a rough estimate of the redshifts have 
been determined (see table 2) with

No. 2LAC name

(1)

Counterpart

(2)

RA
(hh mm ss)

(3)

Declination
(° ‘ ‘’)
(4)

Vmag

(5)

SpI

(6)

ePos 
(deg)    
(7)

SED

(8)

Radio Flux 
(mJy)

(9)

z

(10)

1 2FGL J0044.7-3702 PKS J0045-3705 00 45 12 -37 05 48 19,6 2,57 0,153 - 330 -

2 2FGL J0113.2-3557 PKS 0110-361 01 12 39 -35 51 28 20,58 2,16 0,19 - 78 -

3 2FGL J0201.5-6626 PMN J0201-6638 02 00 53 -66 36 43 20,56 2,25 0,18 LSP 168 -

4 2FGL J0644.2-6713 PKS 0644-671 06 44 28 -67 12 57 20,69 2,16 0,05 - 218 -

5 2FGL J0730.6-6607 CRATES J073047-660226 07 30 50 -66 02 19 15,13 1,34 0,092 HSP 82 -

6 2FGL J0855.1-0712 3C 209 08 55 10 -07 15 07 19,78 2,62 0,213 - 1157 -

7 2FGL J0919.3-2203 NVSS J091922-220757 09 19 26 -22 00 45 19,95 2,00 0,163 LSP 26 -

8 2FGL J1059.0+0222 PMN J1058+0225 10 59 06 +02 25 04 - 2,29 0,151 - 97 -

9 2FGL J1106.3-3643 PMN J1106-3647 11 06 35 -36 46  59 19,4 2,2 0,14 - 53 -

10 2FGL J1154.1-3242 PKS 1151-324 11 54 32 -32 37 51 18,88 2,03 0,10 - 212 -

11 2FGL J1218.8-4827 CRATES J121901-482624 12 19 02 -48 26 27 17,53 2,4 0,144 - 65 -

12 2FGL J1407.5-4257 PKS 1404-427 14 07 40 -43 02 32 17,47 1,91 0,088 LSP 149 -

13 2FGL J1617.6-2526 PMN J1617-2537 16 17 21 25 37 23 - 2,52 0,168 - 120 -

14 2FGL J1624.4+1123 MG1 J162441+1111 12 24 55 11 12 28 17,64 2,65 0,306 - 113 -

15 2FGL J1803.6+2523 NVSS J180312-252118 18 03 12 +25 21 19 14,19 2,83 0,29 - 166 -

16 2FGL J1955.0-5639 1RXS J195503.1-564031 19 55 03 -56 40 30 17,25 1,88 0,076 HSP 9 -

17 2FGL J2040.2-7109 PKS 2035-714 20 40 08 -71 14 52 17,47 2,03 0,123 HSP 481 0,162

18 2FGL J2049.8+1001 PKS 2047+098 20 49 46 +10 03 14 - 2,38 0,139 - 295 -

19 2FGL J2108.6-1603 NVSS J210833-160724 21 08 33 -16 07 24 - 2,59 0,214 - 7 -

20 2FGL J1848.6+3241 IVS B1846+326        18 48 34   32 44 00 17,77 2,43 0,116 - 1015 -
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z = (λobs/λrest) - 1,      (1) 

where λobs is the observed wavelength and λrest is the rest wavelength of the corresponding absorption 
line. No other lines have been determined in the spectra since the sources are faint (V ~ 20 mag.) 
therefore one needs to consider further observations of the targets in order to confirm the presence of 
other possible spectral lines. When considering the estimated redshifts and the photon spectral indices 
of the sources, a comparison can be made with the redshifts determined in [2]. These preliminary 
redshifts  resemble that  of BL LAC or FSRQ objects which comprise a significant fraction of the 
Fermi-LAT gamma-ray sources [10; 11].

Figure 2. Spectra of four observed optical counterparts of the Fermi-2LAC targets with the SAAO 
1.9-m telescope  during  May/June  2014.  Potential  Ca  II  H&K,  MgIb  and  NaD lines  are  present. 
Estimated redshifts have been determined from the absorption lines giving a redshift range of 0.11 < z 
< 0.37.

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 345



Table  2.  Measured  absorption  lines  in  the  spectra  of  four  unclassified  Fermi-2LAC  sources.  
Estimations  of  the  redshifts  are  obtained from Ca II  H&K, MgIb and NaD absorption  lines  that 
featured in the spectra. 

5. Conclusion
The selection criteria which were used to identify possible blazar-candidates in the 2LAC have been 
applied to construct a target list comprising of twenty 2LAC sources. Only sources which are at high 
galactic latitude were included to ensure that the galactic diffuse emission was excluded and to limit 
confusion since the galactic plane is densely packed with sources. Spectroscopic observations for four 
of the unidentified Fermi-2LAC target sources undertaken compare favourably to that of blazars with 
non-thermal  emission.  We have  identified Ca II  H&K,  MgIb and/or  NaD absorption  lines  in  the 
spectra of these sources which allowed for an estimation of the redshifts. The preliminary redshifts 
range 0.11 < z < 0.37 allows one to conclude that the candidates lie in a similar redshift range as 
reported for the classified blazars [2]. Further multi-wavelength observations are underway to establish 
variability and the SEDs for these sources.
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Abstract. The IceCube Neutrino Observatory announced thirty-seven candidate events
observed with deposited energies above ∼ 30 TeV with three-year dataset, more than expected
from atmospheric backgrounds. We discuss the detectability of the Fermi Bubbles (FB) by
IceCube and show that up to 6 – 7 of the 37 events could originate from the FB. If the
observed gamma rays from the FB are created due to baryonic mechanism, high-energy (>
GeV) neutrinos should be emitted as a counterpart. These neutrinos should be detectable as
shower- or track-like events at a Km3 neutrino detector. For a hard primary cosmic-ray proton
spectrum, E−2.1, and cutoff energy at or above 10 PeV, the FB flux substantially exceeds the
atmospheric backgrounds. For a steeper spectrum, E−2.3, and/or lower cutoff energy, detection
with high significance will require a longer running time.

1. Introduction
The IceCube Neutrino Observatory located at the South Pole, was designed to search for high
energy neutrinos from extraterrestrial origin. IceCube recently found strong evidence for high
energy astrophysical neutrino flux at the level of 10−8 GeV/cm2/s/sr in three yeas of data [1].
Except the first 28 neutrinos announced before [2, 3], an additional 9 neutrino candidates from
the third year of data has been reported [1]. These total 37 events with observed energy of
30 TeV – 2 PeV more than expected background of 15 events from atmospheric muons and
neutrinos, indicate a 5.7 σ rejection of purely atmospheric hypothesis. Of these events, 9 are
identified with visible muon tracks. The remaining 28 events are cascades or showers, caused by
neutrino interactions other than νµ charged current.

The origin of these high energy neutrinos at IceCube is still mysterious [4]. Although the
prompt atmospheric neutrino may contribute significantly with energy between 10 and 100 TeV
[5, 6], the isotropic distribution of these events indicates astrophysical sources are the most
natural explanation. Many scenarios have been discussed in the literature, including cores
of active galactic nuclei [7, 8], γ-ray bursts [9] and their lower-powered counterparts [10, 11],
galaxies with intense star-formation [12–14], active galaxies [15], flat-spectrum radio quasars
[16] and intergalactic shocks [17]. Due to the weak cluster of events near the Galactic Centre,
some analyses implied that Galactic sources may be responsible for a fraction of the signals
[18, 19]. The IceCube events may originate from the Galactic Centre (GC) [20], the FB [21],
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Galactic Halo [22], or Galactic plane [23, 24]. Some studies suggested that the origination could
also be from PeV dark matter decay as well [25–27].

In this paper, we investigate the possibility that IceCube might be observing signals from
the FB. The two gamma-ray bubbles, observed by Fermi-LAT [28], are symmetrically located
above and below the Milky Way’s galactic center, extending up to 50◦ in Galactic latitude.
These bubbles are mostly made of energetic gamma rays emanating from the galactic core. The
origin of the FB is still unknown. There are two main hypothesis, the supermassive black hole
activity [28] or high rate of star formation in the GC [29, 30]. The emitted gamma rays from
the FB are produced either via leptonic model, which is the Inverse Compton scattering of low
energy photons by highly relativistic electrons, or via hadronic model, i.e., decays of π0 created
from interactions of energetic baryons with gas in the FB. In the hadronic model, a neutrino
counterpart with similar magnitude as gamma ray flux from the FB is produced [29, 31], which
could be detected as muon tracks or showers at KM3NeT, ANTARES, or IceCube [31–33]. The
ANTARES collaboration has placed an upper limit for this neutrino flux, as seen in figure 3
[32]. Later, we will quantitatively present the down-going muon track as well as shower events
from the FB at IceCube , not only as a possible interpretation of IceCube events, but also as
prediction for future searches.

2. Neutrino Fluxes
The Fermi Bubbles are seen as extended sources in the southern sky, see figure 1, subtending a
0.808 sr solid angle [28]. Their gamma ray flux is fairly uniform over the extent of the bubbles
[28], and it is expected the neutrino flux has the same feature [31]. We compare the coordinates
of the 37 IceCube all-sky search events and their median angular errors [2] with the bubbles
coordinates, see figure 1. Note that event 32 produced by a pair of background muons is not
labeled in figure 1, because it cannot be reconstructed with a single direction and energy [1]. It
appears at least 5 events, number 2, 12, 14, 15, 36 are strongly correlated with the FB whose
central position values are inside the bubbles. In addition, events 17, 22, 24,25, are weakly
correlated with the FB whose values, within errors, are compatible with the bubbles. Among
these 9 correlated events, event 14, has ∼ 1 PeV deposited energy [2]. figure 2 displays the time
correlation of these 8 events with errors on the observed energy.

Figure 1. IceCube events distribution in
equatorial coordinates, with their median
angular errors, from [2]. The correspond-
ing FB regions are shown with shaded con-
tours.
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Figure 2. Events 2, 12, 14, 15, 17,
22, 24, 25, 36 (spatially correlated with
bubble) are shown with errors on energy in
modified Julian time and deposited energy
distribution.
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We adopt the FB neutrino fluxes from Ref. [31], to calculate the expected event rate at
IceCube due to FB. In the model, the cosmic ray protons from supernova remnants are driven
by the high velocity bipolar wind from galactic center to fill the bubbles. The neutrino fluxes
are produced from the interactions of these cosmic rays with the ambient gas. This proton
spectrum has the form of dN/dE ∝ E−k exp(−E/E0), where E0 is the cutoff energy, motivated
by the maximum energy that accelerated protons may reach, varying from 1 - 100 PeV [34]. By
fitting the gamma ray data of the FB, the spectral index k = 2.1 is taken as our default model;
meanwhile, due to the limited number of gamma ray data points, a steeper spectrum with k = 2.3
is also compatible with observation, as seen in figure 3. These two sets of fluxes depending on
E0 differ significantly above ∼ 200 GeV. The flux with cutoff energy of E0 = 30 PeV is the
most optimistic one, which is approximately 20% higher than the normalization of the whole
flux, allowed by the uncertainty in the gamma ray data. The IceCube best-fit astrophysical flux
of E2dN/dE = 0.95× 10−8 GeV/cm2/s/sr is shown as well [1], see figure 3.
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Figure 3. The pre-oscillated νµ and ν̄µ flux from the FB, as a function of the energy, normalized
to the gamma ray flux, for spectral indices k = 2.1 (solid, red) and k = 2.3 (dotted, black).
For each index, the curves from thick to thin correspond to E0 = 30, 10, 3, 1 PeV. The dash-dot
curve presents the atmospheric neutrino flux [35] averaged over 25◦-95◦ zenith angle. The dotted
line is the ANTARES upper limit [32]. The dashed line is the estimated IceCube best-fit diffuse
flux expected for the FB region [2]. This figure has been taken from Ref. [36]

The neutrino fluxes initially produced at the FB of all flavors are in a composition of νµ: νe
: ντ = 2 : 1 : 0. After oscillations, the flavor ratios are close to νe : νµ : ντ=1 : 1 : 1, with
deviations up to ∼ 30% at E ∼ 1 PeV.

The atmospheric muons and neutrinos are the two main backgrounds at IceCube , with an
expectation of 8.4 and 6.6 events respectively for a 988-day running time [1]. The atmospheric
muon level is depending on the detector veto, more details can be found in [2]. For the
atmospheric neutrinos, we adopt the νµ flux model from Ref. [35], which is a good fit of
IceCube’s atmospheric data [37], extrapolated at high energies. In our calculation, we consider
the flux to be symmetric in cos θz [38], take the νµ / νe ratio of 14 [39], and neglect flavor
oscillation due to the short propagation distance [40], as shown in figure 3.

3. Event Rate
The expected number of atmospheric neutrino backgrounds and signals for k = 2.1, 2.3 in 10
years, above the energy threshold Eth is estimated, as shown in figure 4. Taking into account of
the angular resolution 1◦ and 10◦ for tracks and showers respectively at IceCube [2], we calculate
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the number of atmospheric shower events over a larger solid angle than that of FB (0.808 sr).
To do this, we encase each bubble in a rectangle in the θ and φ coordinates (see figure 1), and
enlarge the area by 15◦ on each side. On the other hand, we take FB solid angle for track
events, due to the angular resolution less than 1◦. As seen in figure 4, the atmospheric shower
(thick, dashed) and track (thin, dashed) events are comparable. This can be explained that the
predominant atmospheric νµ flux compensates for the smaller effective area for tracks. For a
harder spectrum (k = 2.1), the signal is above the background with cutoff energy E0 >∼ 10 PeV.
With E0 = 30 PeV, the signal is approximately 2 orders of magnitude higher. For Eth = 40 TeV,
we find 23 signals and 3 background events, indicating a ∼ 4 σ excess due to the FB. It would
be quite promising to discover the FB with the use of detailed statistical analyses of the spatial
correlation. For E0 ∼ 1 PeV, the signal is even lower than the background for some thresholds,
and with lower event rate as well. For a steeper spectrum (k = 2.3), even with E0 = 30 PeV,
the signal is still not significant, comparable to the background.
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Figure 4. Expected number of events at IceCube for 10 years, as a function of energy threshold
Eth, for the spectral indices of k = 2.1 (a) and k = 2.3 (b), from Ref. [36]. The total FB
(atmospheric neutrino) signals of showerlike and tracklike events are presented as thick solid
(dashed) curves. The tracklike FB (atmospheric neutrinos) signals are thin solid (dashed) curves.
The arrows indicate the variation of the primary spectrum cutoff in the interval E0 = 1 − 30
PeV. The estimated total showerlike and tracklike events from IceCube best-fit diffuse flux.
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Figure 5. The expected number distribution of shower and track events per decade in each
energy bin for atmospheric background and signal with k = 2.1 and cutoff energy E0 = 1, 3 PeV
(a) and E0 = 10, 30 PeV (b), from Ref. [36].

The distribution of number of signal and background events per decade in neutrino energy
bins is given in figure 5. As confirmed from figure 4(a), for E0 = 1 PeV, the signal is comparable
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Table 1. The expected number of shower and track events from the atmospheric background
and from the FB in three neutrino energy bins, with different cutoff energy E0, for a 988-day
IceCube livetime. The number of tracklike events are in brackets.

E (GeV) 104.4 − 105 105 − 105.6 105.6 − 106.2 Total

E0 = 1PeV 0.34 0.29 0.02 0.65
[0.03] [0.04] [0] [0.08]

E0 = 3PeV 0.69 0.95 0.16 1.8
[0.07] [0.14] [0.03] [0.24]

E0 = 10PeV 1.05 2.04 0.66 3.75
[0.1] [0.32] [0.14] [0.56]

E0 = 30PeV 1.54 3.61 1.7 6.85
[0.15] [0.57] [0.35] [1.08]

Background 0.38 0.24 0.03 0.64
[0.11] [0.09] [0.01] [0.21]

to the background, and the most events are distributed in the energy of 105 − 105.6 GeV due to
the rise in the effective area below ∼ 1 PeV [2].
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Figure 6. The same as figure 5(b) for the IceCube 988-day running time. Four strongly (red dot)
and four weakly (grey square) correlated with the FB events at IceCube are shown. The solid
and dashed error bars present the errors on the observed energy and a factor of ∼ 3−4 difference
between neutrino energy and deposited energy for neutral current events [41], respectively. Their
coordinates on the vertical axis present the number of events for which the central value of the
observed energy falls in the corresponding bins.

For comparison with IceCube data, we rescale the event rate with a 988-day running time
[1], as seen in table 1 and figure 6. The total shower and track background events is less than
one in the energy of 104.4− 106.2 GeV. For E0 > 3 PeV, it is expected more than 2 signals from
FB with a livetime of 988 days. Especially, for E0 = 30 PeV, N ∼ 5 and N ∼ 2 events are
estimated below and above E = 105.6 GeV ' 400 TeV of neutrino energy respectively. Which
is intriguingly close to the number of 5 events that has strongly spatial correlation to the FB.



4. Discussion
In this work, we present the possibility that IceCube may have detected the FB. With a hard
spectrum and the most optimistic neutrino flux model E0 = 30 PeV, we predict that up to 5 of
IceCube observed events may due to the FB. Especially, 9 IceCube events are spatially correlated
with the FB (figure 1), which might be the conservative upper limit for the number of events.
To have a significant detection of the FB, the statistics not only depends on the backgrounds,
but also on the level of the other neutrinos sources. However, as seen in figure 4, if with the
most promising flux model, in seven to ten running years, the signals will be well identified.

The observation of a neutrino flux from the FB will provide clues to the mechanism of the
FB, which will strongly support the hadronic origin of gamma rays from these structure. It will
give a hint to the maximum limit of particle acceleration in supernova remnants, and to the
time scale of the activity of the Galactic center as well.
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Abstract. Light curve data from the Kepler satellite on pulsating eclipsing Algol-type binary
systems display a peculiar feature: the primary shows preferential excitation of pulsation
modes with frequencies resonant with the orbital frequency of the binary system. A proposed
explanation of this phenomenon is tidal driving of pulsations by the secondary. This paper
presents a preliminary calculation of the effects of linear representations of tides on the pulsation
frequencies of a polytropic primary.

1. Introduction
The Kepler space telescope has produced a large number of time-domain observations of
unprecedented regularity and precision. A few hundred close eclipsing binary systems have
emerged from the Kepler database and many of these have been studied intensively since the
first Kepler data became available in 2009. Due to the precision (noise levels around a few
micromagnitudes in white light) of the data, weak pulsation signatures have been detected
in many close (semi-detached) systems with circularised orbits. These pulsation signatures
frequently point to a resonant coupling of pulsation frequencies with orbital motion. Initial
expectations are that resonance should not occur in a circularised orbit, since there is no
substantial difference between the periastron and apastron separations of the binary components
that could drive such a resonance.

However, given that these are close systems, tidal effects might be able to produce the
apparent observed resonances. Since mass transfer between binary components is not considered,
attention is given specifically to detached systems where negligible mass transfer occurs [1]. We
present a simple model of the effects of tides on a polytropic star and indicate how a numerical
model may be used to test this conjecture. We use the formula for the tidal potential as presented
in Reynier’s papers [2, 3]. We then Fourier transform the tidal potential with respect to the
time variable. This yields an equation containing three delta functions that select a triplet of
frequencies indicating a splitting of the eigenstates into three levels. The eigenstates are evenly
spaced in the frequency domain. The spacing between them is determined by the angular velocity
of rotation of the primary and the mean motion of the secondary. This splitting does not occur
in a phase-locked circularised orbit, since no tidal dragging is present.
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2. Equations of motion
We begin by considering a close binary system. Suppose the primary star has mass M , radius
R and constant angular velocity Ω with respect to an inertial frame. The axis of rotation of the
binary system is assumed to be perpendicular to its orbital plane. The companion star, with
mass m, is modelled as a point mass. We will use a reference frame, with spherical coordinates
(r, θ, ϕ), that co-rotates with the primary whose center is at its origin with the frames z-axis being
parallel to the primary’s axis of rotation. In this reference frame the equations of motion for an
ideal fluid incorporating the effects of a tidal interaction are presented below. The conservation
of momentum equation is given by:

∂~v

∂t
(~r, t) +

(
~v (~r, t) · ~∇

)
~v (~r, t) = −~∇φ (~r, t)− 1

ρ (~r, t)
~∇P (~r, t)− εT ~∇W (~r, t) (2.1)

The quantity εT is a small, dimensionless parameter describing the magnitude of the tidal
interaction and is defined as:

εT =

(
R

a

)3 M

m

where a is the semi-major axis of the orbit of the companion. The tidal potential W (~r, t) is
given by [2] as:

W (~r, t) =
GM

R

( r
R

)2{1

2
P2 (cos θ)− 1

4
P 2
2 (cos θ) cos [2ϕ+ 2t (Ω− n)]

}
(2.2)

where G, n, P2 and P 2
2 represent respectively Newton’s gravitational constant, the mean angular

velocity of the orbit of the companion, the second order Legendre polynomial and the second
order associative Legendre polynomial with azimuthal number 2. The first term in equation
(2.2) represents the time-independent static tide, characteristic of a synchronous orbit, in which
Ω = n. The second term represents the time-dependent dynamic tide, characteristic of an
asynchronous orbit.

In addition to the above equations we have three more equations completing the set, they
are:

∂ρ

∂t
(~r, t) + ~∇ · [ρ (~r, t)~v (~r, t)] = 0 (2.3)

which is the continuity equation,

∇2φ (~r, t) = 4πGρ (~r, t) (2.4)

which is Poisson’s equation, and lastly

P (~r, t) = κ (ρ (~r, t))γ (2.5)

which is the polytropic equation of state. Collectively, equations (2.1) - (2.5) constitute a
complete set of equations for the fluid variables.

3. Perturbation equations
To determine the perturbation equations we first consider an “unperturbed” equilibrium
configuration, which we then perturb and linearise. The initial configuration is assumed to be
an hydrostatic, spherically symmetric configuration. Linearisation is achieved by assuming that
all perturbations are small so that all products of perturbations can be neglected. In pulsation
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theory, two types of variation are considered, called Eulerian and Lagrangian respectively. The
first defined as the perturbation of physical fields, denoted by a prime, and the second the
perturbation suffered by a given material fluid element, denoted by a δ [4, 5]. Given an arbitrary
physical quantity, the Eulerian and Lagrangian perturbations of Q are defined respectively by:

Q′ = Q (~r0, t)−Q0 (~r0) (3.1)

δQ = Q (~r, t)−Q0 (~r0) (3.2)

where ~r0 and ~r represent the current position of the material fluid element in the equilibrium
configuration and the perturbed configuration respectively. The vector quantity relating these
two positions is called the Lagrangian displacement and is defined as:

~ξ = ~r − ~r0 (3.3)

Using equations (3.1) - (3.3) it can be shown that the relationship between the Eulerian and

Lagrangian perturbations is given, to first order in ~ξ, by:

δQ (~r, t) = Q′ (~r, t) + ~ξ · ~∇Q0 (~r) (3.4)

If the unperturbed system is assumed to be in hydrostatic equilibrium, the velocity field ~v is
related to ~ξ by:

~v (~r, t) =
∂~ξ

∂t
(3.5)

and

~v (~r, t) = δ~v (~r, t) = ~v ′ (~r, t) =
∂~ξ

∂t
(3.6)

Using equations (3.1) - (3.6) with equations (2.1) and (2.3) - (2.5) the perturbation equations
can be shown to be:

ρ′ (~r, t) + ~∇ ·
(
ρ0 (r) ~ξ

)
= 0 (3.7)

∂2~ξ

∂t2
(~r, t) +

1

ρ0 (r)
~∇P ′ (~r, t) + ~∇φ′ (~r, t) +

ρ′ (~r, t)

ρ0 (r)

∂φ0
∂r

(r) +
εT

ρ0 (r)
~∇W (~r, t) = 0 (3.8)

∇2φ′ (~r, t)− 4πGρ′ (~r, t) = 0 (3.9)

P ′ (~r, t)− γ
(
P0 (r)

ρ0 (r)

)
ρ′ (~r, t) = 0 (3.10)

where the primed quantities represent the Eulerian perturbation of that physical quantity. The
tidal term is not perturbed as it is considered to be an applied external force which does not
undergo perturbation.

4. Eigenvalue problem
To determine the pulsation frequencies of the system, we search for normal mode solutions
to equation (3.8). Because the perturbation equations are linear, the general solution can be
constructed from a linear superposition of the normal mode solutions. Taking the Fourier
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transform of equations (3.7) - (3.10), we obtain the following equations:

ρ′ (~r, ω) + ~∇ ·
(
ρ0 (r) ~ξ (~r, ω)

)
= 0 (4.1)

−ω2~ξ (~r, ω) +
1

ρ0 (r)
~∇P ′ (~r, ω) + ~∇φ′ (~r, ω) +

ρ′ (~r, ω)

ρ0 (r)

∂φ0
∂r

(r) +
εT

ρ0 (r)
~∇W (~r, ω) = 0 (4.2)

∇2φ′ (~r, ω)− 4πGρ′ (~r, ω) = 0 (4.3)

P ′ (~r, ω)− γ
(
P0 (r)

ρ0 (r)

)
ρ′ (~r, ω) = 0 (4.4)

where W (~r, ω) can be calculated using:

W (~r, ω) =
1√
2π

∫ ∞
−∞

W (~r, t) e−iωt dt

= r2
(
GM

R3

)(√
π

8
P2 (cos θ) δ (ω)−

√
π

32
P 2
2 (cos θ)

{
e2iϕδ (2 (Ω− n)− ω)− e−2iϕδ (2 (Ω− n) + ω)

})
(4.5)

Here δ represents the Dirac delta function. Given a set of boundary conditions, the values of ω
satisfying these boundary conditions can be found numerically.

If we remove the tidal term, assume the Cowling approximation (Φ (~r, t) ≈ Φ0 (r)) and
consider the perturbation of a spherically symmetric equilibrium configuration that admits only
radial oscillations we obtain the eigenvalue equation for the radial oscillations of a polytropic
star:

α
∂2ρ′

∂r2
(r, ω) + β

∂ρ′

∂r
(r, ω) + λρ′ (r, ω) = 0 (4.6)

with

α = γσ

β = 2γ
∂σ

∂r
+
∂φ0
∂r

+
2γσ

r

λ = ω2 + γ
∂2σ

∂r2
+
∂2φ0
∂r2

+
2γ

r

∂σ

∂r

where σ = Po(r)
ρo(r)

. All quantities contained in the coefficients α, β and λ are known, except for ω.

By implementing finite difference expressions for the derivatives and introducing the boundary
conditions for ρ′ we can search for values of ω numerically.

5. Concluding remarks
The naive model described in this paper can be extended to a more realistic model, which
takes into account in a better way the several effects that need to be incorporated. We have
considered a polytrope, which does not cover all stellar types and configurations. Using a more
realistic equation of state will allow for the final results to be coded in such a way that they
can be included in well developed models of stellar structure such as MESA and ASTEC. Non-
radial oscillations have not been considered. These can be included in the calculation by not
requiring spherical symmetry in the perturbed configuration. In standard pulsation theory the
pulsation equations can be separated into radial and angular parts. This separation may not
be possible when we include the tidal term, leading to a coupling of radial and angular modes.
Assuming that the oscillations are radial is very unrealistic, especially since the the external
forces, resulting from the inclusion of tides, have non-radial as well as radial components. We
are currently coding our preliminary model and will be extended to include non-radial pulsations.
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Abstract. To model an eclipsing contact (EC) binary star requires the temperature of
at least one of the components, usually T1, and the mass ratio q. Other parameters are
determined by minimizing residuals between the model and phase-magnitude data. Rucinski
et al. (2005) have pointed out that model solutions of EC stars obtained from photometric
data are unreliable because the photometrically determined mass ratios are different to those
determined from spectroscopic data. The temperatures determined from colour indices are
also found to differ from those determined spectroscopically. Clearly, in order to produce
reliable models of these stars requires a combination of photometric and spectroscopic data.
Using the SpCCD spectrograph on the 1.9m telescope at the South African Astronomical
Observatory in Sutherland, spectroscopic data were obtained for selected EC stars. The results
of the observations and a comparison of the photometrically and spectroscopically determined
temperatures and mass ratios are presented.

1. Introduction
Eclipsing contact binary stars, or EC stars, have orbital periods of less than 1 day [1]. The
component stars of an EC system range in spectral type from mid-A to late-K and each is
assumed to be a main sequence star. Binnendijk [2] divided EC stars into two subclasses
which he called A-type and W-type. In the A-type systems, the larger component has a higher
temperature than its companion, whereas in the W-type systems the smaller component has
a higher temperature than its companion. Observationally it has been found that the A-type
systems tend to have low mass ratios q < 0.3 and spectral type from A to F [3]. The W-type
systems tend to have mass ratios q > 0.3 and spectral types of G or K.

Modelling to determine the parameters of as many EC stars as possible may help to answer
the many questions we have about the formation and evolution of EC stars. To determine the
absolute parameters of an EC star requires a combination of photometric and spectroscopic data.
Due to the large number of automated sky surveys, there is no shortage of photometric data of
EC stars [4]. One example is the All Sky Automated Survey (ASAS). Since the project began,
over 50, 000 variable stars have been detected and of those, over 5, 000 have been classified as
EC stars. A large portion of the variable stars discovered by the ASAS have not been classified
previously as variable stars. For the newly discovered EC stars, absolute parameters have yet
to be determined for these stars due to the lack of spectroscopic data.

It is in general agreement that physical parameters of EC stars obtained from the use of
photometric data only are often unreliable. Terrell & Wilson [5] have shown that this is especially
true of photometric mass ratios determined for partial eclipsing systems. For total eclipsing
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systems, the situation is different because the durations of the eclipses constrain the ratio of the
radii of the component stars and hence the mass ratio q [6]. This implies that for a total eclipsing
system, the photometric mass ratio should be very close, if not equal to, the spectroscopically
determined mass ratio.

In a series of papers, Rucinski and collaborators have published the results of radial velocity
studies of close binary stars (see Radial Velocity Studies of Close Binary Stars, Papers I − XV).
The authors have pointed out that for most of the stars in their programme, the photometrically
determined mass ratios are not equal to the spectroscopically determined mass ratios [7]. XY
Leo is an example of just how difficult it is to determine a reliable mass ratio for a partial
eclipsing system using photometric data only. Rucinski and Lu [8] determined a spectroscopic
mass ratio qsp = 0.348(29) which is substantially smaller compared to the photometric mass ratio
qph = 0.726 as determined by Niarchos et al. [9]. For most total eclipsing systems, Rucinski and
Lu have found that the spectroscopic mass ratio is in good agreement with the photometric mass
ratio. UZ Leo is an example of a total eclipsing system whose photometric mass ratio differs
from the spectroscopic mass ratio. Vinko, Hegedues & Hendry [10] determined two possible
photometric mass ratios, qph = 0.2329 and qph = 0.2266, for UZ Leo. These two values differ
substantially from the spectroscopic mass ratio, qsp = 0.303(24), determined by Rucinski and
Lu. These results demonstrate the importance of determining the spectroscopic mass ratios for
EC stars.

For modelling and for EC subclass classification, it is important to know the spectral type.
For systems that do not have spectroscopic data, estimates of the temperatures are obtained
from photometric colour indices. Due to uncertainties regarding reddening corrections and the
effect of interstellar extinction, infrared colour indices like J − K and H − K provide more
reliable estimates of temperatures compared to B − V colour indices [4]. In the series of papers
by Rucinski and collaborators, cases are presented where the spectral type determined from
different photometric colour indices do not match and these also differ from the spectral type
obtained from spectroscopic data.

Spectroscopic data for two total eclipsing EC stars ASAS 120036−391536 and ASAS
093818−675524 were obtained. The results of the spectroscopic data analysis for the two stars
are presented.

2. Observations
Observations were carried out using the SpCCD spectrograph on the 1.9m telescope at the
South African Astronomical Observatory (SAAO) Sutherland. Both stars were observed during
two runs in 2013 (February and May). Grating 4 with 1200 lines mm−1 and resolution of 1
Å was used. The grating has a useful range of 800 Å and a blaze wavelength of 4600 Å. The
grating was centred close to the blaze angle in order to have a spectral range coverage of around
4200− 5000 Å. This wavelength coverage includes the two Balmer lines, Hγ and Hδ, as well as
a plethora of iron and other ‘metal’ lines in the range 4300− 4500Å. The intrinsic shape of the
iron and ‘metal’ lines is symmetric and narrow [11], and due to the large number of these lines,
they have proven to be useful in measuring radial velocities via cross-correlation.

Observations of both ASAS 093818−675524 and ASAS 120036−391536 were targeted at and
around the quadratures with a few spectra obtained at phases 0 and 0.5. The latter observations
assist with determining the relative system velocity which is required in order to determine the
spectroscopic mass ratio. For both stars, the spectra obtained close to phase 0.5 correspond
to the total eclipse portions of their light curves (see Figure 1). Since the light from one
component is visible during this phase, these spectra were used to determine the spectral type
of the eclipsing component. A total of 46 spectra were obtained for ASAS 093818−675524 and
34 spectra for ASAS 120036−391536. Spectra for two radial velocity standard stars, HD 126053
and HD 154417, were obtained in order to be used for the radial velocity measurements of ASAS
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Figure 1. Phase-Magnitude diagrams for ASAS 093818−675524, left, and ASAS
120036−391536, right. Both stars display total eclipses at phase 0.5.

093818−675524 and ASAS 120036−391536.
Standard CCD reductions were performed using the relevant routines in IRAF. Spectra were

extracted using the APALL task and wavelength calibrated using CuAr arc lamp exposures.
Radial velocities were measured by cross-correlation with the spectra of the radial velocity
standard stars, using the FXCOR task in IRAF. The radial velocity standard star HD 154417
(F9V, Vr = −16.70 km s−1) was used for ASAS 093818−675524 and HD 126053 (G1.5V,
Vr = −19.40 km s−1) for ASAS 120036−391536.

PHOEBE, an eclipsing binary modelling software package [12] based on the Wilson-Devinney
code [13], was used to determine the relative system velocity and spectroscopic mass ratio
for both EC stars. To determine the spectral types of ASAS 093818−675524 and ASAS
120036−391536, the phase 0.5 spectra of both stars were cross-correlated with the spectra of
main-sequence stars of spectral types from mid-A to late-K using FXCOR. The heights of the
cross-correlation peaks were used to identify which spectral types best matched the phase 0.5
spectra.

3. Results
3.1. Radial Velocities
Photometric mass ratios for both stars were determined by using the iterative procedure
described by Wadhwa and Zealey [14]. The software package PHOEBE was used to model
the stars and the Differential Corrections (DC) routine of the programme was used to refine the
parameters. Photometric mass ratios qph = 0.170 and qph = 0.256 were determined for ASAS
093818−675524 and ASAS 120036−391536 respectively.

The radial velocity curves for both stars are shown in Figure 2. Filled circles correspond to
the radial velocities of the primary component and the filled squares correspond to the radial
velocities of the secondary component. The DC routine in PHOEBE returned a spectroscopic
mass ratio qsp = 0.210 for ASAS 093818−675524 and qsp = 0.315 for ASAS 120036−391536. For
both stars, the spectroscopic mass ratio does not equal the photometric mass ratio. Although
both systems are total eclipsing systems, the fact that qph 6= qsp highlights the importance of
using spectroscopic data to determine the mass ratios of EC stars.

During the calculation of the phase values for ASAS 093818−675524, it became clear that
the given ASAS period was incorrect as the maximum radial velocities did not correspond to
phases 0.25 and 0.75. The period was adjusted to correct for this but during the analysis in
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Figure 2. Radial velocity curves for ASAS 093818−675524, left, and ASAS 120036−391536,
right.

PHOEBE, a phase shift of 0.5 had to be introduced so that the synthetic radial velocity curve
matched the observed radial velocity curve. The ASAS data for ASAS 093818−675524 suggests
that the period of the system is changing and so a period analysis will need to be performed in
order to refine the period and determine a period change rate.

3.2. Spectral Types
Table 1 lists the V magnitude, B − V colour indices, 2MASS colour indices and corresponding
spectral types for both ASAS 093818−675524 and ASAS 120036−391536. The B − V colour
indices were taken from the SIMBAD astronomical database and the 2MASS colour indices were
taken from the ASAS site. The spectral types corresponding to the B − V colour indices were
taken from Fitzgerald [15] and those corresponding to the 2MASS colour indices were taken
from Straižys and Lazauskaitė [16].

Table 1. V magnitude, B − V and 2MASS colour indices and corresponding spectral types for
ASAS 093818−675524 and ASAS 120036−391536.

ASAS V B − V J −H H −K Sp. Type Sp. Type Sp. Type
ID (B − V ) (J −H) (H −K)

093818−675524 10.26 0.73 0.30 0.08 G7V G5V G5V
120036−391536 10.45 0.80 0.41 0.07 K0V K0/1V G0V

Running the phase 0.5 spectra for both stars against the template spectra resulted in a
spectral type classification of F7V for ASAS 093818−675524 and G6V for ASAS 120036−391536.
Figure 3 shows the spectrum of ASAS 093818−675524 along with the spectrum of an F7V star.
Figure 4 shows the spectrum of ASAS 120036−391536 along with the spectrum of a G6V star.
The spectroscopically determined spectral types of both stars differs from the spectral types
determined from the photometric colour indices.
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Figure 3. Spectrum of ASAS 093818−675524, left, and the best matching spectrum, F7V, on
the right.

Figure 4. Spectrum of ASAS 120036−391536, left, and the best matching spectrum, G6V, on
the right.

4. Discussion
Spectroscopic mass ratios and spectral types for two total eclipsing EC stars, ASAS
093818−675524 and ASAS 120036−391536, have been determined from analysis of spectroscopic
data. Table 2 lists the results of the analysis. For both stars, the spectroscopically determined
mass ratios are different to the photometrically determined mass ratios. The spectral types
for both are also found to differ to the spectral types associated with the B − V and 2MASS
colour indices of the stars. The results illustrate the importance of using spectroscopic data to
determine mass ratios and spectral types.

The spectroscopic mass ratios and spectral types have been used to determine the subclass
type for both stars. For ASAS 093818− 675524, the mass ratio and spectral type are consistent
with the A-type subclass. For ASAS 120036 − 391536, the mass ratio and spectral type are
consistent with the W-type subclass.
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Table 2. Mass ratios and spectral types determined for ASAS 093818−675524 and ASAS
120036−391536.

ASAS q Sp. Type
ID

093818−675524 0.210 F7V
120036−391536 0.315 G6V
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Characterization of variable stars using the ASAS

and SuperWASP databases
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Abstract. A photographic survey of an area of the sky centred on RA (1900) 12h 40m and
Dec (1900) −32◦ 00′ made by Harvard Observatory in the 1930s identified 108 variable stars.
Many of these variables have not been studied since their identification, and therefore there
are no published light curves or accurate periods for these stars, and the data in the General
Catalogue of Variable Stars (GCVS) is based on the original survey. Sources brighter than V
= 14 mag can be found in the ASAS and SuperWASP databases, and can be used to check the
classifications and parameters of the variable stars. In particular, in the SuperWASP archive
there are over 25 000 observations for many of the sources, making it possible to determine
accurate periods, maximum and minimum magnitudes and correctly classify these objects. The
methods used to determine the parameters of these variable stars will be described, and results
presented of the stars that have been studied.

1. Introduction
High Latitude Field (HLF) 356 for epoch B1900 is centred on right ascension α1900 = 12h 40m

and declination δ1900 = −32◦ 00′. The field covers the range of RA between 12h 20m and
13h00m and Dec between −27◦ 00′ and −37◦ 00′, an area of about 80 square degrees. J2000.0
coordinates for this position are α2000 = 12h 45m 23s, δ2000 = −32◦ 32′ 49.7′′ with Galactic
coordinates l = 301.4540◦ and b = 30.307◦. This region lies way above the Galactic plane in
the Hydra/Centaurus region and contains no obvious clusters (open or globular) or any nebulae
(emission, reflection, dark or planetary).

Huruhata [1] used 116 plates of HLF 356 taken between 1935 and 1938 on two telescopes
to identify variable stars. He reported 108 new variables, and a further 18 stars with ranges
of less than half a magnitude as suspected variables. The numbers of each type of star in five
classifications are listed in Table 1. More than 50% of the 108 variables are classified as RR
Lyrae (hereafter RR) stars.

Many of the stars in Huruhata’s list of 108 stars have been given GCVS designations, all
others, including the 18 suspected variables, have entries in the catalogue of New Suspected
Variables (NSV) [2]. Many of these stars have never been studied in any detail, and some of
those that have been subjected to further analysis have been found to be classified incorrectly.
Accurate periods for most of this sample of variables have not been determined previously.

2. Data
Data for these stars have been looked for in the All Sky Automated Survey (ASAS) [3] and the
Wide Angle Search for Planets (SuperWASP, hereafter SW) [4]. Photometric observations for
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Table 1. Numbers of new variable stars reported by Huruhata [1].

RR Lyr Eclipsing Short Mira Irregular Total

59 23 6 11 9 108
0 7 10 0 1 18

the brighter stars can be found in the ASAS Catalogue of Variable Stars (ACVS), together with
an estimated period and epoch for the light curve, as well as a suggested classification. For some
of the fainter stars measurements are available in the ASAS All Stars Catalogue (AASC), but
no periods or classifications are provided for these data.

For the SW data, periods are determined but no classifications for the type of variable are
provided. The SW telescopes are fitted with filters giving a passband from 400 – 700 nm. The
spatial resolution of the data is about 30 arcsec for the smallest aperture used; stars closer than
this are blended into one light curve which can lead to the change in magnitude being diluted by
a brighter star in the aperture. Because each SW telescope consists of several separate cameras,
each with its own response, there can be small differences between data from different cameras.
The SysRem algorithm [5] has been used to identify and remove patterns of correlated noise in
the data. This produces detrended data which has been used to investigate many of the objects
discussed here.

Towards HLF 356 there are about 25 000 SW observations per object. For variables with
regular periods of hours to days, the data can be folded on the period to produce phase-
magnitude diagrams (PMD), from which it is possible to classify the star. By binning the
data at phase intervals of 0.01 there are ∼ 200 − 300 points per bin, which allows an average
curve with small uncertainties to be generated. There are at least four seasons of SW data and
mean curves can be fitted to each season. By looking at the relative phase of the maxima and/or
minima in the PMD from each season, the period of regular variables can be determined to an
accuracy of 10−6 d.

At this stage no attempt has been made to clean the detrended data although it is quite clear
that there are days when the data is so scattered that it should be discarded. The detrended SW
data were run through the programme Period04 [6] to determine if there are any periodicities
present in the data. The periods from this analysis were then used to fold the data. In most
cases the periods were reliable, but in a few instances, particularly when the source is faint,
adjustments were made by looking at the phase over different seasons.

For long period systems, such as Miras and semi-regular pulsators, the detrended data is
distorted by the SysRem algorithm and it is better to use the archived SW (which has not been
SysRem corrected) or ASAS data. Because neither the periods nor the amplitudes in these
systems are constant from one cycle to the next, the data cannot be folded to produce PMDs.
For bright sources light curves can be generated but for faint sources it is difficult to determine
the reliable data from noisy signals so they have not been studied beyond noting that they are
irregular or semi-regular pulsators.

3. Results
The detection limit of the Huruhata [1] survey is around magnitude 16. This is similar to the
limit of the SW data, but fainter than the ASAS limit which is ∼ 14 mag. Figure 1 shows an
example of an SW PMD in which the curve goes below a magnitude of 16. This is the faintest
source detected in the SW data. The photometry is not that accurate, but it is possible to
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determine a period by folding the data, and identify that this is an eclipsing contact binary
(EW in the GCVS classification scheme).

There is only one star for which there are ASAS data but no SW data. A PMD of the ASAS
data is shown in figure 2. The plot was made using 601 cleaned data points that cover a baseline
of 8.7 years. The period has been adjusted from that determined by ASAS to produce the very
sharply defined upward phase of the light curve. From the plot it is clear that this star can be
classified as RRab.

Figure 1. A W UMa-type variable (EW)
that was classified as RR in [1].

Figure 2. The only star in the sample
for which there are ASAS data but no SW
data.

For 31 of the 108 variables and 12 of the 18 suspected variable stars there are no data in either
ASAS or SW. Their distribution in terms of classification are listed in Table 2. Independent
searches have identified one RR and two Irregulars from this list.

Table 2. Numbers of variables for which there is no data in ASAS or SW.

RR Lyr Eclipsing Short Mira Irregular Total

23/59 2/23 2/6 1/11 3/9 31/108
0 6/7 5/10 0 1/1 12/18

A few targets had stars that show no obvious variability. In these instances, stars close to the
target were looked for in SW to see if any of them showed variability. Figure 3 shows a 10′× 10′

field of a POSS2/UKSTU Red image retrieved from the Digitized Sky Survey around one of the
target stars. According to Huruhata [1] the target RR star varies between 14.4 – 15.2 mag. As
indicated on the chart, only a non-varying pair of stars is at the specified position. Huruhata [1]
makes no mention of this star being a binary (as noted for other stars). Nearby stars for which
there are SW data are circled in blue and their SW magnitudes indicated. Stars that are not
recognised by SW are indicated by red circles.

The 70 systems for which positive identifications have been made and periods determined
include 35 RR, 21 eclipsing and 5 Miras. Light curves of stars showing variability but for which
Period04 could not identify any reasonable periods have been classified as Irregulars. Two of
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these are known dwarf novae and one of them appears to be a long period W Vir-type star. The
GCVS classification of this star is CWA. For long period variables and semi-regular pulsators
(Irregulars) the ASAS data often provide a better light curve than the SW data. An example
of the ASAS light curve of one of the Miras in this sample is shown in figure 4.

15.2

13.9

14.6

14.5

13.2

13.5

15.2

15.3

13.9

13.9
13.9

Figure 3. A 10′ × 10′ field around a
target star. The numbers indicate the SW
magnitude of stars showing no variability.

Figure 4. The light curve of a Mira made
using ASAS data. The amplitude of the
peaks vary from one cycle to the next, and
the period is not constant.

Figure 5. The PMD of an RRab type
showing a rapid rise and slow decline with
a hump at phase 0.7 and a bump at phase
0.9.

Figure 6. The light curves of RRc types
are nearly sinusoidal. There is a bump in
the light curve just before maximum.

Of the 35 RRs identified, 29 are type RRab and 6 are RRc types. The light curves of RRab
types have an asymmetrical shape with a rapid rise and a slow decline. Features such as humps
(at φ ∼ 0.7) and bumps (at φ ∼ 0.95) can be seen in the PMD for many of the RRab systems
(see figure 5), and several RRc types also show bumps just before the maximum, as shown in
figure 6. The nearly sinusoidal shape of the light curve together with its period identifies this
as RRc.

The eclipsing binaries are made up of 7 detached (EA), 1 semi-detached (EB) and 13 contact
(EW) systems. One of the EW stars was not part of Huruhata’s original list, but it lies within
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the field studied and, with a magnitude of 9.6, should have been detected.
In figure 7 the light curve of a detached eclipsing binary system is shown. The SysRem data

were used to generate the PMD shown on the left, and ASAS data for that on the right. From
the plot on the left, the magnitude of the system appears to be varying from one season to the
next. The period of the system is close to 1 day and therefore less than half the cycle can be
observed during the course of a night. Because the phase changes slowly during the course of a
season, only a part of a cycle can be observed. For example, in one season only the secondary
eclipse was visible but in other seasons part of the primary eclipse was observed. The SysRem
algorithm tries to correct the light curve for changes from night to night and season to season
using a mean value of the curve. Because the mean changes with the season, the corrections
have shifted the curves so that they do not match up.

Figure 7. PMDs made from SW (left) and ASAS (right) data for an EA system with a period
P ∼ 1 day. The SysRem algorithm has affected the SW data.

The light curve amplitude of contact binaries is a maximum when the orbital inclination is
edge-on (i = 90◦), with a typical value of ∆V = 0.8. The shape of the light curve changes with
inclination, becoming more sinusoidal as the inclination decreases. Most of the EW systems
in this sample have ∆V in the range 0.8 − 0.3 mag. A light curve with a small ∆V but a
characteristic EW shape suggests a system with a third body whose light is not part of the
variable system. An example of a system whose variations are anomalously small is shown in
the left-hand panel of figure 8. The light curve has been folded on a period of 0.362716 d to
produce the PMD shown in the diagram. This is clearly an EW system but for a star with
a magnitude of 12, the variations go from a maximum of 12.22 to a minimum of 12.32, i.e.
∆V ∼ 0.1. According to the NSV catalogue the star labelled NSV on the finder chart is the
variable. A Fourier analysis of the SW data for the NSV star does indicate a periodicity of
0.362716 but the amplitude is less than 0.1 mag. The folded SW data for the star labelled
2MASS has a larger amplitude than NSV, but the variations are small and not sinusoidal,
suggesting contamination from a third star rather than an inclined system.

To investigate which star is varying, observations were made through a V-band filter with
an SBIG ST9E CCD camera attached to the 35 cm Schmidt-Cassegrain telescope in the Unisa
Observatory. The system has a field of view of about 9′ × 9′ which is slightly smaller than the
finder chart shown in figure 8. Differential photometry was done on several of the stars, in
particular on those marked NSV, 2MASS and the one labelled with the red arrow. From the
Unisa Observatory observations it can be shown that the variable is the star labelled with the
red arrow, which is fainter than the other two stars. It is not possible with the SW system to
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Figure 8. The amplitude of the EW variations are too small for a 12th magnitude star. The
coordinates given in the NSV catalogue for this variable are incorrect. The variable is indicated
by the red arrow on the finder chart.

resolve the 2MASS and variable star spatially, but it appears that some of the flux from the
variable is even creeping into the NSV star observations, producing the small variation that was
detected.

Several other stars in the sample display similar properties to this, i.e. the amplitudes of the
variations are too small relative to the magnitude of the star, suggesting that the variable is a
faint star in the aperture being swamped by light from a bright star. Further observations will
need to be done on these systems to identify the variable stars and determine their apparent
magnitudes.

4. Conclusion
Using data from the ASAS and SW projects the light curves of 108 variable stars and 18
suspected variables in HLF 356 have been investigated. For 70 systems data are available in
ASAS and/or SW, making it possible to determine the period and classification of RR, eclipsing
and Mira variables. Data for several irregular variables have also been retrieved, but this data
have not been processed yet.
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Abstract. This article summarises the current progress of a project to characterise the internal
rotation characteristics of hot, young stars using pulsating members of this group. So far,
multi-colour photometry has been collected for 11 stars using the 0.5 − m telescope at the
Sutherland station of the SAAO on 81 nights during 2013 and 2014. For 6 of these stars,
sufficient photometry has been collected to potentially allow the identification of the star’s
pulsation frequencies and to find the quantum numbers (n, l and m) of the associated pulsation
modes. A preliminary frequency analysis was performed on the photometry of one of the stars,
HD 81589, which yielded 4 frequencies that are probably due to pulsations of the star. In
order to simplify and expedite the reduction and analysis of photometry, a database system was
developed along with a set of data reduction and analysis tools that communicate directly with
the database. This article reports the results of an initial period analysis of data reduced with
these newly developed tools.

1. Introduction
All stars rotate - some quite rapidly, others quite slowly - which causes a breakdown in the
spherical symmetry of stars, which (in turn) complicates and reduces the accuracy of stellar
models, seeing as most stellar models in use today rely on the assumption of spherical symmetry
to simplify the analysis to a manageable level. Stellar rotation also gives rise to various fluid
dynamical phenomena, which result in large uncertainties in the rates of stellar evolution
and physical stellar parameters in general. Treating rotation consistently in stellar models
is unfortunately very difficult and has (until recently) been mostly neglected in studies of the
structure and evolution of stars. Good accounts of the scientific problem appear in [1] and in
[2].

An intensive observational study of the internal rotation dynamics of stars can therefore
provide a wealth of information to support further theoretical work. Asteroseismology is a
unique tool for probing stellar interiors - in this context to determine the internal rotation
dynamics of stars using the pulsations that are excited deep within the stellar interior. The
Beta Cephei class of pulsating stars are ideal for such a study, since they typically exhibit
multiple non-spherical pulsation modes and fairly rapid rotation (typically 100 − 300 km/s).
The rapid rotation makes the frequency spacing between rotationally split pulsation modes
sufficiently large to be distinguished in photometry collected over approximately 1 year [3].
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Table 1. Stars selected for this study.

Name RA (J2000.0) Dec (J2000.0) Spect. Type Vmag No. freq[5]

HD 37115 05:35:54 -05:37:42 B7Ve 7.07 2
HD 47416 06:38:51 +07:58:18 B5V 7.80 2
HD 81589 09:24:43 -53:00:43 A3/4 8.90 2
HD 298682 09:49:37 -51:52:21 B0.5 II 9.06 2
HD 303142 10:40:00 -57:32:59 B0 (V) 9.73 2
HD 133823 15:09:55 -65:30:23 B2 IV 9.62 4
CPD -53 6701 15:48:40 -54:14:38 B D 10.37 2
HD 326305 16:52:56 -41:35:08 B0 V 9.97 3
HD 324369 17:48:08 -42:17:12 B1 II 10.00 3
HD 314893 18:01:18 -23:56:43 B3 9.88 3
CPD -31 6271 20:28:20 -31:27:06 B2 10.30 2

Even one strong detection of differential rotation rates would add great value to current
theoretical efforts to model internal rotation, as the sample of observationally-detected rotation
rates in B stars is very sparse. As there are eleven stars in our sample, we anticipate a strong
likelihood of providing very significant results for this purpose. It will be of particular interest to
compare pulsationally-determined rotational splitting with the predictions of different theoretical
studies, using the spectroscopically-determined photospheric rotation velocities (via spectral line
broadening).

Section 2 lists the candidates selected for this study as well as the criteria by which they were
selected. Section 3 gives a summary of the observations made to date. Section 4 describes the
software systems employed in managing, reducing and analysing the data. Section 5 gives the
preliminary results for one of the candidate stars. Section 6 describes the work that needs to be
completed during the remainder of this project.

2. Candidates
Over 100 new Beta Cephei pulsating stars have been identified from the All-Sky Automated
Survey data - they are listed in [4] and in [5]. Several dozen of these show multiple pulsation
modes, which makes them excellent candidates for this study, since the probability of finding two
(or more) rotationally split modes is higher for these stars. Since pulsation modes of different
order (quantum number n) originate from different depths of the radiative envelope of these
stars, finding two rotationally split pulsation modes of different order in one of the candidates
enables the determination of the rotation rate at two depths within the star (and similarly for
stars with more than two rotationally split modes of different order).

The accessibility through the year of the stars at Sutherland and the apparent magnitude
of the stars were also considered. Most of the stars listed by Pigulski & Pojmanski have right
ascensions between 7 and 20 hours, making the winter months in Sutherland ideal for observing
them.

Eleven stars were selected from the lists of Pigulski & Pojmanski - their details are given in
table 1. A magnitude cut-off of V = 10.5mag was used, since such bright stars are still easily
observed with the 0.5 − m telescope (in terms of centering the star in the photometric aperture
and the required integration times in order to obtain a sufficient signal-to-noise ratio) and there
are many stars in the lists of Pigulski & Pojmanski that satisfy this criterion.
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Table 2. Summary of observations done to date.

Name No. Obsns Hours observed First JD Last JD Last-First JD

HD 37115 1243 17.32 2456527 2456621 93.771
HD 47416 202 2.80 2456579 2456621 41.906
HD 81589 2299 47.96 2456407 2456753 346.195
HD 298682 1192 24.14 2456407 2456783 376.101
HD 303142 285 10.40 2456407 2456832 425.020
HD 133823 819 31.23 2456407 2456780 373.004
CPD -53 6701 565 29.49 2456407 2456831 424.053
HD 326305 377 11.38 2456407 2456778 371.186
HD 324369 335 11.09 2456407 2456579 171.662
HD 314893 337 14.81 2456454 2456832 378.003
CPD -31 6271 625 28.43 2456499 2456831 332.158

3. Summary of Observations
The stars listed in section 2 have been observed on 81 nights, resulting in 283 hours of
photometry, some of which may be unusable due to environmental conditions (specifically
atmospheric transparency variations). A summary of the observations is given in table 2.

Approximately 1000 data points are required in each filter in order to get a sufficient signal-
to-noise ratio in the frequency domain and so determine the pulsation frequencies of the star.
Furthermore, the time between the first and last observation must be on the order of 1 year in
order to get sufficient resolution in the frequency domain. So far there are 3 stars that match
these criteria: HD 81589, HD 298682 and HD 133823.

In addition to the photometry collected to date, one spectrum has been recorded for each
of HD 81589 and HD 298682 using the Cassegrain spectrograph on the 1.9 − m telescope in
Sutherland. Spectra for the remaining stars will be collected during an observing run scheduled
on the 1.9 − m telescope during quarter 3 of 2014. All the candidates that are accessible by
the Southern African Large Telescope during the current semester have also been added to the
queue to be observed with SALT using the Robert Stobie Spectrograph.

4. Database System and Associated Software Tools
Software tools were developed to upload the data to the database from the text-based file format
produced by the photometer control software on the 0.5−m telescope, to calculate the geocentric
and heliocentric Julian days of the observations, to calculate and apply the dark current and
dead time corrections, to perform the sky background subtraction and finally to calculate the
corrections to the colour equations (most notably the coefficients of air-mass dependent terms)
from the standard star measurements on a particular night and apply them to the data in order
to obtain a standardised magnitude for each datum.

Naturally, these new software tools had to be vetted by comparing the results to the results
given by established data reduction software or tabulated data. The entire vetting procedure
was quite lengthy and meticulous and so falls beyond the scope of this document, figure 1 shows
the differences between the results produced by the new software tools developed as part of
this project with those of the XReduce software package that is currently used at the SAAO to
reduce photometry.

Figure 1 shows a comparison of the new software developed as part of this project with the
standard reduction software in use at the SAAO. The fact that all the corresponding points in
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Figure 1. Comparison between the standardised magnitudes produced by the new software
developed as part of this project (“PvH”) with those produced by the current standard
photometry reduction software in use at the SAAO (“SAAO”). All the standard star
measurements on two nights (JD 2456408 and JD 245669, two nights of acceptable photometric
quality) are combined in these plots. The x-axis shows the fractional HJD (with the integral JDs
2456408 and 2456699, respectively, removed) and the y-axis shows the calibrated magnitudes in
the Johnson-Cousins filters used during this study. The error bars show the difference between
the standardised magnitudes produced by the two software programmes and the true magnitudes
of the standard stars - the difference is typically under 10mmag and so is multiplied by a factor
of 10 in these plots for display purposes.

the two sets are virtually coincident indicates that the calibrated (or standardised) magnitudes
produced using the new software agree well with those produced using the existing software. The
error bars, which indicate an exaggeration of the magnitude difference between the calibrated
magnitudes of the observed standard stars and their true magnitudes, further indicate that
although there are a small number of cases in both system where this difference is large, neither
system is clearly more accurate than the other. Figure 1 therefore indicates that the new
reduction system is at least as accurate as the existing one.

5. Preliminary Results
The Johnson U filter photometry of HD 81589 was put through the data reduction system, in the
process removing any erroneous data that could be attributed to poor photometric conditions.
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Table 3. Frequencies identified in the HD 81589 U filter photometry. Frequency number 1
(marked with an asterisk) is probably a result of atmospheric variations. The specified phases
are relative to the epoch JD 2450000.

No. Frequency Amplitude Phase
(cycles/day) (mag) (rad)

1* 0.387 0.0377 ± 0.001 2.573 ± 0.026
2 3.060 0.0208 ± 0.001 6.216 ± 0.055
3 8.34 0.0140 ± 0.001 5.461 ± 0.078
4 6.7 0.0147 ± 0.001 4.577 ± 0.076
5 5.15 0.0130 ± 0.001 4.623 ± 0.094
6 14.47 0.0083 ± 0.001 1.025 ± 0.127

In total, 1347 data collected over 19 nights were found to be viable, which were used in a
frequency analysis process using the Lomb-Scargle algorithm.

Figure 2 shows the power spectrum produced from the photometry and table 3 lists the
frequencies identified from it. Please note that this is simply a preliminary analysis. Note
also that the lower frequency variations present in the power spectrum (most notably the peak
at 0.387 cycles per day) are probably due to atmospheric transparency variations and do not
represent pulsations within the star.
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Figure 2. Power spectrum of the Johnson U filter photometry of HD 81589 with the identified
frequencies indicated. Once the low-frequency signals are removed from the data, these peaks
become prominent in the periodogram.

It is clear from figure 2 that sufficient data have been collected for this star - the focus of the
observing campagin may now be shifted to the other candidates while a comprehensive frequency
analysis can be done on the HD 81589 photometry in all available photometric filters. This is
likely to be the case for HD 298682 and HD 133823 as well.
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6. Future Work
The photometric component of the observing campaign for the candidates listed in table 2 is
ongoing and is likely to continue until the 0.5−m facility in Sutherland is closed down. At this
time the observational burden will be shifted to one of the other manned (“small”) telescopes in
Sutherland (e.g. the 1.0 − m) or to the Alan Cousins Telescope, which is expected to be ready
for regular automated operation within the next few months. Spectroscopic observations of the
candidates will (as mentioned in section 3) be continuing on the 1.9 − m telescope using the
Cassegrain spectrograph and on SALT using RSS for the remainder of 2014.

The data reduction and analysis efforts are continuing and, as indicated in section 5, are
likely to produce several positively identified pulsation frequencies for a number of stars in the
near future.

Once the pulsation frequencies of a star are identified, the quantum numbers (n, l, m)
corresponding to the pulsation frequencies are found by comparing the frequencies and relative
amplitudes in a number of photometric filters to those predicted by stellar pulsation models for
a model star similar in spectral type to the target star. This can be achieved by, for example,
the FAMIAS software package (see [6]), provided that the effective temperature and metallicity
parameters are fairly well-known. Pulsation modes with the same n and l, but different m are
degenerate in the absence of rotation, but in the case of a rotating star can be distinguished from
one another provided that there is sufficient resolution in the frequency domain. The frequency
spacing between modes with the same n and l can then be used to calculate the rotation rate
at the level within the star where the pulsations originate.
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[5] Pigulski A and Pojmański G 2010 Private communication
[6] Zima W 2008 Communications in Asteroseismology 157 387

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 376



Spectral modelling of a H.E.S.S.-detected pulsar

wind nebula

Carlo van Rensburg1, Paulus Krüger1 and Christo Venter1

1Centre for Space Research, North-West University, Potchefstroom Campus, Private Bag
X6001, Potchefstroom, 2520

E-mail: 21106266@nwu.ac.za

Abstract. In the last decade ground-based Imaging Atmospheric Cherenkov Telescopes have
discovered roughly 30 pulsar wind nebulae at energies above 100 GeV. We present first results
from a leptonic emission code that models the spectral energy density of a pulsar wind nebula by
solving the Fokker-Planck transport equation and calculating inverse Compton and synchrotron
emissivities. Although models such as these have been developed before, most of them model the
geometry of a pulsar wind nebula as that of a single sphere. We have created a time-dependent,
multi-zone model to investigate changes in the particle spectrum as the particles diffuse through
the pulsar wind nebula, as well as predict the radiation spectrum at different positions in the
nebula. We calibrate our new model against a more basic previous model and fit the observed
spectrum of G0.9+0.1, incorporating data from the High Energy Stereoscopic System as well
as radio and X-ray experiments.

1. Introduction
In the last decade ground-based Imaging Atmospheric Cherenkov Telescopes (IACTs) have
discovered almost 150 very-high-energy (VHE; E > 100 GeV) γ-ray sources. Roughly 30 of
these are confirmed pulsar wind nebulae (PWNe), while other source classes include supernova
remnants, active galactic nuclei, or unidentified sources 1. A subset of the unidentified sources
may eventually turn out to be PWNe. H.E.S.S. is currently the world’s largest IACT and is
located near the Gamsberg mountain in Namibia. H.E.S.S. consists of five telescopes which were
built in two phases. In December 2003 Phase I consisting of four 12-m telescopes was completed.
The fifth 28-m H.E.S.S. II telescope has been operational since July 2012, making H.E.S.S. the
largest and most sensitive ground-based γ-ray telescope in the world.

A PWN is a bubble of shocked relativistic particles, produced when a pulsar’s relativistic
wind interacts with its environment [1]. The conversion of a fast-moving particle wind into
electromagnetic radiation happens by two main processes. The leptons in the particle wind
interact with the magnetic field of the nebula and this causes synchrotron radiation (SR) up
to several keV. The second process is when the high-energy leptons interact with low-energy
photons through inverse Compton scattering (IC), boosting the photon energies up to E > 100
GeV. Due to these two effects the radio, X-ray, and VHE γ-ray emissions are tightly linked, as
all three emerge from the same lepton population. The following are typical characteristics of a
PWN [7]:

1 tevcat.uchicago.edu
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(i) A filled-centre morphology which is brightest at the centre and dimming in all directions
towards the edges;

(ii) A flat radio photon spectrum with an index between 0 and -0.3;

(iii) A well organised internal magnetic field structure;

(iv) A high level of linear polarisation at high radio frequencies;

(v) Evidence of particle re-acceleration;

(vi) Evidence of synchrotron cooling which means that the size of the PWN decreases with
increasing energy.

There are many unanswered questions in PWN physics. Surprisingly, it was noted [3] that
the measured γ-ray luminosity (1-10 TeV) of the PWNe does not correlate with the spin-down
energy of their embedded pulsars. On the other hand, it was also found [4] that the X-ray
luminosity is correlated with the pulsar spin-down energy. Furthermore, it is currently unknown
whether there is any correlation between the TeV surface brightness of the PWNe and the spin-
down energy of their pulsars. Due to this reason it is necessary to create a spatially dependent
model to calculate the spectral energy density (SED) from the PWN. The spatial dependence
will yield the flux as a function of the radius. We calibrate our model against a more basic
previous model and fit the spectrum of a known PWN. We describe our model in Section 2,
and its calibration and spectral fitting to G0.9+0.1 in Section 3. We discuss our conclusions in
Section 4.

2. PWN Model
2.1. Transport equation and injection spectrum
We model the transport of charged particles in a PWN by solving a Fokker-Planck-type equation
similar to the Parker equation [5]. This equation includes diffusion, convection, energy losses,
as well as a particle source. If we neglect spatial convection, we are left with [6]

∂Ne

∂t
= Q− ∂

∂Ee
(ĖeNe) +∇ · (~κ · ∇Ne), (1)

with Q the particle injection spectrum, Ne the particle spectrum, Ėe the particle energy loss
rate, and ~κ the diffusion tensor. We used a broken power law for the particle injection spectrum
following [2],

Q(Ee, t) =

Q0(t)
(
Ee
Eb

)α1

Ee < Eb

Q0(t)
(
Ee
Eb

)α2

Ee ≥ Eb.
(2)

Here Q0 is the normalisation constant, Eb the break energy, Ee the lepton energy and α1 and
α2 the spectral indices. To obtain Q0 we use a spin-down luminosity L(t) = L0/ (1 + t/τ0)

2 of
the pulsar [8], with τ0 the initial spin-down time scale of the pulsar, and L0 the initial spin-down
luminosity. We normalise Q as follows:

εL =

∫ Emax

Emin

QEedEe, (3)

with ε the conversion efficiency of the spin-down luminosity to particle power.
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2.2. Radiative energy losses in the PWN
Particle energy is dissipated from the system due to radiation. We incorporated SR and IC
scattering, similar to calculations done by [6] in their globular cluster model. SR losses are
given by [9] (

dEe

dt

)
SR

= −σTc
6π

E2
eB

2

(mec2)2
, (4)

with σT the Thompson cross section and B the PWN magnetic field. The IC scattering energy
loss rate is given by(

dEe

dt

)
IC

= −gIC
E2

e

3∑
p=1

∫ ∫
nε,p(r, ε, Tp)

Eγ
ε
ζ̂(Ee, Eγ , ε)dεdEγ , (5)

with gIC = 2πe4c, ε the soft photon energy, nε,p the blackbody photon number density,
Tp the photon temperature of component p, Eγ the TeV up-scattered photon energy, and

ζ(Ee, Eγ , ε) = ζ0ζ̂(Ee, Eγ , ε) the collision rate with ζ0 = 2πe4E0c/εE
2
e , and ζ̂ given by

ζ̂(Ee, Eγ , ε) =



0 if Eγ ≤
εE2

0
4E2

e
,

Eγ
ε −

E2
0

4E2
e

if
εE2

0
4E2

e
≤ Eγ ≤ ε,

f(q, g0) if ε ≤ Eγ ≤ 4εE2
e

E2
0+4εEe

,

0 if Eγ ≥ 4εE2
e

E2
0+4εEe

.

(6)

Here, E0 = mec
2, f(q, g0) = 2qlnq + (1 − q)(1 + (2 + g0)q), q = E2

0Eγ/(4εEe(Ee − Eγ)), and

g0(ε, Eγ) = 2εEγ/E
2
0 . The two radiation loss rates can be added to find Ėe used in (1).

2.3. Calculation of the particle spectrum
If we use spherical coordinates and assume spherical symmetry, i.e. ∂

∂θ = 0 and ∂
∂φ = 0, the only

change in particle (lepton) spectrum will be in the radial direction, so ∇2 = 1
r2

(
∂
∂r

(
r2 ∂N∂r

))
.

For the diffusion scalar coefficient κ we consider Bohm diffusion

κ = κB
Ee

B
, (7)

with κB = c/3e, and c and e denote the speed of light and the elementary charge. We can now
discretise (1):

(1− z + β)Ni,j+1,k = (1 + z − β)Ni,j−1,k + (β + γ)Ni,j,k+1 + (β − γ)Ni,j,k−1+

2

δE2 + δE1

(
raĖi+1,j,kNi+1,j,k −

1

ra
Ėi−1,j,kNi−1,j,k

)
+Qi,j,kdt,

(8)

with i the time index, j the energy index, k the radial index, β = 2κdt/4r2, γ = 2κdt/(r4r)
with 4r the size in the spatial bins. Also ra = 4Ei+1/4Ei with

z =

(
1

4Ei+1 −4Ei

)(
1

ra
− ra

)
Ėi,j,k. (9)

We initially approached the discretisation process by using a simple Euler method. It soon
became clear that this method was not stable. We then decided to use a DuFort-Frankel scheme
to solve (1). In solving this equation, we calculate the electron spectrum of the PWN due to
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the injected particles from the embedded pulsar, taking into account their diffusion through the
PWN and the IC and SR energy losses. We use the following parametrised form for B(t) [2]

B(t) =
B0

1 +
(
t
τ0

)αB , (10)

with B0 the birth magnetic field, t the age of the PWN, and αB the magnetic field parameter.
We can calculate L0 and B0 by using the present-day luminosity and the present-day magnetic

field together with the age of the PWN. We limit the particle energy using Emax = e
2

√
L(t)σ
c(1+σ) [2],

with σ the ratio of electromagnetic to particle luminosity. Particles with Ee > Emax are assumed
to escape.

To solve (8) numerically, our multi-zone model divides the PWN into shells. The particles
are injected into zone one close to the centre and are allowed to diffuse through the different
zones. We assumed as initial condition, that all zones were devoid of any particles. We used a
reflective boundary condition at the inner boundary of the PWN, and on the outer rim we set
Ne equal to zero to allow the electrons to escape from the PWN.

2.4. Calculation of radiation spectrum
The time-dependent photon spectrum of each zone can now be calculated, given the electron
spectrum solved for each zone. For IC we have [6](

dNγ

dEγ

)
IC

=
gIC
A

3∑
p=1

∫ ∫
nε,p(r, ε, Tp)

Ne

εE2
e

ζ̂(Ee, Eγ , ε)dεdEe, (11)

where A = 4πd2, d the distance to the source, and Ne is the number of electrons per energy in a
spherical shell around r. We consider three components of target photons, cosmic background
radiation (CMB) with T1 = 2.76 K and u1 = 0.23 eV/cm3, Galactic background infra-red
photons with T2 = 35 K and u2 = 0.5 eV/cm3, and starlight with T3 = 4 500 K and u3 = 50
eV/cm3. For SR we have(

dNγ

dEγ

)
SR

=
1

A

1

hEγ

√
3e3B(r)

E0

∫ ∫ π/2

0
Ne(Ee, r)κ̃

(
ν

νcr(Ee, θ, r)

)
sin2 θdθdEe, (12)

Table 1. Values of model parameters.

Model Parameter Symbol Value

Braking index n 3
B-field parameter αB 0.5
Present day B-field B(T ) 40.0 µG
Conversion efficiency ε 0.6
Age T 1900 yr
Initial period of the pulsar P0 43 ms
Current period of the pulsar P 52 ms

Pulsar spin-down rate Ṗ 1.5557× 10−13

Distance d 8.5 kpc
Q index 1 α1 -1.0
Q index 2 α2 -2.6
Maximum energy parameter σ 0.2

Soft photon component 1 T1 and u1 2.76 K, 0.23 eV/cm
3

Soft photon component 2 T2 and u2 35 K, 0.5 eV/cm
3

Soft photon component 3 T3 and u3 4500 K, 50 eV/cm
3
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Figure 1. Calibration of our model against the model of [2]. The radio data are from [11], the
X-ray data are from [12], and the γ-ray data are from [13].

with νcr the critical frequency (with pitch angle θ)

νcr(Ee, θ, r) =
3ec

4πE3
0

E2
eB(r) sin θ (13)

and κ̃ given by

κ̃(x) = x

∫ ∞
x

K5/3(y)dy, (14)

where K5/3 a modified Bessel function of the second kind of order 5/3.

2.5. Calculation of the line of sight flux
In order to do the line of sight (LOS) integration of the flux from the PWN we need to use
the flux per unit volume calculated in the previous section and multiply it with the volume in
a particular LOS as viewed from Earth. Since our model is spherically symmetric and since
the source is very far from Earth, we used cylinders intersecting the spherical zones. We chose
the cylinders and the spheres to have the same radii. We then used the intersection volume
to calculate the flux in a particular LOS. We will present the radial dependence of the flux
elsewhere.

3. Model calibration and spectral modelling of G0.9+0.1
To calibrate our model we compared our results to those of [2] as shown in figure 1. Pulsar
J1747−2809 has now been discovered in PWN G0.9+0.1 [10] with P = 52 ms and Ṗ =
1.5557 × 10−13. We used these values to calculate τ0 = P0/2Ṗ0 assuming P0 = 43 ms and
no decay of the pulsar B-field. In the figure, the radio data are from [11], the X-ray data are
from [12], and the γ-ray data are from [13]. We list our model parameters in table 1.
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4. Conclusions
We created a time-dependent, multi-zone SED model to model the radiation spectrum observed
from PWNe. We calibrated this model using a previous model. We then fitted the data of
G0.9+0.1. The new model does not exactly reproduce [2], but the results are quite close. The
new SR component is lower due to the fact that the old model did not consider IC losses while
performing the particle-transport. We will next perform a population study to probe a potential
relationship between the TeV surface brightness and the spin-down luminosity of the embedded
pulsar. We also intend to investigate the spatial dependence of the different fluxes.
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Abstract. The multi-wavelength South African observatories are ideally located to
complement the very high energy (VHE) observations undertaken with the H.E.S.S. telescope
located in Namibia. We are undertaking a long–term multi-wavelength campaign and a
literature search to identify potential Very High Energy extra-galactic sources which may
be observable with Imaging Air Cherenkov Telescopes such as the H.E.S.S. telescope. The
early stages of this project have focussed on identifying candidate sources and undertaking
optical photometric observations with the UFS/Boyden 1.5-m and Watcher telescopes located
at the Boyden observatory, and optical spectroscopy observations with the South African Large
Telescope (SALT) and the SAAO 1.9-m telescope located at the South African Astronomical
Observatory (SAAO). We present an overview of the proposed observational programme, the
different possibilities available for multi-wavelength observations and initial results from this
project.

1. Introduction
Astronomy is currently in a special position as we are able to observe the universe from radio
up to γ-ray energies. More and more, multi-wavelength astronomy is required to understand
the physical processes occurring in a multitude of sources. This extends from, for example,
γ-ray pulsars which show both radio and γ-ray pulsations [1], γ-ray binary systems which show
varying multi-wavelength behaviour [2], Active Galactic Nuclei (AGN) which show variations
over the entire spectrum of energies, including rapid < 1 day flaring in γ-rays (for example 3C
454.3 [3]) to γ-ray bursts (GRBs) and their afterglows spanning from GeV energies to radio [4].
All these examples point towards the importance of multi-wavelength support to complement
the γ-ray observations at both GeV and TeV energies.

South Africa is in a good position to contribute towards multi-wavelength support of these
observations. Given our similar geographical location to the H.E.S.S. γ-ray telescope in Namibia
and the possibility that the southern station of the Cherenkov Telescope Array (CTA) may
be placed in Namibia (currently the two candidate sites are Aar, Namibia and the European
Southern Observatory, Chile), we would argue that South Africa should become more involved
with the High Energy (HE) and Very High Energy (VHE; E > 100 GeV) sources and continue
to contribute to multi-wavelength follow-ups and observations of HE/VHE sources.
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Here we present a short overview of the proposed observational programmes we are
undertaking. These have, thus far, focussed on optical spectroscopic observations of unclassified
sources within the Second Fermi-LAT AGN Catalogue (2LAC) [5], as well as optical photometric
monitoring of candidate blazar sources as part of multi-wavelength campaigns. It is intended that
this will expand to include radio observations of these sources. Since this proceedings will focus
mainly on AGN, below we briefly present an overview of AGN and our search strategy, before
reviewing the available optical and radio observatories within South Africa. We conclude with a
discussion of preliminary observations undertaken thus far, as well as some related observations
of known VHE sources.

2. Active Galactic Nuclei
AGN represent some of the most energetic sources in the sky. They are power by accretion of
material onto a supermassive black hole in the centre of the galaxy and often produce relativistic
jets. The observed properties of AGN depend on the angle between our line of sight and the
direction of flow of these jets. In sources where the direction of flow lies close to our line of
sight the Doppler boosted non-thermal emission being produced in the jet can dominate over
the thermal emission from the galaxy. Such sources are collectively known as blazars [6].

The non-thermal emission of blazars extends from radio to γ-rays and the Spectral Energy
Distributions (SEDs) of these sources exhibit two different components: a low energy component
extending from radio to UV/X-ray; and a high energy component extending from UV/X-ray to γ-
rays. While the low energy component is produced through (leptonic) synchrotron emission, the
high energy component could be produce through either leptonic or hadronic processes. In the
leptonic scenario the high energy component is produced through inverse Compton scattering,
either of external photons originating from, for example, the accretion disc or the broad line
region, while in the hadronic scenario the emission could be produced through, for example,
proton synchrotron or π0 decay (see e.g. [7] and references therein).

Blazars are sub-divided based based on the frequency, νpk, at which the peak in the
lower energy component of the SED occurs. These sources are classified as Low Synchrotron
Peaked (LSP), Intermediate Synchrotron Peaked (ISP) and High Synchrotron Peaked (HSP) if
νpk ≤ 1014 Hz, 1014 Hz < νpk ≤ 1015 Hz and νpk > 1015 Hz, respectively. It can, to a first
approximation, be assumed that HSP blazars are better candidates for VHE emission sources
since, if both component are produced through leptonic processes, the high energy component
should also peak towards higher energies. See for example [8], and references therein, for a
discussion. Therefore, in our search for VHE sources we are establishing the multi-wavelength
SED of these sources to determine whether there is an indication that the sources should have
emission extending to VHE γ-rays.

The degree to which the Extragalactic Background Light (EBL) will attenuate any VHE
emission must also be considered when searching for extra-galactic VHE candidates. VHE γ-
rays emitted from AGN can interact with the EBL resulting in electron-positron pair production
[9, 10]. This should introduce a redshift dependence on the opacity of AGN at VHE, and places
a limited on the observability of blazars at VHE.

3. Search strategy
In order to identify new VHE candidate AGN, it is necessary to establish the SED of these
sources, to classify them as LSP, ISP or HSP and to establish their redshift, as VHE γ-rays will
be attenuated for high redshift sources. For the initial phase of this project we are focussing on
multi-wavelength observations of a selection of unclassified extra-galactic HE sources identified
in the Fermi-LAT catalogue in order to establish whether they present good candidates for
VHE observations. Various factors were included in the selection of these candidate sources (as
discussed in section 5.1).
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In order to establish the SEDs a broad wavelength coverage from radio to γ-ray observations
is required. While X-ray and γ-ray observations are available from archival data (e.g. Fermi),
South African observatories can help to confirm/establish the radio and optical flux. Such
observations, combined with initial modelling, can indicate sources which present good potential
for VHE emission at a detectable flux. In addition we are undertaking optical spectroscopy to
establish the redshifts of these targets as most detectable VHE sources lie at low redshifts, which
therefore places a constraint on the observability of these sources at VHE.

In addition, photometric observations are being undertaken of the best candidate sources
to search for short (∼ 1 day) and long (> 1 day) term variability. The detection of such
variability will help to confirm the counter parts association with the γ-ray sources, particularly if
optical/γ-ray correlation can be detected between the long-term photometric observations being
undertaken with Watcher and data available with Fermi-LAT. Three of the candidate sources
appear to exhibit γ-ray variability in Fermi-LAT observations since they have a variability test
statistic TSvar & 41.6. Here, TSvar is a test statistic established in [5] and TSvar > 41.6 indicates
a 99% probability of variability over the 2 year period of the catalogue.

4. Optical and radio telescopes within South Africa
There are a number of telescopes available in South Africa and more detailed presentations are
presented elsewhere at this meeting. Some of these telescopes have already been involved in
multi-wavelength/TeV studies [11]. Here we only very briefly review the telescopes that we have
used or are planning to use.

4.1. Optical telescopes
4.1.1. Boyden observatory. The Boyden observatory is located approximately 25 km North-
East of Bloemfontein, South Africa. The main science telescope at the Boyden observatory
is the 1.5-m Boyden reflector. The telescope is in a Cassegrain configuration with photometry
capabilities. The system is equipped with standard U, B, V, R, I filters and an Apogee U55 Back-
illuminated CCD camera. The second science telescope on-site is the 40-cm Watcher Robotic
Telescope [12]. This telescope is operated remotely and has the main science aim of observing
GRB afterglows. However, non-alert time can be used for on-going monitoring of other systems
and ,for example, [13] reported on on-going blazar monitoring.

Both the Boyden 1.5-m and Watcher telescopes focus on on-going long term photometric
monitoring of candidate sources.

4.1.2. South African Astronomical Observatory. The South African Astronomical Observatory
(SAAO) is host to a number of optical/near-infrared telescopes run both by the South African
National Research Foundation (NRF) and external organizations. Here we mention only the
Southern African Large Telescope (SALT) and the SAAO 1.9-m telescopes. Both systems are
equipped for optical photometric and spectroscopic observations. The grating spectrograph
on the SAAO 1.9-m telescope allows for low to medium spectral resolution. SALT, on
the other hand, is a 10-m class telescope, which can undertake low to medium resolution
spectroscopy (R = λ/∆λ ∼ 500 − 9000) with the Robert Stobie Spectrograph (RSS) and high
resolution spectroscopy with the High Resolution Spectrograph (HRS) which is currently being
commissioned. In addition, both the SAAO 1.9-m telescope and SALT are capable of very rapid
photometry with the Sutherland High Speed Optical Cameras (SHOC) and the Berkeley Visible
Image Tube (BVIT), respectively.

Optical observations with SALT and SAAO 1.9-m telescope focus on obtaining spectroscopic
observations to establish the distance to these sources (redshift).
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4.2. Radio telescopes
4.2.1. HartRAO. The Hartebeesthoek Radio Astronomy Observatory (HartRAO) is located
near Hartbeespoort, South Africa and operates (among others) a 26-m single-dish radio telescope
which operates between 1.67 to 23 GHz. The system is regularly involved with Very Long
Baseline Interferometry (VLBI) observations and contributes to AGN monitoring observations.
Radio observations of our candidate sources will be proposed to establish and/or confirm the
radio brightness of these sources as well as searching for variability. These observations will be,
in general, limited to bright (> 100 mJy) sources.

4.2.2. KAT and SKA. The expansion towards the development of Square Kilometre Array
(SKA) in South Africa (see e.g. [14]) has lead to the development of Karoo Array Telescope
(KAT) which currently consists of 7 dishes (KAT-7) which also regularly contributes towards the
AGN monitoring and scientific observations. The next phase of development is the construction
of the MeerKAT 64 dish array (see e.g. [15]). The first telescope was installed in March 2014 with
a planned completion by 2017. The development of KAT-7/MeerKAT opens new possibilities
for observing fainter radio sources, which may increase the number of candidate sources which
can be investigated.

5. Initial results
5.1. Classification of AGU within the 2LAC catalogue
The Fermi/2LAC catalogue contains 886 identified sources in the “clean sample”, classified as
extragalactic due to their location 10◦ above the galactic plane, of which 157 had no clear
classification (“AGU” sources) [5]. Follow-up observations reported by, for example [16], have
classified a number of these sources, but a large number remain unclassified. We have begun a
processes to identify sources we wish to follow-up with South African telescopes from this sample.
This is an extension of previous work undertaken to identify the unknown sources included within
the 3rd EGRET catalogue by [17, 18], where 13 candidate sources were investigated. The main
aim is to search for sources which could be TeV emitters. Furthermore, only (in general) bright
radio sources (> 100 mJy) were selected to allow us to undertake radio observations with the
HartRAO 26-m telescope. Follow-up optical spectroscopic observations were undertaken with
the SAAO 1.9-m telescopes for two weeks during during the end of May 2014. Preliminary
analysis shows, mainly featureless spectra as expected from blazars. This is an ongoing analysis
and higher signal to noise observations are proposed for SALT. Please see [19] for a detailed
discussion.

Long term observations of the blazar candidates identified as part of this project are being
undertaken with the Watcher Telescope, to search for variability. In addition, observations to
search for short term variability with SHOC on the SAAO 1.9-m telescope have been submitted.

6. Observations of known VHE sources
In addition to the campaign to investigate new VHE candidates we have also undertaken
observations of known VHE sources. Two such campaigns are briefly mentioned below.

6.1. Optical monitoring of Blazars candidates with Watcher
The Watcher Robotic Telescope has been used as part of monitoring of campaigns of blazars and
blazar candidates. Optical monitoring of the BL Lac 1ES 0229+200 was undertaken with the
Watcher Robotic Telescope during October 2013 as part of a multi-wavelength campaign which
coincided with NuSTAR and H.E.S.S. observations. Further observations were undertaken with
the Boyden 1.5-m telescope, but the low altitude of the source made observations difficult as
the telescope was very near its visibility limits.
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6.2. PSR B1259-63
We have undertaken optical spectroscopic observations of the γ-ray binary system PSR B1259-
63 during April-June with SALT and the SAAO 1.9-m telescope around the time the system
went through periastron. This binary star system consists of a Be star and 48 ms radio pulsar
and has been detected at TeV energies during previous periastron passages by H.E.S.S. (see e.g.
[20]). The optical results may have important consequences as this can be used as an indication
of the size and strength of the Be stars circumstellar disc. The disc will influence the shock
which forms between the pulsar and stellar winds which is believed to be the production site
of the non-thermal emission. The disc is known to vary around periastron and a disruption
of the disc will influence the bow shock which will in turn influence the non-thermal emission.
Variations in the optical spectrum have previously been reported by [21] who also suggested
that the change in the disc mass may be responsible for the GeV flare report during 2011 [22].

7. Conclusion
South Africa is well placed to offer multi-wavelength support to complement TeV observations,
in particular the H.E.S.S. γ-ray telescope located in Namibia and potentially CTA. Such multi-
wavelength observations have already been undertaken. Here we briefly presented our on-going
project to identify potential TeV emitting sources among the Fermi/2LAC catalogue as well as
ongoing observations focussed on optical observations of known TeV sources. We have identified
a subset of Fermi 2LAC AGU for which multi-wavelength SED are being constructed and optical
spectroscopic and photometric observations are being undertaken, using the SAAO 1.9-m, SALT
and Watcher Robotic Telescopes. Preliminary redshift distance have been established for 4 of
these sources [19]. Further follow-up observations are planned.
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Abstract. The Fermi Large Area Telescope (Fermi-LAT) is a gamma-ray (γ-ray) telescope
designed to observe high energy (HE) γ-ray events with energies between 20 MeV to just over
300 GeV. In October 2012, Fermi-LAT observed an energetic flare from the blazar source
PKS 1424-418 reaching an average daily flux of 1.4 ± 0.2 x 10−6 ph cm−2s−1. A flare
is considered as This event triggered radio follow up observations with the Hartebeesthoek
Radio Astronomy Observatory (HartRAO) 26 m radio telescope. The source was observed at
frequencies between 2.3 GHz and 12.2 GHz using the drift scan technique. Soon after the follow
up campaign began the source showed sharp increases in the radio flux density at all frequencies,
with the 8.4 GHz data rising from about 6.1 Jy to 7.0 Jy within a month in January 2013. In this
study we investigate the relationship between the γ-rays and the radio emission and search for
time-lags using the discrete correlation function (DCF). We also study how the spectral index
varied over time during the flaring event at weekly, 2 weekly and 4 weekly epochs. A Lomb-
Scargle periodicity search was performed to investigate whether some periodic modulation was
present in the γ-ray data. We find that there is a strong γ-ray/radio correlation with the γ-rays
leading the radio with exception of one correlation showing the radio leading the γ-rays. An 86
day period was also discovered in the γ-ray data flares.

1. Introduction
Blazars are amongst the brightest known AGN and emit large amounts of energy across the
entire electromagnetic spectrum [1]. They are known to exhibit multi-wavelength variability
from radio frequencies to γ-rays [2], polarizations (in the radio and optical wavelengths), and
show superluminal motion in their jets which are pointed towards the observer. They are
traditionally divided into two main groups, BL Lacertae (BL-Lac) and Flat Spectrum Radio
Quasars (FSRQ), blazars that show no emission lines or have broad emission lines in their
spectra respectively.

The spectral energy distribution (SED) of blazars is characterized by two broad peaks.
The first peak, located between the radio and optical frequencies, is thought to be caused
by synchrotron emitting particles in the jet. The second peak, located in the high energy γ-ray
region, is due to Inverse Compton scattering of relativistically boosted photons. The nature of
the particles responsible for the different emissions is still under debate with some suggesting
leptons and others hadrons as the main emission particles. This is one of the many reasons
multi-wavelength correlation studies are important. They provide a platform for studying the
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underlying physics of violent emission regions from the behavior of different components within
the blazar jets ([3],[4]).

In this study we observed the source PKS 1424-418. This is an FSRQ that recently underwent
a series of flaring events from October 2012 to September 2013. These events were detected by
Fermi-LAT with the lowest flare having energies of about 1.4 ± 0.2 x 10−6 ph cm−2s−1 and the
highest reaching 2.3 ± 0.1 x 10−6 ph cm−2s−1 for E > 100 MeV. The radio emission detected
by the HartRAO 26-m telescope shortly after the first flare showed an increased flux density
trend at all wavelengths revealing that there might be a connection between the two energy
regimes. Using the DCF, we investigated the correlation between the γ-ray light-curve and the
radio light curves of the source. We also investigated the relationship between the radio light
curves themselves. We further conducted a periodicity search in the γ-ray data to investigate
the presence of a possible periodic modulation in the individual flares.

This paper is arranged as follows: Section 2 describes the observations and the data reduction
processes, Section 3 describes the data analysis methods applied to the data, and Section 4
discusses the results.

2. Observations & data reduction
This work is based on observations collected by Fermi-LAT and the HartRAO 26-m telescope
during the observing epochs October 2012 to September 2013. The Fermi-LAT data was
obtained pre-processed in standard flux density units by Roopesh Ojha1 from the NASA
Goddard Space Flight Center, and therefore this paper will only discuss observations done
using the HartRAO 26-m telescope.

2.1. HartRAO 26-m observations
Following the Astronomers telegram (ATel) #44942, HartRAO 26-m began follow-up
observations on PKS 1424-418 from 17 October 2012. We observed PKS 1424-418 with 2.3-
GHz (cryogenically cooled) and 12.2-GHz (uncooled) single-beam receivers, and with 4.8-GHz
and 8.4-GHz (cryogenically cooled) dual-beam Dicke-switched receivers. The telescope collected
radio emission from the source in both left and right circularly polarized orientations using the
drift scan technique. During observations, the telescope is parked a little west of the current
source position, then as the source “drifts” over the dish due to the earth’s rotation it collects
radio emission incident on the dish surface. On average, observations consisted of conducting
two scans per day with the exception of days when the telescope was used for Very Long Baseline
Interferometry (VLBI) observing.

2.2. Data reduction
To get useful flux density estimates of the source, the received emission from the source had
to be calibrated against a known calibrator source of unvarying flux density. PKS 1424-418
was calibrated against Hydra A (3C218) using the flux density equation provided by Ott et
al. [8]. The Hydra A measured antenna temperature was corrected for pointing errors that can
occur during observing due to ground or atmospheric effects by taking scans of the source at the
half-power points to the North and South of the source. Each scan was visually inspected for
any irregularities that might make it an outlier, through a series of data quality checks. Radio
telescopes are highly temperature sensitive instruments and the observations collected can be
affected by contributions from their surroundings.

1 roopesh.ojha@gmail.com
2 http : //www.astronomerstelegram.org/?read = 4494
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Figure 1. The figure shows two drift scan plots of the source Hydra A. The top figure is the raw
drift scan data before reductions. The bottom figure is the raw drift scan after reduction. The
red line shows an estimate parabolic peak fit to the top 20% of the data. Tafit is the maximum
antenna temperature for the fit in Kelvins.

2.2.1. Quality checks for outlier detections. As a first step all data containing any one of the
following: an RFI (Radio Frequency Interference) signal, step changes in the data (possibly
due to receiver instabilities), monotonically increasing data and bumps in the data (due to
poor weather conditions that distort the expected bell shaped beam pattern) were considered
outliers and removed from observations. These quality checks ensured that all data used in
further analysis conformed to the same standard. Under good observing conditions, the system
temperature (Tsys) of the observed calibrator source is expected to remain constant throughout
the observing campaign. All data scans were examined for deviations in the average Tsys to
ensure that none of the elements in the telescope had over-heated during observing. The recorded
Tsys per scan had to fall within 2.7 σ of the average Tsys.

3. Data analysis
3.1. Data fitting.
In our second step of the data reduction first order baselines were subtracted from the data
to remove any instabilities in the drift scan that may have been caused by the changes in the
telescope’s surroundings. To find the peak antenna temperature, second order polynomials (y
= ax2 + bx + c) were fitted to the top 20% of the scans. Figure 1 shows a typical beam pattern
for a drift scan using Hydra A at 2.3 GHz as an example.

3.2. Flux density calculations.
In the last step of our data reduction, we calculated the flux density of the target source using
the point source sensitivity (PSS) of the telescope calculated from the calibrator source Hydra
A [8]. The calibrator flux density for frequencies < 24 GHz was calculated using,

Shydν = 10exp(0.013× log(ν)2 − 1.025× log(ν) + 4.729) [Jy] (1)

where Shydν was the Hydra A flux density at a frequency ν. The PSS was calculated separately
for each polarization using the equation,

PSS =
Shydν/2

KsTahyd polν

[KJy−1] (2)

where Ks =1 was the size correction factor and Tahyd polν was the antenna temperature of the
calibrator. The factor of 2 results from the fact that each feed collects half the flux density due
to circular polarization. From the PSS, we then calculated the total flux density of the source
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(see eq. 3) as the sum of the flux density contributions from the two polarizations. The flux
density estimates for each observing day were used to create the light curves in figure 2.

Ssrc polν [Jy] = 2× PSShyd polνTasrc polν (3)

where Ssrc polν and Tasrc polν are the flux density and antenna temperature of the target
source PKS 1424-418.

3.3. Correlation analysis
We examined the correlation between γ-rays and radio frequencies using the Discrete Correlation
Function (DCF) [9]. The method estimates the time-lag between two discrete light curves.
Designed to work with unevenly sampled light curves, the DCF makes no prior assumptions
about the data and only calculates the correlation and time-lags for the data sample as is
without the interpolation of missing data. Given two light curves x and y, the DCF calculates
the cross-correlation function of the light curves using

DCFij =
1

N

[∑ (xi(t)− x̄)(yj(t)− ȳ)]√
(σ2

x − e2x)(σ
2
y − e2y)

]
(4)

where x̄ and ȳ are the means, σx and σy the standard deviations, and ex and ey are the errors
of the respective light curves. The DCF estimates an unbinned cross-correlation function for all
measured pair points (xi,yj), then averages it over a pairwise lag ∆tij = tj − ti within the range
τ −∆τ/2 < ∆τ < τ +∆τ/2 where τ is the time-lag, ∆τ is the chosen bin width and N is the
number of the unbinned entries. The errors were then estimated as the scatter in the unbinned
entries of the DCF terms. We applied Gaussian fits to the top 20% of the peaks to get the lag
values in days. The results are shown in Section 4.1. The rapidly varying γ-ray flux density
at face value appeared as if it was flaring periodically over time (figure 2). This prompted an
investigation into the possible periodicity that might exist within the γ-ray data of the source
PKS 1424-418. Periods have been found to exist within γ-ray data [5], but the topic of γ-ray
periodicity has been poorly studied and should be approached with caution. The periodicity
was analyzed using the period detection method [6], designed for period searches in unevenly
sampled data. The significance of the detection was analyzed using the false alarm probability
method [7].

4. Results & concluding remarks
Figure 2 displays the 2.3-GHz to 12.2-GHz radio light curves and the γ-ray light curve of the
source observed from October 2012 to September 2013. The source shows rapid variability at
the higher energies, and a slower more gradual change as you go down in frequency, typical of
blazar variability. The 12.2-GHz and 8.4-GHz frequencies showed a steep increase and decrease
during the observing period, whereas the 4.8 GHz and 2.3 GHz still showed gradually increasing
trends. This is expected as longer wavelengths generally take longer to show variation in their
light curves than shorter wavelengths. At 8.4 GHz, there appears to be a sudden upturn towards
the end of the light curve, suggesting that something interesting was happening but we require
more data to investigate whether this effect was real.

4.1. Correlation
Results from the DCF correlations found that the γ-ray light-curve correlated well with the
radio light curves. Table 1 shows a summary of the results obtained for all the correlations.
Some DCF correlations were highly scattered especially at longer wavelengths, showing broad
peaks and here we give only two examples of the best correlated fits. Figure 3 shows the result
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Figure 2. The light curves of observations from both the Fermi-LAT telescope and the
HartRAO 26-m radio telescope. The top panel is data collected by Fermi for E > 100 MeV with
the flares marked by numbers 1 to 4. The subsequent panels are light curves of data collected
by HartRAO 26-m at frequencies 12.2 GHz, 8.4 GHz, 4.8 GHz and 2.3 GHz respectively. The
dashed lines indicate the peak flux density epochs of the corresponding flares.

of the γ-ray/12.2-GHz correlation where we found a 23.2 ± 1.1 day correlation. In this case
the γ-rays were leading the radio frequencies as expected. However, figure 4 shows the opposite
case with the lower radio frequencies leading the higher radio frequencies for the 12.2-GHz/8.4-
GHz correlations, where we found a time-lag of -4.9 ± 0.6 days. This connection might imply
that the HE photons might be relativistically boosted Synchrotron photons, but we need more
observations to draw any firm conclusions.
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Figure 5. Results for γ-rays/radio
and radio/radio DCF correlations.
Horizontal line is the 3σ false detection
limit.

Light-curve 1 Light-curve 2 Time-lag (days)

γ-rays 12.2 GHz 23.2 ± 1.0
γ-rays 8.4 GHz 27.9 ± 1.8
γ-rays 4.8 GHz 68.8 ± 1.4
γ-rays 2.3 GHz 70.2± 2.4
12.2 GHz 8.4 GHz -4.9 ± 0.6
12.2 GHz 4.8 GHz 4.8 ± 1.1
12.2 GHz 2.3 GHz 13.8 ± 3.1
8.4 GHz 4.8 GHz 3.9 ± 1.7
8.4 GHz 2.3 GHz 10.4 ± 2.3
4.8 GHz 2.3 GHz 4.7 ± 2.9

Table 1. Results for γ-rays/radio and
radio/radio DCF correlations.

4.2. Spectral index and periodicity
From the data collected, we also wanted to investigate whether there was a relationship between
the variability observed and the spectral index (α), where Sν ∼ να. We used the two-point

spectral index relation α = log(S1/S2)
log(ν1/ν2)

where S1, S2 and ν1, ν2 are the flux density and frequency

at two independent radio frequencies respectively. Results obtained showed that there was
indeed a relationship between the spectral index and the variability. The spectral index showed
increased variability with time between radio light curves that appeared out of phase than those
that were in phase during flaring events [10], showing a general trend moving from inverted
towards flat. Light curves that appeared in phase e.g. 12.2 and 8.4 GHz, however showed
exceptions to the trend by having α12.2−8.4 remaining almost constantly inverted over time. The
periodicity search produced an 86 ± 10 day period for the varying flares, the time between two
successive local minima, consistent with observations (see figure 4.1).

4.3. Conclusion
From the results it can be seen that in order to investigate the jets in higher detail we would
require more observations to provide high cadence light curves. The data suggests that there
might be a sharp upturn in the radio at higher frequencies, which could mean that the source
was still active in radio long after the γ-rays had reduced to the blazars quiescent stage. From
the observations we discovered the source spectrum was inverted due to the flaring, but more
importantly we found that there was a γ-ray to radio correlation with the time-lags increasing
with wavelength. Results from the spectral index study however suggest that the spectral index
hardened after each flare event for light curves in phase, suggesting that each flare event is unique
and has its own distinct characteristics. This could be a good indication that splitting each flare
and evaluating them separately could prove useful for future studies into multi-variability, see
for example [10]. Lastly, the γ-rays produced an 86 ± 10 day period between flares and a longer
345 ± 150 day trend for the observing period.
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Abstract. Millisecond pulsars occur abundantly in globular clusters. They are expected to be
responsible for several spectral components in the radio through γ-ray waveband (e.g., involving
synchrotron and inverse Compton emission), as have been seen by Radio Telescope Effelsberg,
Chandra X-ray Observatory, Fermi Large Area Telescope, and the High Energy Stereoscopic
System (H.E.S.S.) in the case of Terzan 5 (with fewer spectral components seen for other globular
clusters). H.E.S.S. has recently performed a stacking analysis involving 15 non-detected globular
clusters and obtained quite constraining average flux upper limits above 230 GeV. We present
a model that assumes millisecond pulsars as sources of relativistic particles and predicts multi-
wavelength emission from globular clusters. We apply this model to the population of clusters
mentioned above to predict the average spectrum and compare this to the H.E.S.S. upper limits.
Such comparison allows us to test whether the model is viable, leading to possible constraints
on various average cluster parameters within this framework.

1. Introduction
There are nearly 160 Galactic globular clusters (GCs) known [14]. Each consists of hundreds of
thousands of stars held together by their mutual gravity, and they orbit the Galactic Centre in a
spherical distribution. GCs are typically about ten gigayears old and are therefore expected to
harbour many evolved stellar objects, since the latter should have had ample time to complete
their evolutionary processes. The high stellar densities in the cores of GCs also enhance stellar
encounter rates, facilitating the formation of objects such as low-mass X-ray binaries (LMXRBs),
cataclysmic variables, white dwarfs, and pulsars [18]. LMXRBs are believed to be the progenitors
of millisecond pulsars (MSPs; [5]), and since they occur abundantly in GCs, the same should
hold true for MSPs. This is indeed found to be the case: 28 of the Galactic GCs contain more
than 144 confirmed radio pulsars1, the bulk of these being MSPs. It was furthermore estimated
that there should be 2 600− 4 700 Galactic GC MSPs observable in γ-rays [1].

GCs are multi-wavelength objects, being visible from radio to the highest energies. For
example, several radio structures are visible in the direction of Terzan 5 at 11 cm and 21 cm [9],
while diffuse X-ray emission has also been detected from this GC [9, 11]. The Fermi Large
Area Telescope (LAT) plausibly detected about a dozen GCs in the GeV energy band [17], and
their spectral characteristics point to the cumulative emission from a population of GC MSPs.

1 http://www.naic.edu/∼pfreire/GCpsr.html
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In the TeV domain, H.E.S.S. has published upper limits for 47 Tucanae [4], and detected a
very-high-energy (VHE) excess in the direction of Terzan 5 [2].

Several models have been proposed to explain the observed GC spectra. The total GeV
contribution from GCMSPs was estimated by summing up individual predicted pulsed curvature
radiation (CR) spectra from a population of MSPs [13, 19]. An alternative scenario [8] assumed
that the GeV emission was due to inverse Compton (IC) radiation by leptons escaping from
the MSP magnetospheres, upscattering Cosmic Microwave Background (CMB), stellar, as well
as Galactic background (infrared and optical) photons. Another model [6] considered MSPs
that accelerate leptons either at the shocks originating during collisions of neighbouring pulsar
winds or inside the pulsar magnetospheres. These leptons escape from the magnetospheres and
diffuse through the GC, encountering target photon fields such as optical and CMB emission.
The latter are upscattered via the IC process, leading to GeV / TeV emission. This model was
extended [20, 23] using alternative particle injection spectra, and also calculating the expected
synchrotron radiation (SR) from leptons moving in a homogeneous cluster magnetic field B.
Recently, the model was significantly refined [15] and now includes a line-of-sight calculation
of the X-ray surface brightness (which is used to constrain the diffusion coefficient) as well as
full particle transport, assuming spherical symmetry and a steady-state regime. Apart from
leptonic models, there two other ideas. Non-accreting white dwarfs may make a considerable
contribution to the cumulative γ-ray flux seen from GCs [7], depending on their abundance.
Lastly, a model invoking γ-ray burst remnants as sources of energetic leptons and hadrons was
also put forward [10]. A short burst may accelerate hadrons, which may in turn collide with
ambient target nuclei, leading to π0 particles that eventually decay into γ-rays. In this model,
X-rays may result from IC on optical stellar photons by primary electrons accelerated by the
relativistic blast wave.

We note that a search for diffuse X-ray emission from several Fermi-detected GCs [12] failed
to detect any such emission above the Galactic background level, although a recent reanalysis
of the archival Chandra data detected a new diffuse X-ray emission feature within the half-mass
radius of 47 Tucanae [22]. In the context of the leptonic MSP models, these upper limits and
detection place constraints on parameters such as the number of embedded MSPs NMSP as well
as the typical cluster field strength B. One way to help discriminate between the various models
would be to follow a population approach. H.E.S.S. has recently obtained an upper limit to
the average TeV flux of 15 non-detected GCs [3]. They noted that their upper limit was lower
than the flux predicted by a simple leptonic scaling model by a factor of ∼ 3− 30, depending on
model assumptions. This paper represents a first attempt to model the average TeV flux from
the population of 15 GCs using our refined leptonic GC model. Our motivation is to compare
our results with those of the scaling model, and second, to assess the plausibility of the MSPs
scenario by testing whether our average spectrum satisfies the TeV upper limits. In Section 2,
we briefly discuss our model, after which follow a description of the assumed parameters and
calculation method (Section 3), as well as our conclusions (Section 4).

2. The basic GC model
We solve the following transport equation numerically

∂ne

∂t
= ∇⃗ ·

(
K · ∇⃗ne

)
− ∂

∂Ee

(
Ėene

)
+Q, (1)

with ne the electron
2 density, which is a function of the radius vector r⃗s, Ee the electron energy,

K the diffusion tensor, Ėe > 0 the particle energy losses, and Q the source term. We assume a

2 We use the word ‘electron’ in a wider sense. Pair production may take place, additionally providing the
possibility of positrons as efficient radiators.
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source term located at r⃗s = r⃗C that is of the form

Q = Q0Ee
−Γδ(r⃗s − r⃗C), (2)

with the spectral index Γ. We assume stationarity and spherical symmetry, leading to

0 =
1

rs2
∂

∂rs

(
rs

2κ
∂ne

∂rs

)
− ∂

∂Ee

(
Ėene

)
+Q, (3)

with κ the scalar diffusion coefficient. This may be rewritten as

∂ne

∂Ee
=

1

Ėe

(
1

rs2
∂

∂rs

(
rs

2κ
∂ne

∂rs

)
− ne

∂Ėe

∂Ee
+Q

)
, (4)

and is solved numerically using a Crank-Nicolson algorithm. Our particle injection spectrum is
normalised as follows: ∫ Ee,max

Ee,min

EeQdEe = NMSPη⟨Lsd⟩, (5)

with η the particle conversion efficiency, and ⟨Lsd⟩ the average MSP spin-down luminosity. After
solving for ne, we calculate the SR and IC fluxes as detailed in [15]. We assume Bohm diffusion

κ(rs, Ee) =
cEe

3eB(rs)
, (6)

where c and e denote speed of light and electron charge. As an alternative, we also investigated
a coefficient of the form

κ(rs, Ee) = κ0(rs)

(
Ee

Ee,0

)α

, (7)

with Ee,0 = 1 TeV and α = 0.6. For simplicity, we only considered spatially constant κ0 and B.

3. Estimating the average GC spectrum - a first approach
The model described in Section 2 has been successfully applied to the case of Terzan 5 [15],
where we performed a line-of-sight integration of the X-ray flux in order to constrain the lepton
diffusion coefficient. We found that values of κ0 ≈ 10−4 kpc2Myr−1 gave good fits. In this paper,
we apply the same model to 15 non-detected GCs [3], using fixed parameters as noted in table 1.
We have used the values of [1] for NMSP where possible, and N∗ values from [16], and obtained
distances d and structural parameters3 rc (core radius), rhm (half-light radius, used as a proxy
for half-mass radius), and rt (tidal radius) from [14]. Typical values of η ∼ 0.01, NMSP ∼ 25,
and ⟨Lsd⟩ ∼ 2× 1034 erg s−1 led to values for the source strength Q0. We have used B = 5 µG
and Γ = 2.0 throughout, and used optical GC plus CMB photons as background fields for our
IC calculation (assuming an average stellar temperature of T = 4 500 K).

We first produced SR and IC spectra for each individual cluster. We next added these spectra
and divided by the number of GCs to obtain the average predicted spectrum. This is indicated
in figure 1 (differential flux) and figure 2 (integral flux). None of the single-cluster spectra violate
the TeV upper limits. The stacked upper limits are F (> 0.23 TeV) = 3.3× 10−13 cm−2s−1 for
a point-like source analysis, and F (> 0.23 TeV) = 4.5× 10−13 cm−2s−1 for an extended source
analysis [3]. Our average spectrum gives F (> 0.23 TeV) ≈ 2 × 10−13 cm−2s−1, which satisfies

3 See also http://gclusters.altervista.org/index.php
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Figure 1. Predicted differential spectra
E2dN/dE for 15 single GCs (thin lines),
as well as the average spectrum (thick red
line). The two components represent the
SR and IC spectra.

Figure 2. Same as figure 1, but for integral
flux F (>E). Upper limits for the point-like
source analysis are indicated by diamonds,
and those for the extended source analysis
by squares [3]. Associated spectra and
upper limits have the same colour. The
larger (lowest) symbols are for the average
spectrum.

these observational upper limits. However, we note that different choices of parameters will lead
to average fluxes that could even exceed these limits in some cases.

We next tested the effect of changing the diffusion coefficient. Figure 3 indicates the average
spectra assuming Bohm diffusion (solid red line), a coefficient κ = κ0(Ee/1 TeV)0.6 with
κ0 = 10−4 kpc2Myr−1 (dashed green line), and κ0 = 10−3 kpc2Myr−1 (dotted blue line). The
change in spectral shape indicates the different energy dependencies (κ ∝ E1.0

e for Bohm diffusion
versus κ ∝ E0.6

e ). The corresponding integral fluxes are shown in figure 4.

Table 1. Assumed GC parameters.

GC Name d N∗ NMSP Q0 rc rhm rt
(kpc) (105) (1032/erg/s) (′) (′) (′)

NGC 104 (47 Tuc) 4.5 4.57 33+15
−15 9.55 0.36 3.17 42.86

NGC 6388 9.9 5.8 180+120
−100 52.1 0.12 0.52 6.21

NGC 7078 10.4 4.13 25 (< 56) 7.24 0.14 1.00 21.5
Terzan 6 6.8 0.29 25 7.24 0.05 0.44 17.39
Terzan 10 5.8 0.38 25 7.24 0.9 1.55 5.06
NGC 6715 26.5 4.79 25 7.24 0.09 0.82 7.47
NGC 362 8.6 1.58 25 7.24 0.18 0.82 16.11
Pal 6 5.8 0.31 25 7.24 0.66 1.2 8.36
NGC 6256 10.3 0.21 25 7.24 0.02 0.86 7.59
Djorg 2 6.3 1.0 25 7.24 0.33 1.0 10.53
NGC 6749 7.9 0.24 25 7.24 0.62 1.1 5.21
NGC 6144 8.9 0.48 25 7.24 0.94 1.63 33.25
NGC 288 8.9 0.32 25 7.24 1.35 2.23 12.94
HP 1 8.2 0.48 25 7.24 0.03 3.1 8.22
Terzan 9 7.1 0.02 25 7.24 0.03 0.78 8.22
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Figure 3. Predicted average differential
spectra. The line types indicate differ-
ent diffusion coefficient assumptions as
noted in the legend.

Figure 4. Same as figure 3, but for
the integrated flux. The red square
and diamond indicate the extended and
point-like H.E.S.S. upper limits.

Our next task is a rigorous assessment of the error on the average integral spectrum, taking
into account the range of values that each free parameter may assume, for each individual cluster.
Preliminary investigations have shown that we can reduce the number of free parameters to five.
Varying these parameters on a grid and calculating the average flux value and spread give
quite large errors [21]. This process is very time-consuming, given the enormous number of
combinations in which a cumulative (or average) spectrum may be obtained (15 GCs, with at
least 5 free parameters each).

4. Conclusions
We have described the application of our leptonic GC model to a population of clusters that
have been observed, but not detected, in VHE γ-rays. The fact that upper limits are available
presented us with the opportunity to test our model using a sizable sample of clusters. The
upper limit for the stacked (average) flux is stringent, and a simple scaling model violated this
limit. In contrast, none of the our single-cluster spectral predictions violated the respective
upper limits. Our average model spectrum also satisfied the stacked upper limits for the given
choice of parameters (table 1), which we regarded as reasonable. There is, however, considerable
uncertainty in the single-GC parameters, so that the intrinsic error on the predicted average
spectrum will be quite large. As an example, we showed that different assumptions for the
diffusion coefficient lead to significant changes in spectral and flux. One should therefore attempt
to reduce the number of free model parameters and also constrain their values so as to decrease
the predicted flux error. This will allow one to more robustly test the viability of the MSP
scenario for explaining the (non-)detection of TeV flux from GCs.
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Abstract. We identified three samples of ROSAT sources with Sloan Digital Sky Survey 
spectra, one at redshift z = 0.1, a second one at z = 0.2 and a third one at z = 0.3. 812 sources in 
total were examined. We determined the nature and spectral sub-types of the sources by visual 
inspection. The fraction of each sub-type at each of the three redshifts are then calculated. We 
consider selection biases caused by the luminosity cut-off threshold to determine whether any 
systematic trends in AGN type are evident with increasing redshift. We hence probe if an 
evolution effect is detected in our sample. 

1. Introduction
The list of confirmed active galactic nuclei (AGN) has been dramatically boosted by a series of recent 
large scale spectroscopic surveys. In particular, the Sloan Digital Sky Survey (SDSS) has produced a 
vast number of optical spectra of extragalaxtic sources [1]. The resultant expanding database enables 
more detailed and rigorous study of the density and distribution of AGN in at least the comparatively 
nearby universe. 

Despite the popularity and wide acceptance of the AGN unified model, which postulates that a 
common physical mechanism underlies all AGN types and that apparent differences can usually be 
ascribed to orientation effects, there is now also recognition that some AGN subclasses manifest  real 
rather than apparent differences compared to other AGN. This then raises the question of whether the 
relative concentration of the different subclasses is a function of evolution, and hence effectively of 
distance, which is measured in terms of the redshift z. 

Another aspect that becomes important in comparative studies of AGN subclasses is the 
relationship between their luminosities. While the range in AGN luminosities is vast, encompassing 
everything from the micro-AGN believed to exist in many otherwise ordinary galaxies to the most 
energetic distant quasars, some subclasses do on average appear to be intrinsically brighter than others. 

In this work we attempt such a comparison of AGN subclass luminosities using a simple approach 
based entirely on visual spectral classification and population counts. We analyse spectra for sets of 
AGN identified in three ‘shells’ corresponding to redshifts of approximately z = 0.1, 0.2 and 0.3. In 
order to circumvent selection biases caused by optical colour or spectral line effects, we defined our 
samples on the basis of x-ray detection. We recognise that x-ray detectability is in itself strongly 
dependent on redshift, but the x-ray luminosity bias should influence all subclasses equally, and thus 
not affect the ratio between subclass object counts. 

2. Sample selection and classification of spectra
We started by making a positional cross-correlation of the x-ray sources detected in the ROSAT 
survey [2] with SDSS objects with spectra marking redshifts in one of the following three redshift 
ranges: 0.10 < z < 0.11, 0.19 < z < 0.20 and 0.29 < z < 0.30. This resulted in a sample of 812 
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extragalactic objects, with at least 200 in each of the three ranges. Note that at greater z there is more 
contamination from the host galaxy spectrum, but this will not affect the AGN classification. 

Spectra presented on the SDSS Data Release 10 website [1] were inspected and classified 
according to the scheme utilised in the ZORROASTER catalogue developed by one of us [3]. We 
point out that such visual inspections are able to distinguish between subtle spectral differences that 
are easily missed by automated line fitting and emission flux searches. A total of 379 of the initial 812 
objects (= 47%) were thus confirmed to be AGN with Seyfert-like spectra. The remaining spectra 
either only exhibited weak starburst or weak LINER-like emission, or displayed no emission lines at 
all (meaning that the x-ray source was probably erroneously linked to them).  

Having classified the AGN, we grouped them where appropriate into one of six sets listed in Table 
1 below. Objects that could not be clearly assigned to one of these sets were not considered further. 

Table 1. Distribution of AGN sub-types of ROSAT-detected 
galaxies in the three redshift ranges investigated. 

Object 
class 

z = 
0.10-0.11 

z = 
0.19-0.20 

z = 
0.29-0.30 

Total ROSAT sources 338 269 205 
Total ROSAT AGN 115 142 122 
standard Seyfert 1 41 48 44 
NLS1 (weak Fe II) 11 14 5 
I Zw 1 type objects 8 17 18 
strong Fe II spectrum 18 26 31 
peculiar Balmer profile 2 9 4 
very wide Balmer lines 3 9 9 

The six sets may be described as follows. Two sets correspond to the so-called “narrow line Seyfert 
1” subclass, or NLS1 [4]. We distinguish between such objects exhibiting a rich Fe II spectrum (often 
referred to as I Zw 1 objects after their prototype) and those NLS1 that do not have a similar iron line 
spectrum. Another set includes Seyferts with strong Fe II lines (but who are not NLS1). We then 
introduce sets for unusually wide Balmer lines and for Balmer lines with complex, asymmetric 
profiles often including red and/or blue bumps [5]. The final set is for ‘ordinary’ Seyfert 1 galaxies, 
i.e. objects with no distinct Fe II, He II or coronal line features, unremarkable Balmer broad line 
profiles (neither very wide nor very thin, reasonably symmetric with no bumps), and no hybrid 
spectrum typical of starburst or LINER galaxies. 

3. Analysis of AGN spectral type distribution
In order to determine whether the fraction of specific AGN subtypes varies between the three samples, 
we employed a chi-squared statistical test. In each case, we compared the set tested with the set for the 
‘ordinary’ Seyferts. 

The chi-squared test yields a value that signifies that probability that the fraction of AGN 
belonging to a set in one of the three redshift ranges is significantly different to the fraction for that set 
in another redshift range. The values obtained are listed as percentages in Table 2. 

Table 2. Results of the chi-squared analysis of various AGN subtypes versus 
the ordinary Seyfert 1 samples. Values represent the probability that the 
samples are significantly different. Values above 90% are given bold. 

NLS1 
(weak 
FeII) 

I Zw 1 
type 

objects 

strong 
Fe II 

spectrum 

peculiar 
Balmer 
profile 

very wide 
Balmer 

lines 
z = 0.1 vs z = 0.2 16% 84% 51% 94% 86% 
z = 0.2 vs z = 0.3 94% 33% 68% 78% 15% 
z = 0.1 vs z = 0.3 90% 93% 89% 53% 89% 
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None of the values exceeds the commonly employed 95% significance test, but several 
comparisons satisfy the less rigorous 90% significance mark. In particular, it is 90-95% likely that (i) 
AGN with peculiar Balmer profiles are less common at z = 0.1, (ii) NLS1 with weak Fe II are less 
common at z = 0.3 and (iii) I Zw 1 objects are less common at z = 0.1. There is also a hint that AGN 
with wide Balmer lines or strong Fe II occur more often at greater z, but this cannot be fully 
confirmed. Alternatively, the results may highlight intrinsic differences in the average luminosities of 
several of the sets. Resolving this requires an independent investigation. The present study also did not 
consider galaxy environments and clustering properties 

Appendix. Description of interesting AGN identified 
In Figure 1 we display four of the more noteworthy spectra in the investigated sample, which are 
briefly described in the following subsections. 

Figure 1(a). Spectrum of SDSS 01024–0039 [1]. The 
vertical scale refers to the top spectrum. The lower 
spectrum is a scaled down version of the top one.

Figure 1(b). Spectrum of SDSS 12048+1702 [1]. As 
in Figure 1(a), the lower spectrum is a scaled down 
version of the upper one.

Figure 1(c). Spectrum of SDSS 16333+2112 [1]. 
Details as in the caption for Figure 1(a).

Figure 1(d). Spectrum of SDSS 22576–0824 [1]. 
Details as in the caption for Figure 1(a).

3.1.  SDSS 01024–0039 
This is a well known nearby quasar, whose spectrum has been investigated in the past [6,7]. We note a 
very strong Fe II spectrum. No narrow lines are visible in Figure 1. The emission in the wavelength 
range in which the [O III] nebular lines are normally found are here in fact due to Fe II. 

The spectrum in some degree resembles that of the nearby quasar Mkn 231 and the more recently 
discovered SDSS 12001–0204 [8], who also exhibit an exceptionally strong Fe II spectrum. Unlike 
these two objects, it does however not display a strong Na I absorption feature at 5892 Å. 
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3.2.  SDSS 12048+1702 
Figure 1(b) displays a Seyfert spectrum with very wide Balmer lines, which are in addition slightly 
asymmetric. In addition, the spectrum contains no detectable Fe II emission. 

In contrast to other AGN featured in the ZORROASTER catalogue with a “w” descriptor for 
unusually wide lines, this object shows a distinctive He II 4686 Å broad emission feature. 

3.3.  SDSS 16333+2112 
The spectrum of this object displays a complex Balmer line profile that is particularly striking in H-
alpha (6562 Å). We note an H-alpha ‘blue bump’ clearly visible near 6400 Å, which would also be 
present in the remaining lines of the Balmer series. As the remaining Balmer lines are much weaker 
(both intrinsically, and also due to probable reddening), and due to greater contamination due to 
integrated starlight from the host galaxy, the ‘blue bump’ cannot be seen elsewhere. 

The unusual profile is understood to be the result of the rotational dynamics of the AGN accretion 
disk and reverberation effects. This has been noted in a significant number of other AGN [5]. 

3.4.  SDSS 22576–0824 
This AGN exhibits comparatively narrow Balmer lines, only marginally wider than the forbidden 
lines. It is in that sense a typical example of a narrow line Seyfert 1 (NLS1), in this case without 
detectable Fe II emission. 

What makes this object unusual is the strong He II 4686 Å emission, which requires exposure of 
the line emission region to abnormally powerful ultraviolet irradiance. The presence of this line is 
confirmed in some Seyfert 1’s (those characterised by the descriptor “x” in the ZORROASTER 
catalogue [3]), but in a NLS1 this feature is rare. 
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Abstract. We present a software application that largely automates the process of calibrating 

stellar magnitudes. AUTOCAL uses a pattern-matching algorithm that Edward Groth and Peter 

Stetson developed around 1985 to match stars on a FITS frame (using a list of frame 

coordinates and magnitudes as generated by IRAF) to entries of stars in a catalogue covering the 

same area of sky. A weighted least squares fitting is performed to calculate a linear function 

that best describes the relationship between the observed and catalogue magnitudes for these 

stars. The automation of the matching saves time and decreases the possibility of errors. 

Additionally, the automated matching can be performed on thousands of stars in a frame, 

thereby reducing the error margins for the calibrated magnitudes. We present an overview of 

the software application as well as results obtained for SXP6.85, a Be/X-ray Binary system in 

the Small Magellanic Cloud. The data were captured with the IRSF telescope located at the 

South African Astronomical Observatory during three observing runs spanning December 

2007 to December 2010. The results are compared to previously published results and show a 

good agreement. 

1.  Introduction 

The software application discussed here, called AUTOCAL, automates the calibration of stellar 

magnitudes. The calibration is achieved by comparing the apparent magnitudes of numerous sources 

in the field of the target to their catalogue magnitudes, and then calculating the linear least squares 

solution that best describes the relationship between the two sets of magnitude values. The apparent 

magnitude of the target is then calibrated by applying this linear least squares equation to it. 

In order to compare the apparent and catalogue magnitudes of an observed star, AUTOCAL must 

first identify which star in the catalogue, if any, corresponds to the star in question. The algorithm used 

to achieve this is a pattern-matching algorithm based on triangle-matching. In essence, the algorithm 

searches for pairs of similarly shaped triangles, formed by placing stars at their vertices, where one 

triangle is constructed from the observation data, and the other from the catalogue data. This algorithm 

was simultaneously developed by Edward Groth [1] and Peter Stetson [2] around 1985. 

Although faster and more efficient algorithms to solve the same problem have been developed 

since, the simplicity and robustness of the algorithm made it preferable for this project. Only a few 

small adjustments to the algorithm were made during the development of AUTOCAL. 

A typical calibration using AUTOCAL can be loosely divided into three sections. 

1. Preparation, during which the user provides the input required by AUTOCAL and adjusts 

the user-defined parameters to suit the dataset that is used. 
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2. Calibration, which is automated. This includes matching stars from the frame to those

listed in the catalogue and all additional tasks required to perform the magnitude

calibration.

3. Analysis of the results, during which the user may store the results of the calibration and

use the text-based and visual feedback provided by AUTOCAL to ascertain if the calibration

went as expected. Furthermore, the user may manipulate the calibration plot (catalogue

magnitude vs. instrumental magnitude) in order to improve the fit.

AUTOCAL was used to calculate apparent magnitudes for eight Be/X-ray binary systems in the 

SMC (Small Magellanic Cloud). The results for SXP6.85 are discussed as an example. Data from 

three different observation campaigns that searched for variability in a number of such systems in the 

SMC were used. These campaigns spanned December 2007 to December 2010. 

 The magnitudes that were calculated using AUTOCAL were compared to magnitudes published in 

[3] and [5] from the same data and there was good agreement between the results. 

2. Calibration using AUTOCAL

The three phases of the calibration procedure, as outlined in the introduction, will be elucidated here. 

2.1.  Preparation 

In this phase the user is required to provide the input necessary for the calibration. Additionally, the 

user may adjust a number of parameters that affect how the matching of stars is performed. Figure 1 

shows the start screen of AUTOCAL, where these steps are performed. Two text files containing the 

coordinates and magnitudes of the stars that are to be matched, are required. The first is generated 

from the FITS frame using a standard astronomical software package like IRAF [4] that identifies the 

positions and calculates instrumental magnitudes for stars on the frame. The coordinates in this file are 

the pixel coordinates of the FITS frame that correspond to the stars' positions. The second text file is 

constructed from a catalogue that includes the stars in the field of the FITS frame. AUTOCAL provides 

an interface that allows star catalogues to be imported into a database that is linked to it. The text file 

is generated by querying the database through a provided user interface. The coordinates in the second 

text file are the catalogued RA and Dec values. 

The user-provided parameters are used to adjust the automated calibration process for the specific 

FITS frame that is used. These parameters determine the number of stars from each list used for 

provisional matching, the minimum separation allowed between stars from the same list before they 

are discarded, the maximum difference between the coordinates of a star for it to be considered a 

match and the maximum ratio between the longest and shortest edges of a triangle for it to be used in 

the provisional matching phase. 

Some settings may work better for sparse frames while others may be optimal for densely 

populated ones. During the testing of AUTOCAL we found that the default parameters worked well for 

all the frames. Although all the frames had a relatively high star density (as one would expect for the 

SMC), the number of stars identified per frame varied from 41 to 907, thus indicating that the 

matching algorithm and its parameters are robust with respect to the density of stars on the FITS 

frame. 
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Figure 1. The start screen of AUTOCAL where the user provides input and adjusts the star matching parameters. 

2.2.  Automated calibration 

The calibration procedure is completely automated in AUTOCAL and the software is generally able to 

match the vast majority of stars on the FITS frame to entries in the catalogue, and to calculate a linear 

relationship between the two sets of magnitudes, within a second or two. The steps that AUTOCAL 

follow are listed below. A full discussion of each step is beyond the scope of this document. 

1. The target is removed from the list of FITS frame stars and all stars closer to one another 

than a user-specified threshold are eliminated from both the frame star list and the list of 

stars from the catalogue to reduce the possibility of incorrect matches being made. 

2. The brightest stars from each of the two lists are selected for provisional matching. The 

number of stars selected from each list is specified by the user. 

3. AUTOCAL matches triangles generated from the two lists using the procedure described in 

detail in [1] and [2]. Stars on corresponding vertices of matched triangles are matched 

provisionally. 

4. The provisionally matched stars are used to transform the coordinate system of the 

catalogue to that of the FITS frame. The coordinate system of the catalogue is fixed, e.g. it 

uses equatorial coordinates for J2000.0. The pixel map of the FITS frame is transformed 

into the catalogue system. 
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5. With the two lists of stars now using the same coordinate system, entries from the two lists 

are matched based on their proximity to an entry from the other list. 

6. A refined coordinate transformation for the catalogue is now calculated and applied using 

the larger number of matches found in the previous step. 

7. Final matches between entries from the two lists are calculated as in step 5, but using the 

refined coordinate transformation calculated in step 6. 

8. A weight is assigned to each of the matches from step 7, with matches with smaller 

uncertainties in their magnitudes receiving larger weights. The weights are calculated as 

        
      

     , with      and      denoting the uncertainties in the catalogued and 

instrumental magnitudes, respectively. 

9. A weighted least squares approach, using the weights assigned in the previous step, is used 

to compute a linear relationship between the catalogue and instrumental (frame) 

magnitudes of the matched stars. 

10. The linear equation calculated in step 9 is applied to the instrumental magnitude of the 

target, thus calibrating its magnitude to the catalogue. Additionally, the uncertainty in this 

calibrated magnitude is calculated. 

2.3.  Post-calibration Analysis 

Upon completion of the calibration, the results of the process are displayed. The user can adjust the 

results by removing matches that are obvious outliers, caused by incorrect matching or faulty 

magnitude values, and also matches of stars with large magnitudes. Larger magnitudes generally have 

larger uncertainties and thus smaller weights in the calculation of the linear equation. Often a very 

good fit can be obtained by using a selection of the brightest matched stars only. An example of the 

above can be found in the calibration of the magnitudes for SXP6.85, which is discussed in the next 

section. 

Additionally, AUTOCAL allows the user to save an automatically generated summary of the 

calibration to a text file for further analysis. This summary contains details of every step of the 

calibration, for instance the number of stars used from each list during the step and the transformation 

coefficients used for the coordinate transformations. 

Once the user is satisfied with the results, the final results can be saved to a text file. This file 

includes entries for each star that was matched, indicates whether each of these entries were used in 

the final analysis, and records the equation of the final linear equation as well as the instrumental and 

calibrated magnitudes of the target. The graph of catalogue magnitudes vs. instrumental magnitudes 

for the matched stars, from which the linear equation is calculated, can be saved to a bitmap image 

file. 

3.  Calibration of magnitudes for SXP6.85 using AUTOCAL 

We used AUTOCAL to calibrate magnitudes for SXP6.85 from data captured during three observing 

campaigns that searched for variability in Be/X-ray binary sources in the SMC. The fist campaign took 

place during December 2007, the second during December 2009 and January 2010 and the third 

during December 2010. Variability had been reported for SXP6.85 in [3] and [5], both incorporating 

magnitudes calculated from the same data used here. 

The data were captured with the IRSF (InfraRed Survey Facility) telescope at the SAAO's 

Sutherland observatory using the SIRIUS camera. SIRIUS allows simultaneous exposures to be taken at J 

(1.25 μm), H (1.65 μm) and Ks (2.15 μm) bands with a field of view of ~ 7.7 x 7.7 arcmin
2
 [6]. 

Science frames were constructed using the SIRIUS09 [7] pipeline package that is integrated into IRAF. 

Standard IRAF/NOAO packages [8] were used to perform PSF photometry on the science frames. The 

IRSF point source catalogue [9] was used to obtain published magnitude values for the stars on the 

science frames. 

Figure 2 is a plot of catalogue magnitudes vs. instrumental magnitudes for stars that were matched 

during the calibration of SXP6.85 for an observation done on 18 December 2007 using a J-band filter. 
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The linear equation calculated by AUTOCAL is displayed in the top-left corner. For this observation the 

instrumental magnitude of SXP6.85 was 19.60±0.01 and the calibrated magnitude was calculated to be 

14.80±0.01. Blue dots indicate matches that were discarded due to being obvious outliers, representing 

faint stars or being more than 3σ removed from the final fit. 

The results for all three observing campaigns are listed in table 1 along with the results published in 

[3] and [5]. There is good agreement between the results, with the H-band and Ks-band magnitudes for 

18 December 2007 agreeing within the uncertainties specified. There is a slight discrepancy between 

the results obtained by AUTOCAL and those reported in [3]. The difference is introduced due to the 

removal of outlining data. If no outlier removal is performed, AUTOCAL calculates a J magnitude of 

14.84±0.03, in agreement with [3]. It is clear from figure 2 that the inclusion of the outliers would 

skew the fit from the optimal solution. 

 

 

Figure 2. Plot of catalogue magnitudes vs. instrumental magnitudes for stars matched during calibration of 

SXP6.85, as displayed by AUTOCAL. 
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Table 1. Calibrated magnitudes calculated for SXP6.85, as 

calculated by AUTOCAL and published in [3] and [5]. 

Date Filter AUTOCAL Townsend (2012) 

18/12/2007 J 14.80±0.01 14.84±0.02 

 H 14.76±0.01 14.77±0.02 

 Ks 14.66±0.01 14.67±0.03 

30/12/2009 J 14.85±0.01  

 H 14.83±0.01  

 Ks 14.81±0.02  

19/12/2010 J 14.60±0.01  

 H 14.50±0.02  

 Ks 14.37±0.05  

4. Conclusion 

AUTOCAL was used to calculate calibrated magnitudes for a Be/X-ray binary system in the SMC and 

the results agree well with previously published magnitudes calculated from the same data. Generally, 

AUTOCAL matches a much larger number of stars to a catalogue than those used during a manual 

calibration. This results in smaller uncertainties in the calibrated magnitudes.  

During its testing, which was performed on a total of 55 frames from 8 fields, AUTOCAL was able 

to calculate calibrated magnitudes for all 55 of the frames. 

The advantages of using AUTOCAL over manual calibration include a reduction in the time spent 

on calibration, elimination of human error and the availability of reports and plots for further analysis. 

Perhaps the primary advantage of AUTOCAL is its interactive nature, specifically regarding outlier 

removal. This can lead to more accurate results, as illustrated in section 3. 
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Abstract. An analysis of total electron content (TEC) variations detected over southern
Africa has been performed. We included two days with high lightning activity, one day with
low lightning activity and one day with a geomagnetic storm. An attempt to obtain a better
understanding of lightning as a source mechanism is motivated by the fact that lightning
couples energy directly to the mesosphere and lower ionosphere through quasi-electrostatic
(QE) and electromagnetic pulsed (EMP) fields and through upward propagating gravity waves
that transfer energy from the site of lightning into the ionosphere. Geomagnetic indices, GPS
data from six dual frequency GPS reference stations and lightning data from the World-
Wide Lightning Location Network (WWLLN) have been used to explore the origin of the
TEC variations detected. The analysis reveals periods of TEC variations of ∼ 1 TECU on
geomagnetically quiet days which correspond to periods of intense lightning activity in the
regions. The TEC variations on the days with high lightning activity appear to have more
high-frequency TEC variation content than days with low lightning activity.

1. Introduction
Over the past few decades considerable attention has been given to the effects of thunderstorms
and the lightning they produce on the middle and upper atmosphere. For example, a statistical
study by Davis and Johnson [1] found a correlation between intensification in the sporadic E layer
and lightning activity. In addition, modeling of atmospheric gravity waves (AGWs), originating
from thunderstorms, has predicted variations in total electron content (TEC) associated with
these AGWs of ±7% [2] and other observations [3, 4] indicate gravity wave effects on the
ionosphere from tropical and mid-latitude storms. Recent studies by Lay and Shao [5] on
the D layer ionosphere (∼ 65–90 km altitude) have shown that AGWs originating from large
mesoscale thunderstorms clearly perturb the electron distribution at the lower boundary of the
ionosphere. Studies [6, 7] have shown that the most active regions of thunderstorms are over
Africa, the Americas and South-East Asia, with the major proportion of lightning occurring over
land. This work is motivated by the potential links between thunderstorms and variations in the
ionosphere over South Africa as observed through the background TEC variations. The TEC

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 411



variation is an indicator of ionospheric variability and can be derived from GPS signals. The
TEC variation is also the parameter of the ionosphere that produces most of the effects on GPS
signals. Lightning measurement by the World-Wide Lightning Location Network (WWLLN) was
used as a proxy to identify regions of intense thunderstorms and the observations through the
ionosphere was conducted by analyzing TEC measurements from ground-based dual frequency
GPS receivers in regions with different thunderstorm activity levels within South Africa.

2. Data and Method of Analysis
The automatic lightning detector at the South African National Space Agency (SANSA) Space
Science in Hermanus and another in Durban, both in South Africa, and several other such
detectors distributed across the globe constitute the WWLLN, which logs the incidences of
lightning strikes all over the world (http://webflash.ess.washington.edu/). The WWLLN
exploits the VLF (3-30 kHz) band term as “sferics” emitted by lightning during the return stroke
and employs the Time of Group Arrival (TOGA) described by Dowden et al. [8] to determine
the location of each stroke. Each lightning stroke location requires the TOGA from at least four
stations with time residual of less than 30 microseconds [9, 10]. The WWLLN currently has
over 50 sensors distributed across the globe and provides real-time lightning locations globally
[11] with less than 10 km and 10 microseconds location and timing errors respectively [12].

The ionospheric data (TEC) presented in this study were derived from RINEX file
which contains data obtained from six GPS receiver stations belonging to the Trignet
(http://www.trignet.co.za/) network. The GPS TEC software developed at Boston College
[13] was used to process the RINEX files to derive the integrated electron density along the signal
path between the receiver on the ground and the GPS satellite in space, commonly referred to
as slant TEC (STEC). The STEC is calculated at an Ionospheric Pierce Point (IPP) altitude of
350 km with an elevation mask of 15◦ over the mid-latitude stations. The GPS TEC software
uses the phase and code values for both L1 and L2 GPS frequencies to eliminate the effect
of clock errors and tropospheric water vapor to calculate relative values of STEC [14]. To
obtain the absolute TEC values, the differential satellite biases (published by the University of
Bern) are included along with the receiver bias values that are calculated by minimizing the
TEC variability between 02:00 and 06:00 local time [15]. The biases in the observed STEC are
accounted for by computation via the expression below.

(STEC)desired = STEC +BRx +BRich +Bsat (1)

where BRx, BRich and Bsat are the receiver bias, receiver inter-channel bias and satellite
biases respectively. In order to minimize the multipath effects on GPS data, an elevation cutoff
of 20◦ was applied in selecting data for the analysis. In the method adopted here, the control
curves or “undisturbed” conditions (TECfit) used are modeled by fitting a 6th order polynomial
to the STEC measurements by a GPS pseudo-random number (PRN) from each station, similar
to the method described in Lay et al. [16]. The degree of variations in the STEC was estimated
by subtracting the TECfit values from the STEC. The removal of the TECfit tends to filter out
lower-frequency variations, hence this method is only sensitive to higher-frequency variation.
Geomagnetic activity was expressed in terms of the global geomagnetic index (Kp).

3. Results
The normalized global lightning data from the WWLLN are used to map intense thunderstorm
regions over Southern Africa with high time and spatial resolution. The lightning data was
recorded in universal time (UT) system per event which is equivalent to South Africa standard
time (SAST) (UT + 2 hours).
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Figure 1: Top row: corresponding TEC measurement paths (Ionospheric Pierce Point (IPP) at 350 km) from PRN 16
between 13:00 and 19:00 UT visible at individual reference receiver stations for high lightning activity and geomagnetically
quiet days (a) 16 October,2012 and (b) 20 October, 2012. The rainbow colored curves in (a) and (b) indicate the measuring
path of the GPS satellite (PRN-16). The color of the paths is the corresponding time in UT as shown in the colorbar
below the figure. The red ellipses indicate 300 km radius around each GPS station. The distribution of stroke/km2 is also
presented in color scale (from light blue to violet):The light blue color indicates regions of relative low stroke/km2 and the
violet color indicates regions of relative high stroke/km2. Bottom rows: Kp index, stroke rate, STEC variations (∆ TEC)
and ROTI for PRN 16, (c) on 16 October,2012 and (d) on 20 October, 2012.

GPS data from six reference GPS receiver stations between 13:00 and 19:00 UT on 5, 8, 16
and 20 October, 2012 has been selected, processed and analyzed and the results to be presented
in Figures 1 and 2. The STEC obtained from the GPS TEC algorithm is used to derived the
rate of change of TEC (ROT) and ROT index (ROTI). The ROTI, which can be used as a
proxy for the S4 amplitude scintillation index (S4p) is defined as the standard deviation over a
5-minute period of ROT calculated from 30-second sampled GPS data [17].

Figure 1, shows that the significant thunderstorm activity which occurred on 16 October,
and 20 October 2012 correspond to enhanced TEC variations along the ray path for satellite
PRN 16. Although 16 October day has relatively low geomagnetic activity (Kp = 2.3), it has
a very active thunderstorm that sustained lightning rates of > 1000 per hour from 13:00 UT
to 19:00 UT. The maximum lightning density was ∼ 0.11/km2 located at about 300 km to the
north of DRBA Figure 1(a). The ionosphere over South Africa is significantly disturbed during
this period as measured by the GPS stations BFTN, DRBA, GRHM, MFKG and HNUS from
PRN 16 Figure 1(c).
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Figure 2: Top rows:corresponding TEC measurement paths (IPP at 350 km) from PRN 16 between 13:00 and 19:00 UT
on (a) 5 October, 2012 and (b) 8 October, 2012. Bottom row: Bottom rows: Kp index, stroke rate, STEC variations (∆
TEC) and ROTI for PRN 16 on (c) 5 October, 2012 and (d) 8 October, 2012

October 20 has mach less geomagnetic activity (Kp = 0.7) and a thunderstorm with a
relatively higher lightning activity (∼ 0.116/km2) in a fairly concentrated area within 300 km
radius of DRBA. The lightning rate is relatively low (< 500 per hour) between 13:00 UT and
21:00 UT. Enhanced TEC variations also occurred as measured by the above mentioned GPS
stations from PRN 16 during the same period when the thunderstorm is active. On 08 October,
due to enhanced geomagnetic activity (Kp = 6.3), the TEC variation is larger as measured by
GPS stations BFTN, DRBA, GRHM, MFKG, HNUS from PRN 16. Again no data is available
from UPTA from PRN 16. On 05 October 2012 there was much less lightning activity (∼
0.0019/km2) as shown in Figure 2(b) than on the other three days, and there are no clear
enhanced TEC variations as observed by the GPS stations from PRN 16 (Figure 2(d)).

It is interesting to note that the ∆TEC variations on the thunderstorm-active days
(Figure 1(c) and Figure 1(d)) have more high-frequency TEC variation contents superimposed
on low-frequency background TEC variation than the thunderstorm-quiet (Figure 2(c)) and
geomagnetic-active (Figure 2(d)) days.

4. Discussions and conclusions
There is evidence [18] for multiple mechanisms by which lightning can enhance the ionospheric
ionization. Our analysis show evidence of lightning related perturbations in ionospheric TEC
in the range of 0.5 to 1.2 TECU on selected days when there was high lightning activity
and low geomagnetic activity. The mechanism responsible for the perturbations detected
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on the thunderstorm-active days is not clear at this stage. Some plausible mechanisms of
the perturbations could be: propagating atmospheric gravity waves [1], vertical electrical
discharge (such as sprites) [19, 20, 21], AGWs produced when convective thunderstorm activity
overshoots the tropopause [22, 2], thunderstorm-produced atmospheric density bubbles [23],
or thunderstorm-triggered Perkins instabilities [24] or by a combination of these mechanisms.
Wilson [25] also speculated that the ionospheric electric field generated by a large rain cloud
may be sufficient to induce ionization at ionospheric altitudes without lightning. Mechanisms
involving electrical discharge and infrasonic waves would enhance the ionosphere directly above
while atmospheric gravity waves launched by lightning [26, 27] have a very small vertical
component and would need to propagate several hundred kilometers horizontally before reaching
ionospheric altitudes.

The peak-to-peak magnitude of the ∆TEC variation along the measurement paths (i.e., bftn
and mfkg) in Figure 1(d) is about 1 TECU on the thunderstorm-active and low geomagnetic-
active (i.e Kp = 0.7) day. In comparison, numerical simulations studies have suggested that
density perturbations of the order of 5% or even less, attributed to atmospheric gravity waves,
can trigger instability growth in the ionosphere leading to vertical development of bubbles to
the topside ionosphere under the typical dynamic state of the background ionosphere during
the sunset period [28]. In addition Vadas and Liu [2] reported 5% TEC variation due to
AGWs generated by a convective plume 1-1.5 h before sunset. Based on the International
Reference Ionosphere [29], a typical pre-sunset background of ∼ 40 TECU is inferred for the
general geographical location. Therefore, a 5% change implies a 2 TECU variation. The result
obtained in this paper (1 TECU) and that inferred from Vadas and Liu [2] (2 TECU) could be
considered comparable. This discussion presents some individual possibilities for the cause of
these TEC perturbations, but it is also possible that multiple mechanisms simultaneously affect
the ionosphere above thunderstorms, leading to even more complex coupling dynamics. The
fact that there is no noticeable TEC perturbation for geomagnetic-quiet (05 October, 2012) day
without lightning is evidence that lightning is necessary for the enhanced TEC perturbation on
the thunderstorm-active days (16 and 20 October, 2012). We suggest that because the TEC
variations typically occur some distance from the region where the lightning activity is the
largest confirms the hypothesis that the enhanced TEC variations is likely due to propagating
atmospheric gravity waves that transfer energy from the site of lightning into the ionosphere, or
vertical electrical discharge, or by a combination of these two mechanisms. Future data analysis
and modeling efforts are needed to understand the possible mechanisms associated with the
TEC perturbation.
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Abstract: This study investigated relationships between learners‟ views about the nature of 

science (NOS) and contextual factors.  The participants were a group of 100 grade 10 learners 

who applied to participate in a science enrichment programme offered by a South African 

university.  A modified „Views on the Nature of Science‟ (VNOS) questionnaire consisting of 

eleven open-ended questions was used to examine learners‟ views on seven aspects of the 

NOS. We investigated relationships between students‟ VNOS performance and parents‟ level 

of education, learners‟ gender, performance, home language as well as their school‟s 

performance in national final examinations. Findings showed no significant difference in the 

test scores between genders. The students‟ scores on the VNOS test were strongly correlated to 

the educational background of the parents, and learners with English as a home language 

performed better. However, there was poor correlation between the VNOS scores and learners‟ 

performance in Mathematics, Science and English. Also, the matric pass rate of the school did 

not correlate strongly with the test scores. From the results, it is concluded that the strongest 

factor influencing learners‟ performance on the VNOS test are parents‟ educational 

background and the use of English as a home language. 

1. Introduction

One of the essential goals of science education reforms throughout the world is to prepare 

scientifically literate individuals [1, 2]. It is argued that an adequate understanding of NOS and 

scientific inquiry is essential for the development of scientific literacy [3]. Generally, scientific 

literacy includes an understanding of science content, scientific methods of inquiry and NOS [4]. 

Many learners in different parts of the world have poor conceptions of NOS [5]. This may be related 

to teacher-centred instruction methods which teachers have developed from their own experiences as 

students [6]. Teacher-centred instruction which does not promote the development of a better 

understanding of different features of NOS [7, 8] is still used in many South African schools. The 

science education reforms which supported scientific literacy in South Africa started after the 

introduction of Curriculum 2005 (C2005) policy in 1998. Many curriculum changes occurred after 

1998 that eventually gave birth to National Curriculum Assessment Policy Statement (NCAPS) [9]. 

NCAPS encourages the development of science process skills, application of scientific knowledge in 

real-life problems and acknowledging the relationship between science, society and technology [9]. 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 418

mailto:johan.jansevanrensburg@up.ac.za


The current study was undertaken at a South African university that hosts a science enrichment 

programme for senior secondary school pupils. The name of the university is not mentioned for the 

sake of anonymity as required by ethical guidelines. The enrichment programme, presented by the 

Faculty of Natural and Agricultural Sciences, uses an inquiry approach in preparing learners in a three 

year programme from grade 10 to 12 in developing better understanding of science. The programme is 

focussed on physics and chemistry. Learners who successfully participate throughout the programme 

receive a full bursary if they enrol for a Bachelor of Science degree at this university, after completing 

grade 12. This paper reports on the first stage of a three year research project which tracks the 

development of NOS understanding amongst a cohort of participants in the enrichment programme. 

The focus of this paper is on exploring the views of NOS amongst learners upon entering the 

programme when in grade 10. The research question addressed in this paper is: How do grade 10 

learners’ views about nature of science relate to contextual factors? In this study the contextual 

factors include: gender, parents‟ level of education, home language, learner performance, and school 

performance. 

2. Literature review

NOS is a dynamic scientific construct without a generally accepted definition. There are still 

disagreements amongst science educators, scientists, philosophers of science, and historians of 

science, regarding the precise meaning of NOS [1, 10]. This study was informed by Lederman‟s [11] 

perception of NOS, which he described as “epistemology of science, science as way of knowing, or 

the values and beliefs inherent to the development of scientific knowledge”. Irrespective of the 

differences among aforementioned scholars with regard to the definition of NOS [19], there is a level 

of consensus on aspects of NOS that should be taught to high school learners [12, 13]. These aspects 

are discussed below.  

The seven aspects of NOS include that scientific knowledge is tentative; empirical; theory-laden; 

subject to imagination and creativity; influenced by social and cultural values; based on observation 

and inferences; and described by scientific theories and laws and developed in the absence of a 

universal scientific method. Individual views of nature of science vary between well informed and 

naïve. The former views include understanding that scientific knowledge is tentative; empirically 

based; subjective; partly the product of human inference, imagination, and creativity; and socially and 

culturally embedded. Other aspects of NOS include the relationship between observations and 

inferences, the relationship between scientific theories and laws and use of variety of scientific 

methods [14]. The latter views include understanding that scientific knowledge is a discovery of an 

objective reality external to human beings; is generated through use of a single universal scientific 

method and that evidence collected through scientific processes will produce reliable knowledge [15] 

which is not affected by social and cultural values [16].  

3. Methodology

The study is located in the interpretivist paradigm [17], using a mixed methods approach. Qualitative 

data were collected using the slightly modified open-ended Views of the Nature of Science (VNOS 

Form C) questionnaire containing eleven questions adapted from Lederman et al [12]. The 

modifications made to the test were mainly to adapt the test to the South African context. The VNOS 

questionnaire has been validated [13], and used regularly in research [18]. The changes made were 

considered minor with no significant effect on the validity of the test. The data were then analysed and 

quantified by scoring responses on a five point linkert scale ranging from naïve to informed views (1 = 

naïve, 2 = partially naïve, 3 = moderate, 4 = partially informed, 5 = informed). These scores were then 

analysed using descriptive statistics. The scores were added to obtain an average score per individual 

and used in further analysis of the data. Descriptions of NOS aspects by [19] were used as a guide 

during the scoring process. 

Purposeful sampling was used, utilizing the entire group of 100 applicants to the university‟s 

science enrichment program. From these, science enrichment programme annually selects a maximum 
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of 50 well performing grade 10 learners to enrol in the programme. For the current paper, the entire 

group of 100 grade 10 applicants acted as the sample. The ethical procedures were followed when 

selecting participants in this study. Permission was granted by the Ethics Committee of the University 

prior to the commencement of this study.  

4. Results

The results from this study are represented in the three graphs shown in Figure 1, 2 and 3. 

4.1 Average score per question 

Figure 1 shows the performance of the students on different VNOS questions, using the 5 point scale. 

The majority of learners scored well on questions 2, 5 and 9 which were addressing VNOS aspects 

that science knowledge is empirically based, that scientific theories are tentative and that social and 

cultural values influence the development of scientific knowledge. 
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Figure 1. Learners‟ VNOS score averages on 

eleven open-ended questions. 

Figure 2. Learners‟ average test scores against 

contextual factors. 

Learners obtained lower scores on questions 3, 4, 7, 10 and 11. These questions targeted the 

following VNOS aspects: learners‟ understanding of that scientific investigations are not always 

following a recipe-based scientific method, but involve observations and inferences to generate 

science knowledge (3, 4 and 11) and learners‟ understanding of scientists‟ application of imagination 

and creativity in the development of scientific knowledge (7 and 10). Finally, learners scored lowest 

on questions 6 and 8 focussing on learners‟ understanding of the difference between a scientific theory 

and a scientific law (6) and learners‟ understanding that science is subjective with opportunity for 

different interpretations (8).   

4.2 Contextual factors 

The average test scores for students from different backgrounds are shown in Figure 2. Students whose 

parents have a tertiary education obtained higher VNOS scores than those of parents without tertiary 

education (p = 0.054). In addition, students who had English as home language scored higher (p = 

0.074) than other students using other languages. Also, the school background showed that VNOS 

scores were higher for the students from schools which had a matric pass rate over 98% (p = 0.30). 

There was no significant correlation (r = –0.04) found between VNOS test scores and Grade 10 marks 

for the group. However, there was a gender effect: Males showed a slight positive correlation between 

test scores and grade 10 marks (r = 0.33), whereas females showed a slight negative correlation (r = –

0.27). After investigating correlation between genders in terms of understanding different aspects of 

the NOS, as determined by a t-test, there was no statistical difference between them (p = 0.95). Figure 

3 shows the average score per gender that students obtained in the VNOS test. It can be seen that in 

different individual questions, there were only small differences between males and females. 

Statistically the most significant differences were observed when asked on their knowledge of the 
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difference between a scientific theory and a law, where males scored marginally better (question 6, p = 

0.16), and the VNOS aspect demonstrating an understanding that scientists use their imagination and 

creativity in the generation of scientific knowledge, where females performed marginally better than 

males (question 7, p = 0.13). 
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Figure 3. Gender differences 

in average scores per question 

5. Discussion and conclusions

This study has demonstrated a noticeable variability in understanding different aspects of NOS. 

Students generally scored well on NOS aspects such as the tentative, empirical, and influence of social 

and cultural values on the generation of scientific knowledge. Previous research shows that many 

teachers and students perceive scientific knowledge as fixed and unchangeable. Additionally, they 

believe that scientific knowledge generated through experiments and technological means only is 

legitimate and reliable [20]. However, learners‟ performance in questions 2, 5 and 9, demonstrates that 

learners in this study are reasonably well informed in three VNOS aspects: empirical, tentative, and 

sociocultural embeddedness. This finding differs from the previous international studies. 

Previous research shows that learners believe that scientific knowledge is tentative and modified in 

the light of new technological discoveries [12]. The history of science indicates the view that science 

knowledge could be changed through evolution and revolution of scientific ideas [21]. Students in this 

study struggled with differentiating between a theory and a law and understanding that different 

conclusions are possible given the same data due to the inherent subjectivity of scientists when 

interpreting data. Many teachers and students do not understand that observations and inferences are 

subjective and theory-laden as they are guided by scientists‟ prior knowledge and experiences of 

current science knowledge which could lead to multiple valid inferences [12]. Instead they believe that 

scientists would make objective observations and inferences of the same natural phenomenon [22]. 

Students also have misconceptions on the use of different scientific methods when generating 

scientific knowledge. This finding is similar to the results of studies conducted in the North of 

America and Australian contexts, where high school students experienced the same difficulties as 

South African learners [5].  

Empirical research has shown that many teachers and students believe that laws are certain and 

proven whereas theories are unproven ideas [21]. Teachers and students also believe that there is a 

hierarchical relationship between theories and laws [23]. They also believe that theories will later 

change into laws depending on the accumulation of supporting evidence [12]. Students should know 

that science involves translation of data into evidence, invention of explanations and theoretical 

models which demand the use of creativity and imagination by scientists [12]. Furthermore, question 8 

assessed learners‟ beliefs on different subjective factors such as theoretical commitments, and 

influence of social and cultural values that affect scientists‟ work. Learners should know that although 

science knowledge is considered to be general and universal, it is influenced by the societal and 

cultural values of the context in which it is generated. Many teachers and students consider science as 

a hunt for the universal truth not influenced by cultural and societal values [20]. Lederman et al [12] 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 421



posited that many learners have a misconception that there is a universal scientific method used by all 

scientists when they conduct scientific investigations. Kuhn [21] asserted that scientists use a mixture 

of different scientific approaches depending on their prior experiences, creativity and imagination and 

current paradigms in their fields of research.  

Regarding contextual factors, it was found that the strongest correlation with learner‟s performance 

in the VNOS test was their parents‟ education, followed by home language and the matric pass rate of 

the school attended. These findings may be attributed to various factors such as the existence of many 

indigenous languages and use of English as a language of learning in the South African context. 

Additionally, majority of parents have low level of education due to poor schooling and segregated 

education system during the apartheid era. Similar findings were reported in a study conducted by 

Dogan and Abd-El-Khalick [24] in Beirut, Lebanon. They investigated the influence of social 

backgrounds on grade 10 Turkish students' and science teachers' conceptions of NOS. Results from 

their study showed that teachers‟ and students‟ views were similar and related to teacher graduate 

degree and geographical region, and student household socioeconomic status (SES), parent education, 

and SES of their city and geographical region. These relationships demonstrated the influence of 

western culture in their understanding about NOS. Similarly it can be argued that the effects observed 

in the current study can be attributed to the influence of western culture on development of scientific 

literacy in South Africa. 

There was no statistical significant difference on average scores between genders. Lederman et al 

[12] posited that understanding of the different features of nature of science is not gender biased. 

Research studies in psychology have shown that there are differences with regard to the cognitive 

skills between boys and girls. One group of research has shown that boys outperform girls on tasks 

relying on spatial orientation and visualisation skills [25]. Many people believe that success in STEM 

(Science, Technology, Engineering and Mathematics) courses is linked to spatial capabilities, but 

research has shown that there is no relationship between STEM and spatial skills [26]. In contrast, 

girls outscore boys on tasks relying on verbal and writing skills, memory and perceptual speed [27]. 

This could be one reason why female learners outperform boys in question 7 which was addressing the 

role of human inference and creativity in science, and the notion that scientific models are not copies 

of reality.  

The results of this study should not be generalized to the entire grade 10 population of South 

Africa. However, results could be generalized within the population of well performing students in the 

city from which the sample was drawn. The reproduction of results would be possible drawing a 

similar sample of learners from city schools and administering the questionnaire. The findings of this 

study especially the students‟ informed views on the tentative nature of science agree with the 

international research. These results may be attributed to the changes that occurred in the education 

system in South Africa after the introduction of C2005 in 1998. However, there are currently still 

many disadvantaged students with poorly educated parents in South Africa. This is a persisting 

consequence of the segregated education system during the apartheid era and which cannot be 

overcome in a short time. The language issue, that is the use of English as a medium of instruction in 

schools also disadvantages learners who speak indigenous languages at home. This language problem 

has no simple solution. Clearly, changes which occur at the political level have an influence at what is 

happening in teaching and learning process in a classroom situation [28]. A follow up study will again 

be conducted with the same group of students after the three year programme to examine the changes 

in their views of NOS due to their involvement in the science enrichment programme. In the next 

study, the relationships between parents‟ level of education and the use of English as a medium of 

instruction on students‟ views of the nature of science will also be investigated. 
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Abstract. Learners‟ difficulty in the application of basic graphs concepts to solve kinematics 

graphs problems contributes to underperformance in physical sciences. Their ability to handle 

problems in kinematics graphs could be enhanced if they have effective conceptual resources 

on graphs. In South Africa, this underperformance could be due to a gap between the GET 

[General Education and Training] and FET [Further Education and Training] band‟s 

requirements on graphs. For this reason this study selected to investigate the conceptual 

resources acquired by grade 10 learners from grade 9 that can be used productively for the 

learning of kinematics graphs in grade 10. The use of mixed method approach was considered 

appropriate for this study. The mixed method depended on a quantitative method 

(questionnaire) to produce precise and measurable data, while a qualitative method (interviews) 

was to enhance the understanding of the data produced by the quantitative method. Patterns 

and trends in learners‟ knowledge and reasoning were probed. The results showed that many 

learners could answer mathematics questions but struggled with similar questions in 

kinematics. From the results it can be deduced that learners‟ conceptual resources can influence 

their understanding of kinematics graphs in physics. These resources are gained from previous 

learning in mathematics and natural sciences.  

1. Introduction

Graphs can be found in many of the natural sciences and physical sciences textbooks used in South 

African schools.It is therefore apparent that learners have opportunities to develop graphical skills that 

include amongst others interpretation of data, drawing of graphs and tables, reading from graphs and 

interpretation of graphs. These skills are important for understanding sciences and analysis of data for 

research purposes and should be understood especially by learners who wish to continue with formal 

education.  

Graphical skills are also essential for everyday life activities since they are commonly found in 

reports, periodicals and journals. In South Africa, grade 9 is the first exit level that serves as a gateway 

to the world. Learners can end their formal education at the end of grade 9 and they should be able to 

use the knowledge gained at this level to fend for themselves. 

The research question is:  What conceptual resources have Grade 10 physical sciences learners 

obtained in the GET band that can be productively used for the learning of kinematics graphs in the 

FET band? 

1
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1.1. Components of graph in the National Curriculum Statement for grade 10 to  grade 12 

Graphs are an inherent component of the natural sciences and physical sciences curricula in South 

Africa. The National Curriculum Statement (NCS) for physical sciences from grades 10 to 12 

considers graphs as an important process skill that contributes to the construction and applications of 

science knowledge [1]. For example, grade 10 learners are expected to seek patterns and trends in data 

and represent them in different forms, including graphs. 

1.2.  Importance of graphs 

Many teachers consider the use of graphs in the laboratory as important for developing understanding 

of topics in physics [2].  The ability to use graphs correctly is an important gate way to produce 

expertise in problem solving in science [3]. Reflecting on the importance of graphs [4] are quoted as 

follows, „‟Line graph construction and interpretation are very important‟‟ becausethey are „‟an integral 

part of experimentation, the heart of science„‟ [5]. On the contrary, 38.3% of the learners that 

participated in the study agreed that graphs are important. 

1.3. Difficulties learners experience in graphs 

According to [3] learners‟ difficulty in application of basic concepts in graphs to solve problems leads 

to difficulty in understanding concepts such as the gradient of kinematics graphs. Their learning 

problems are enhanced if they do not have an effective knowledge base (or resources) on graphs. Most 

learners find graphs, especially line graphs, difficult to draw and interpret [6]. In a study of South 

African physical sciences learners‟ mathematics procedural and conceptual knowledge, [7] found that 

the section on interpretation and application of graphs had the lowest overall performance. This can be 

attributed to the fact that the comprehension of kinematics graphs is influenced by learners‟ prior 

knowledge and familiarity of graph concepts.  

1.4 Learning 

Learning is defined as an act of gaining knowledge [8]. From the constructivist perspective, learning 

involves activities that lead to learners constructing their own theories, by building on their prior 

knowledge [9], [10]. Learners relate well to learning when they are given the opportunity to construct 

their own theories and ideas through constructive scientific activities guided by their prior knowledge. 

That means activities developed from learners‟ existing knowledge can lead to effective learning. 

2. Design and method

A mixed method was used where qualitative and quantitative research strategies were combined and 

applied in the investigation. A questionnaire was used to quantitatively determine the occurrence, and 

determine correlations between mathematics and science questions that deal with the same aspect (e.g. 

gradient understanding and use of scale to draw graphs), amongst 201 grade 10 learners from 7 local 

schools. The questionnaire used was compiled by the researchers. It contained relevant questions from 

existing research questionnaires [1],[11], South African Grade 9 and 10 textbooks and examination 

papers. The validity and reliability of the questionnaire was ensured by content review by researchers 

in the field, a pilot study and statistical calculation of Cronbach Alpha values. The descriptive 

statistics that were used to describe the data were the frequency distribution and mean of the data.  

The questionnaire was followed by interviewing three grade 10 learners to determine the 

conceptual resources and understanding thereof, which was qualitatively analysed. The learner with 

the highest mark, lowest mark and one average were randomly selected. The varying abilities of the 

extremes give a wider range of coverage of   learners‟ conceptual resources and understanding.   

The mixed method (QUAN-qual) used is summarized in the diagram below: 

QUANTITATIVE Qualitative 

Data collection and 

analysis of results 
Followed-up 

Data collection and 

analysis of results 

Figure 1. QUAN-qual 

mixed method used 
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3. Results of empirical study

3.1 Questionnaire results 

The Cronbach‟s alpha coefficient of the questionnaire was above 0.7 after deletion of some items, 

which denotes consistency, reliability and validity of the questions used. These questions can therefore 

be understood in the same way by different populations. 

Table 1 shows the learners‟ responses to the group of basic concepts items from the questionnaire. 

Table 1. Learners‟ response to basic concepts questions 

Grouping-Criteria Description Frequency (N=201) Percentage % 

Basic concepts 

Distance 48 23.9 

Speed 22 10.9 

 Unit for speed 46 22.9 

 Unit for distance 90 44.8 

dependent variable 57 28.4 

independent variable 60 29.9 

Constant variable 23 11.4 

The constant variable was correctly identified in the given problem situation by 23(11.4%) of the 

learners (table 1), while 57(28.4%) could identify the dependent variable and 60(29.9%) the 

independent variable. This result can probably be attributed to the lesser degree of application of these 

terms in grade 9 mathematics and natural sciences. The concepts of distance and speed were explained 

using everyday applications.  For example, definitions such as “how far things are away from each 

other‟‟ and „‟how far you travelled‟‟ for distance. „‟How fast or slow an object moves‟‟ for speed was 

provided as response. Only 48(23.9 %) and 22(10.9%) of the learners were able to give scientifically 

acceptable descriptions of distance and speed respectively. The questions on units of measurement 

were answered much better than the definitions. The unit for speed was given correctly by 46(22.9%) 

of the learners while 90(44.8%) learners could provide the unit of distance. 

The basic concepts needed to learn kinematics graphs seem to be lacking among the learners who 

participated in the study. A total average percentage of 23.9% responded positively by providing the 

expected answers to the questions.  

Table 2 below shows the learners‟ responses to graph-related questions from the questionnaire.  

Table 2. Learners‟ responses to graph-related questions from the questionnaire 

Grouping-Criteria Description Frequency(N=201) Percentage % 

 Graphs Interpreting graphs 44 21.9 

Draw bar graph using correct label & scale. 53 26.4 

Draw line graph using correct label & scale. 44 21.9 

Use of scale 39 19.4 

Draw distance/time graph 32 15.9 

A small number 44(21.9%) correctly interpreted the given graphs. The number 53(26.4%) of the 

respondents demonstrated acceptable skill of drawing bar graphs, however 44(21.9%) demonstrated 

all the skills of drawing line graphs, labelling axis, plotting points and using scale correctly. The use of 

scale was poorly answered, 39(19.4%) of learners from all the schools that participated in the study 
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were able to draw the axis to scale. A total of 32(15.9%) learners demonstrated the skill of drawing a 

distance/time graph from the given data.Drawing of line graphs appeared to be challenge for the 

learners. 

 
Table 3. The mean score of the various groupings 

Groupings-Criteria Number of participants Mean 

Basic concepts 201 24.60 

Graph interpretation–Mathematics 201 39.89 

Graph interpretation-Physics 201 34.92 

Gradient – Physics 201 40.73 

Gradient – Mathematics 201 60.30 

Table 3 refers to the mean score illustrating learners‟ performance. The learners performed better in 

gradient -mathematics than gradient physics with a mean score of 60.30 and 40.73 respectively than in 

graph interpretation-mathematics with a mean score of 39.89. The answers of graph interpretation-

mathematics showed a large variability. A mean value of 39.89, for graph interpretation-mathematics, 

shows that there was a wide variety of responses to the interpretation of the graphs-related questions. 

 

For given intervals learners were asked to state whether the gradient is positive, negative, or zero and 

over 45% were able to provide the accepted answer for each interval for the physics questions. 

However over 70% of the learners were able to interpret the given mathematics graphs correctly. It is 

perhaps due to the lack of exposure to such questions in grade 9 that contributed to fewer learners‟ 

99(49.3%) ability to identify zero gradients.  

3.2Interview results 

All the interviewees agreed that they were taught how to calculate the gradient from a given formula 

and to determine the gradient from graphs in grade 9 mathematics. That was why they were able to 

attempt the gradient related problems. This implies that if emphasis is placed on transfer and 

integration of graph skills from mathematics to physics by the grade 9 mathematics teachers, the gap 

between grade 9 and grade 10could be narrowed. The interviewees confirmed that there is currently a 

huge gap between grade 9 natural sciences and grade 10 physical sciences. 

4. Analysis and Discussions 

4.1 Conceptual resources 

The knowledge and skills obtained in graphs as learners proceed from grade 8 to grade 9 will be built 

upon in grade 10. The concepts and terms related to graphs that were acquired in grade 9 should serve 

as conceptual resources in learning kinematics graphs in grade 10. 

4.1.1. Basic concepts: The findings revealed that the learners had difficulties with the basic kinematics 

concepts, for instance only 15.9% of the participants could draw the graph (distance/time) from given 

data. On the average, 33.2% could distinguish between speed and distance. The difficulty in 

differentiating between related concepts such as distance and speed remains a challenge.Molefe stated 

that one of the most common and a critical problem in physics education is the failure to differentiate 

between various kinematical quantities [12]. This   was found to be true for this study. For example, 

only 26.4% and 22.9% of the respondents could write the correct unit for speed and distance 

respectively. They used everyday life descriptions for speed and distance instead of giving the 

scientific definitions. 
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4.1.2. Drawing and interpretation of graph: [2] found that most of the graphs in his study were not 

drawn to scale. Very few (19.4%) participants could draw the x and y axis to scale. This can be 

attributed to inadequate practice in grade 9. Interpretation of graphs can be a resource for learning 

kinematics graphs if the skills are properly mastered and correctly applied in grade 9. The educator 

should also ensure that the learners transfer their resources to new contexts such as kinematics graphs. 

If learners can interpret graphs and calculate the gradients then they have the needed resources to 

interpret and solve kinematics graphs problems. 

The analysis of the quantitative and interview  data indicate a lower percentage of learners‟ ability to 

interpret the kinematics graphs and this is in line with Beichner results where only 39% of the 

participants were able to provide the correct description for given kinematics graphs [1]. 

4.1.3. Gradient: The conceptual resource, gradient of graphs, was taught in grade 9 mathematics. The 

calculation of gradient, determination of gradient from a graph and drawing a graph are resources 

related to kinematics graphs that learners should have acquired in grade 9. These concepts are 

appropriately included in the grade 9 mathematics textbooks used by the participants of this study 

[14]. Calculation of gradient should have been taught intensively in grade 9 mathematics classes. This 

seems to be reflected in the results of the quantitative analysis, according to which more than 70% of 

the learners were able to distinguish between positive and negative gradients. The learners did not use 

the same concept in solving similar problems on gradients in physics. However, the interview results 

indicated that they do not have a good understanding of the concept of gradient. The reasoning given 

by the learners was not scientifically correct, e.g. “the line is longer therefore it‟s a positive gradient”. 

With reference to the question asked they should have referred to the definition of gradient in terms of 

the ratio of changes in displacement and time or (∆y/∆x). Learners explained positive gradients as 

increase in gradient but did not apply their concept scientifically to solve problems related to gradient. 

Analysis of the results revealed that learners struggled the most in the items concerning the following: 

 Understanding and identifying variables.

 Identification of zero gradients.

 Interpretation of the point of intersection of line graphs.

 Differentiation between position and speed. 

 Interpretation of kinematics graphs. 

 Scaling.



5. Summary and discussion of findings

Based on the arguments from paragraph 1.4 on learning, one can deduce that having pre-knowledge 

about a topic, or possessing conceptual resources should contribute towards effective learning. 

Therefore the poor performance in kinematics graphs can be attributed to the fact that learners do not 

have all the necessary conceptual resources to learn kinematics graphs in the FET phase which include 

physics concepts and mathematics skills. 

Conceptual resources 

The conceptual resources that the grade 10 participants have for effective learning of kinematics 

graphs as obtained from the analysis of the results of the study are: 

 Gradient: Calculating gradient.

 Deducing information from a graph: Identifying positive and negative slopes.

 Identifying trends: Decrease, increase, remains the same.

 Drawing graph: Plotting points. Table to graph conversion.

 Units: The units of basic kinematics physical quantities.
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6. Conclusion

In conclusion the grade 10 learners who participated in the study do not have adequate conceptual 

resources (prior knowledge) to solve kinematics graph problems. Their resources are not coherent, i.e. 

learners do not apply knowledge consistently in different problems. 

7. Recommendation

In grade 9 the science teachers should teach the basics of graphs required by the curriculum. Learners 

should be guided to draw graphs correctly and completely, e.g. with the appropriate scales, axes labels 

and graph headings.  

They should also know how to calculate the gradient of a line graph and the area under a graph. They 

can then attach meaning to the gradients and areas of line graphs easily in grade 10 physical sciences. 

This can contribute to a smooth transition from grade 9 to grade 10. 

The grade 10 science teachers must ensure the learners have the resources, the understanding, and the 

ability to transfer and connect grade 9 mathematics skills in grade 10.   

On the other hand the grade 9 mathematics teachers must ensure proper understanding of gradient, 

variables, transfer and integration of mathematics skills in science. 
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Abstract. We report on a study with 60 first year physics students in which we made contextual 
changes to an “open circuit” in order to measure the effect of such changes to student’s responses. The 
8 question instrument that we designed included representational, linguistic and (circuit) elemental 
variations. Our findings indicate that while the changes might appear trivial to an expert they 
significantly affect the way in which students respond.  

1. Introduction
 The general experience of teachers and lecturers is that students have difficulties in dealing with basic 
resistive DC circuits. Many studies have been carried out to probe the nature of these difficulties [1] 
and a number of interesting teaching approaches have been proposed in response to the research 
findings. However, it is clear that no single approach has been able to solve all the difficulties [2]. 
One reason for this may be that both the studies and the proposed solutions are not directed at a fine 
enough “cognitive grain size” to effect conceptual change [3].  For example, it is common to find (a) 
studies of student understanding and (b) teaching approaches in which the brightness of light bulb is 
used as a proxy for current. In doing so there is an underlying tacit assumption that is consistent with 
the classic “misconceptions” perspective, namely that students have unitary, static, prior conceptions 
in place. However, as described in [3] this is to be contrasted with the “Knowledge in Pieces” 
framework in which concepts arise more dynamically from smaller cognitive elements that come 
together in the moment. Key to this process is the triggering role of context. While the ambit of 
context is complex the present study confines itself to issues of contextual differences at the level of 
the circuit itself. In particular we probed the response of students to situations in which seemingly 
small representational, linguistic and circuit element changes are made, which from an expert point of 
view should have no bearing on the physics at hand. 

2. Methodology
From a broad range of possibilities we honed in on the areas of question listed below and used these to 
construct a research instrument that required students’ written responses. (a) To what extent does 
changing a resistor for a light bulb or a heating element affect student response? (b) To what extent 
does drawing the same circuit vertically or horizontally affects student response? (c) To what extent 
does the phrase “charge flow” elicit the same response as the term “current”? 

2.1.  Research Instrument 
A series of questions based on an open circuit was developed in which three circuit elements were 
interchanged with each other, namely, a resistor, a light bulb and a heater. These circuit elements were 
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connected with a single wire to one end of a battery in either a horizontal or vertical configuration. 
The terms “charge flow”, “current” and “heat up” (or “light up”) were interchanged in the text for 
identical circuits. Thus, we developed a question bank of 120 questions that spanned the “question 
space” in a systematic manner. For the purposes of the present study 8 questions were selected as 
shown in the table 1 below. (Sample question is given in figure 1). The table is arranged so as to 
facilitate comparison both across the rows and down the columns.  

Table 1: The eight questions used in the probe. In the horizontal rows the words are being changed 
and in the vertical columns the elements are being changed. 

Q 1 

“will the bulb light up” 

Q 2 

“will charge flow in the bulb” 

Q 3 

“will there be current in the Bulb” 

Q 4 

“will the heater heatup” 

Q 5 

 
 

“will charge flow in the heater” 

Q 6 

“will there be current in the heater”  

Q 7 

“will charge flow in the resistor” 

Q 8 

“will there be current in the resistor” 

The pattern of contextual differences between questions across the rows and the columns can be 
summarized as follows. With regard to the rows, Row 1 shows 3 questions each consisting of identical 
scenarios. Each scenario shows two variations of the same circuit, one orientated vertically the other 
horizontally, comprising one end of a battery connected to a light bulb with a single wire. In the 
vertical cases the battery is connected to the bottom of the bulb while in the horizontal cases the 
battery is connected to the side of the bulb. The key variation in each question is the wording of the 
accompanying text as indicated. Row 2 shows what are essentially the same circuits as in Row 1 but 
with the bulbs replaced by heaters. In the vertical cases the battery is connected to the bottom of the 
heater while in the horizontal cases the battery is connected to the top of the heater. The key variation 
across the row again lies in the text as indicated. Row 3 shows 2 questions each consisting of identical 
scenarios. Each scenario shows the same circuit configuration but orientated either vertically or 
horizontally in which one end of a battery is connected to a resistor with a single wire. In both vertical 
and horizontal cases the battery is connected to the bottom of the resistor. The key variation in each 

A

A B 

B
A A B 

B
A A B 

B
A 

B 

A 

B 

A 

B 

A 

A 

B 

A 

B 
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question is the text as indicated. The reason for no scenario being depicted in column 1 is that there is 
no text that is equivalent to “light up” or “heat up” in the case of the resistor. 

If we consider the columns, Column 1 shows 2 scenarios in which the bulb is changed to a heater 
and the text “light up” is changed to “heat up”, respectively.  In addition the point of connection (in 
the horizontal circuit) to the circuit element is varied from middle (bulb) to top (heater). Column 2 
shows 3 scenarios in which the text “is there charge flow” is the same in each case but the circuit 
element (bulb, heater, resistor) changes. In addition the point of connection to the circuit element is 
varied (middle-bulb, top-heater, bottom-resistor). Column 3 shows 3 scenarios in which the text “is 
there current” is the same in each case but the circuit element changes (bulb, heater, resistor). In 
addition the point of connection to the circuit element is varied (bulb-middle, heater-top, resistor-
bottom).  

Each question was presented as a situation involving a discussion among a group of students who 
are posited to be setting up a circuit. A number of different points of view are articulated by the 
students and offered as options for which (a) a particular option has to be made and (b) the reason for 
the option has to be provided in detail. In total five options were presented of which the fifth allowed 
for ideas that were not offered. The response options were presented in a manner that the correct 
answer was not the same number (1-5) for each question. Figure 1 shows an example of a question in 
detail.  

2.2 Sample 
The sample consisted of 60 first year degree students in the extended programs in various courses in the 
science faculty and was doing Physics1.  All these students passed physical science in Grade 12 but they 
had not received any formal instruction on DC circuits at the university.  The majority of the students were 
from rural schools, aged about 18 years, and for whom English is a second or third language. These 
students are the first group of students who passed matric in 2008 having followed the new Outcomes 
Based Education curriculum. 

One student connects a light bulb to a battery as shown in figure A.  Another student connects the light bulb to a battery as 

shown in the figure B.  The following discussion takes place among the students.  

Student 1 says “The bulb in figure A will light up but not the bulb in figure B!” 

Student 2 says “No! The bulb in figure B will light up but not the bulb in figure A” 

Student 3 says “I disagree! Both bulbs will light up!”        

Student 4 says “No! None of the bulbs will light up!” 

Student 5 says “I have another idea which I will explain to you!” 

With whom do you most closely agree? Circle only one of 1, 2, 3, 4 or 5. 
1 

2 

3 

4 

5 

Explain the reasons for your choice in detail below. 

………………………………………………………………………………………………………………………………... 

Figure 1: Question format. 

B 
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2.3 Presentation of the instrument 
The questionnaire was presented to the students during a physics practical afternoon session.  Students 
were informed that “we are developing a new curriculum for the 1st years; hence we want to know 
your basic knowledge in electricity, so that we can develop a suitable curriculum for you. So please 
answer these questions as sincerely as possible so that we can help you to prepare for your exam”. Of 
the 60 students, Six completed the questionnaire in five minutes while others took more than twenty 
minutes to complete the questionnaire.   

3. Results
Analysis of the data comprised three phases. In the first phase only the numerical choices were 
analysed while the second phase considered the free response writing and the third is interview. 
Results from the data in which only the numerical choice was analysed are summarised in table 2. The 
four different options given in the questions are symbolically represented in the table.  The square 

represents option 1: (element in circuit A will activate), the rhombus represents option 
2: (element in circuit B will activate), the triangle represents option 3: (elements in circuits A & 
B will activate) and the closed circle represents option 4: the correct answer in that “none of the 
circuits will activate”, since all the circuits are open. Each of the 60 rows in table 2 represents the 8 
answers of a particular student.  

From the table 2 it can be seen that only 15% of the sample (the first 9 rows of filled circles) chose 
the correct answers for all 8 questions. In the remaining cases answers can be seen to be changing 
from one question to another. We then analysed the different types of reasoning used by each student 
in answering the 8 questions. A number of different lines of enquiry ensued from these results of 
which we present the following one. Respondents were grouped on the basis of the number of reasons 
used to explain their answers to the 8 questions. The results were as follows: 12 students used one 
reason to answer all the 8 questions, 16 students used two reasons, 13 used 3 reasons, 10 used 4 
reasons, 6 used 5 reasons and 3 used 6 reasons. The situation is summarised in the bar graph shown in 
figure 2 where each bar represents the number of students in each group with the number of different 
reasons cited per individual student. 

4. Discussion
In general students who used more than one explanation did not get all the answers correct. Of the 12 
students who used only one reason, 9 of them answered all the 8 questions correctly.  Eight students of 
these 9 students who based their reasoning on only one concept appeared to consider the circuit as a 
whole as the unit of reasoning, using the following words (verbatim) 

1. Incomplete circuit.
2. Both positive and negative should be connected.
3. Only one end of the battery is connected.
4. No circuit.
5. No closed circuit.
6. Open circuit.

Thus, only students who explicitly or implicitly used “circuit” reasoning got all 8 questions correct 
i.e. circuit reasoning provided a productive foothold for dealing with all the situations (light bulb, 
heating element, resistor, charge flow, current, light up and heat up). In all the other cases where 
specific features of the context were used as the primary foothold the resulting reasoning ended up 
with an incorrect conclusion. 
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Table 2: The eight columns represents the eight 
answers and each row represents the answers of 

each student. 
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In keeping with the “Knowledge in Pieces” framework, individual student reasoning about circuits 
depended strongly on contextual cues provided by the type of circuit elements, the words used and 
point of connection to the light bulb i.e. bottom or side. A number of curious conceptions also surfaced 
amongst the reasons provided. For example, regarding resistors, ideas included that a resistor is a 
device that is used to connect different elements in the circuit, to notions that the resistor stores 
electricity or is used to stop current. It is possible that students are engaged in local sense-making (and 
there is anecdotal evidence to suggest this) but direct interviews will be necessary to probe these 
aspects further. A key point of interest that also requires further elaboration is to try and understand 
which contextual features trigger starting points for reasoning. This will almost certainly influence the 
design of future teaching approaches. 

However, it is already suggestive from the present results that any curriculum for teaching circuits 
will need to address prior experience in a manner that turns it into a productive cognitive resource. 
What seems to be clear at this stage is that the use of light bulbs in both the teaching of DC circuits 
and probing student understanding requires closer scrutiny. 
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Abstract. This research explored mentoring in terms of the dynamics and tensions 
associated with the interaction between a ‘keystone species’ and a novice teacher 
within communities of practice using a case study method underpinned by  the 
Cultural Historical Activity Theory (CHAT). A primary constraint in the 
implementation of curriculum reform has been the lack of professional development 
for teachers. Insights into the nature of the mentoring relationship between Physical 
Sciences teachers revealed distinctive tensions and contradictions in terms of the 
activity system. The benefits of mentoring relationship suggest that teacher 
professional development could receive a major boost if the Department of Basic 
Education more overtly encouraged mentorship relationships between teachers. 

1. Introduction

Large-scale research in South Africa reveals that despite significant reform in science education in 
this country there is little to suggest that the quality of science education has improved. For instance, 
the Trends in International Mathematics and Science Studies (TIMSS) repeated over the  years 
revealed that the performance of South African learners in mathematics and science was very poor 
compared to other developing countries [1,2,3,4,5]. A primary constraint in the implementation of the 
National Curriculum Statement (NCS) has arguably been the lack of professional development for 
teachers [6] in response to curriculum reforms. Teachers in South Africa feel overwhelmed by the 
challenges presented by the reforms in the Physical Sciences curriculum. Research has pointed to 
teachers lacking confidence in teaching topics in the new curriculum [7,8,9] and teachers lacking in 
competence in implementing meaningful learner-centred scientific investigations [10,11]. 
Furthermore, teachers’ lack of pedagogical content knowledge (PCK) may limit their ability to 
facilitate meaningful learning [12,13]. 

It is against this background that our study sought to explore how mentoring can be exploited as a 
means by which a teacher facing challenges in teaching Physical Sciences in secondary schools in 
South Africa could be support from a skilled and experienced colleague (“keystone species”). 
Mentoring has increased in popularity as a way by which a teacher experiencing some weakness in 
his/her practice receives support from a skilled and experienced colleague [14]. A review of literature 
on mentoring in the field of teacher education reveals that it involves complex personal interactions 
conducted under different circumstances in different schools in which it cannot be rigidly defined 
[15]. In this research we invoked the theoretical lens of Cultural-Historical Activity Theory (CHAT) 
in trying to unpack the tensions and dynamics in the experiences of two physical sciences teachers 
involved in a mentor-mentee relationship. 

2. CHAT as a theoretical framework

Activity Theory is a socio-cultural and historical lens through which human activity systems can be 
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holistically analyzed [16,17]. Activity Theory is thus a framework for understanding the totality of 
human activity in context [18].This theory invokes premises of Vygotskian socio-cultural theory 
[19,20,21], namely, that learning takes place in a social and cognitive space known in Vygotskian 
parlance as the “zone of proximal development.” Such a perspective sees learning as a mediated 
process in which not only subject content is learned, but in which the relationships of mediation are 
crucial [22,23,24]. Suffice to indicate that CHAT has extensively been utilized as a key framework in 
computer science for analysing human computer interfaces [25,26]. We use this theory to explore the 
social dynamics and tensions of teachers engaged in a mentoring relationship within a community of 
practice. Accordingly, the following research question was formulated: 

How can CHAT reveal the tensions and dynamics of the mentoring experiences of physical sciences 
teachers within a school educational setting? 

The basic elements of an activity include subject, object, tools, community, rules, and division of 
labor [27]. All of the elements influence the others and are influenced by social, cultural,  and 
historical factors, such as background knowledge, personal bias, availability of tools, and other 
factors. Tools in this research included the national curriculum policy document, namely the National 
Curriculum Statement (NCS). The policies of a district (cluster) and the relevant school on 
professional development are also tools since the activity system in this research study focuses on 
professional development through mentoring. The subject is the Physical Sciences teacher and the 
concomitant professional development. The object refers to the effective development of the teacher 
by means of mentoring support within the community of practice. 

Rules refer to the guidelines of the NCS, but also the rules of the school in which the teacher operates. 
In particular the rules can be the “rules of engagement” of teachers with their line managers (subject 
heads or HODs). The community refers to the school (or ecology of practice) in which the teacher 
works, and the symbiosis between teachers, learners, parents and institutions. Division of labour in 
the context of this study refers to the roles of the teachers who participate in this study. Figure 1 
below shows an activity system adapted for this research study. 

Tools 

NCS prescribed 

outcomes, Physical Sciences 

National Curriculum Statement, 

relevant policy documents, 

teacher professional 

development policies, 

workshops, cluster meetings 

Understanding 

Subject 

Physical 
Sciences teachers 

Activity 
Object 

Professional 

Meaning 

Outcome 

Effective 
development through 
nurturing mentoring 
relationships in the 
community of practice 

implementation of 
the NCS 

Rules 

NCS guidelines, rules of 
engagement 

Community 

Teachers, subject 
advisor, HoD, parents 

Division of Labour 

Roles of teachers. Teacher’s 
roles are (a) to teach, and (b) 
lifelong learning (professional 
development). 

Figure 1:  An activity system adapted for the research study 
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3. Research design and methodology

The research adopted a case study design that was used to gain an in-depth understanding of the 
situation. The research was conducted at a city school. The school was purposefully selected as it 
depicted a case where Physical Sciences teachers were involved in a mentoring relationship. The 
location of the school was convenient as it was accessible to us in terms of travelling distance. The 
research extended over a period of three months. Data collected from the interviews and classroom 
observations were analysed qualitatively. The interviews with teachers were transcribed verbatim. 
Written notes were also taken for lessons observed. The other data for qualitative analysis were the 
comments made by teachers on the questionnaires. Data were coded using the Atlas.ti computer 
programme. With regard to this study, we were particularly guided in this process by the Cultural 
Historical Activity Theory grounded in the Vygotskian tradition as the underlying theoretical 
framework. The related codes were then grouped into categories. The ensuing categories were then 
named inductively using the data as a guide in deciding what a category should be called. The patterns 
within the categories then led to the formulation of themes. These themes were then related to the 
elements within the activity system. 

We sought to establish reliability in this process of coding and grouping codes into families by 
conferring with two researchers in science education. Due to the large volume of interview transcripts 
it was not feasible to ask them to go through the entire process as I had done so. I therefore randomly 
chose a transcription of one interview, which was analyzed using the same software. There was an 
82% agreement amongst the three of us in this process of data analysis. 

3.1 The school 

Whale High School is a city school that is located in central Johannesburg, South Africa, and is 
described as a former model C school. In the Apartheid education system a model C school was 
designated for white children. The school is now racially integrated, with many Black children 
travelling from a neighbouring Black township. The school now has approximately 80% Black 
learners with the rest of the school population comprised of Coloured, White and Indian children. The 
school is adequately resourced for science with two laboratories that are being used. The school has 
995 students. The pass rate for the Grade 12 national exit examination in the previous year was 83%. 
The school fee was R5000, with a 65% collection rate. The teachers were all employed by the state. 
The average class size is 35. 

3.2 The teachers 

Mr Ndlovu has 15 years’ experience teaching Physical Sciences. He is very well qualified and has a 
Bachelor of Science degree with mathematics and physics as his majors. He also has a Higher 
Diploma in Education. He is the subject head in Physical Sciences at the school. He teaches grade 11 
and grade 12 Physical Sciences. The principal of the school described him as “a master educator who 
is an inspiration to all teachers”. Mr Ndlovu appears to hold a social constructivist view of learning as 
he believes that “learners develop their knowledge by working socially with the teacher guiding 
them”. The learners in his class have consistently produced excellent results. In the previous matric 
examination, five learners had a distinction in Physical Sciences, and all learners had achieved a mark 
in excess of 50%. His expertise in the subject has also been recognised by his subject advisor who has 
asked him to act as an examiner for a district examination in Physical Sciences. He stated that despite 
the enormous challenges posed by the new curriculum he had adapted to it with ease. He explained 
that he had always subscribed to a teaching approach where learners were “centre stage” and he 
would design his activities around them.  Mr Ndlovu therefore has all the credentials to be considered 
a “keystone species” in his profession. Mr Ndlovu acted as a mentor to a novice teacher, Mr Ngidi. 
Mr Ngidi had graduated the previous year from a university with a Bachelor of Education degree. His 
specialist teaching subjects are Physical Sciences and Mathematics. He teaches grade 9 Natural 
Sciences and grade 10 Physical Sciences. 
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4. Discussion of findings

Insights into the nature of the mentoring relationship between Physical Sciences teachers in this 
inquiry revealed distinctive tensions and contradictions in terms of the activity system. In the activity 
system the object is the professional development of the novice teacher and the subject is the vastly 
experienced teacher providing mentorship. The achievement of the outcome, which is the effective 
implementation of the National Curriculum Statement was complicated by several factors which can 
be described in terms of the elements of the activity system. Workshops and cluster  meetings 
organised by the Department of Basic Education were largely ineffective in addressing the 
professional development needs of the novice teacher. However, the mentor provided much needed 
scaffolding which benefited the novice teacher to a considerable extent. The critical tension that 
emerged in this regard is that crucial elements such as workshops and cluster meetings were largely 
not responsive to the effective implementation of the National Curriculum Statement. In essence, 
workshops and cluster meetings as vital tools served a minimal purpose in providing meaningful 
professional development opportunities for teachers in order to enhance their practice. The 
concomitant consequence was that teachers’ creativity was essentially stifled thus limiting their 
capacity to become reflective practitioners in their profession. 

The absence of the subject advisor in the professional life of the novice teacher appeared to be 
detrimental to his professional development aspirations. The subject advisor appeared to be the weak 
or missing link in this professional development process and this renders the existing community, a 
pseudo-community of practice. This is a key area of concern that must be addressed by the 
Department of Basic Education in order to facilitate meaningful professional development of novice 
Physical Sciences teachers in particular. This crucial step has the potential to eventually engender 
dynamic, innovative and well-functioning communities of practice. The onus is on the Department of 
Basic Education to provide meaningful professional development opportunities through subject 
facilitators. The study also recognised the potential of CHAT in affording a holistic and analytical 
description of the mentor-mentee relationship in the professional development of teachers. This 
unharnessed potential ought to be brought to full fruition through critical understanding and 
interpretation of complex dynamic activity systems affecting meaningful professional development of 
teachers guided by firmly established and coherent analytical frameworks. 

5. Conclusion

The significant reforms associated with the implementation of the South African Physical Sciences 
curriculum frustrated teachers’ efforts in implementing the curriculum effectively. The two critical 
areas of reform have been in the content of the curriculum and an investigative approach to practical 
work. Teachers largely endorsed these reforms but their efforts at implementing such reforms have 
been compromised due to their lack of competence and experience in this regard. Clearly, the 
expectations of teachers have grown more complex and demanding. The In Service Educational 
Training (INSET) from the department of education by way of the one-shot workshops has been 
ineffective in developing teachers. The mentoring relationship explored in this inquiry showed that 
mentoring does hold promise as a form of professional support for developing teachers by keystone 
species in the profession. 
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Abstract. Classroom inquiry and reflective activities are central to the improvement 
of the effectiveness of teaching practices. To this end, the investigation of aspects of 
teaching and learning in various educational settings is of paramount significance in 
order to provide insightful elucidation into the nature of teaching-learning 
environments. As part of this inquiry, the Experiences of Teaching and Learning 
Questionnaire was administered to first year university physics students at the 
University of Johannesburg in a bid to unearth their perceptions of the teaching- 
learning environment using the Teaching and Learning Research Programme’s 
framework for analysis as the underlying conceptual framework. The Experiences of 
Teaching and Learning Questionnaire has been produced under the auspices of the 
Enhancing Teaching-Learning Environments in Undergraduate Courses Project in the 
United Kingdom. Critical interrogation of responses provided valuable insights into 
students’ perceived nature of the teaching-learning environment forming an integral 
part of their academic training. In particular, students’ pedagogic learning orientation 
appeared to hinge on the approaches they use as well as the extent to which they are 
well-organised in their study methods, use their time efficiently, and put concentrated 
effort into their work. 

1. Introduction

A critical reflection on ways to enhance the teaching-learning environments is a crucial imperative for 
higher education institutions in their quest for human capital development. This imperative has direct 
bearing on students’ existing knowledge and characteristics, students’ approaches to learning and 
studying, students’ perceptions of the teaching-learning environments as well as the quality  of 
learning achieved. Students’ approaches to learning and studying are premised on five distinct aspects 
in the form of deep approach, surface approach, monitoring studying, organised studying and effort 
management [1]. 

In terms of theoretical clarity, a deep approach indicates the intention to understand for oneself, 
backed up by processes of learning that involve relating ideas and use of evidence while surface 
approach indicates the intention to cope minimally with course requirements relying mainly on 
routine memorisation and procedural working [1]. Monitoring studying refers to the ability to stand 
back from one’s learning and studying and reflect on how it affects academic progress [1]. Organised 
studying indicates how well students systematise their work on required tasks and manage their time 
effectively with effort management referring to the extent to which effort is well directed and 
concentration is maintained [1]. Key aspects which serve to characterise students’ perceptions of the 
teaching-learning environments include aims, organisation and alignment; encouraging learning; 
assessment, assignments and feedback; supportive climate as well as evoking and showing evidence 
[1]. 
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As part of this inquiry, the Experiences of Teaching and Learning Questionnaire (ETLQ) was 
administered to first year university physics students in a bid to unearth their perceptions of the 
teaching-learning environment using the Teaching and Learning Research Programme’s framework 
for analysis as the underlying conceptual framework. The Experiences of Teaching and Learning 
Questionnaire has been produced under the auspices of the Enhancing Teaching-Learning 
Environments in Undergraduate Courses Project in the United Kingdom [2]. 

2. Teaching-learning environments

The manner in which teaching-learning environments are structured should ideally provide 
meaningful opportunities for the maximisation of students’ academic experience. The influence of 
factors such as the nature of teaching, assessment and powerful learning environments [3] has widely 
been explored in various studies. It has been established that constructivist theories of learning 
provide a rich array of experiences which could arguably facilitate the development of students’ 
conceptual understanding [4]. Emphasis has also been placed on the provision of authentic learning 
tasks which mirror experiences in the real world [5]. 

At another pragmatic level, there has been discourse about the nature of teaching-learning 
environments which encourage and support high-quality learning [6]. In this regard, it has been 
established that differing approaches to teaching affect approaches to studying [7] and good teaching 
encourages engagement and reflection through which conceptual understanding develops [8]. 
Research efforts in this regard have been augmented by the development of various conceptual 
frameworks [9]. In essence, these conceptual frameworks primarily served to indicate how students’ 
pre-existing abilities and skills, in interaction with the teaching and departmental context they 
experience, influence their ways of learning and studying as well as the quality of their learning 
outcomes. In addition, the ways in which particular groups of academics organise their professional 
lives are intimately related to the intellectual tasks on which they are engaged [10] and teaching 
practices are mediated by the educational ideologies and the conceptions of teaching held by 
individual academics [11]. 

3. Conceptual framework

This inquiry is underpinned by the Teaching and Learning Research Programme’s framework for 
analysis [12] shown in Figure 1 below as the underlying conceptual framework. This framework 
serves as a conceptual lens through which the interconnectedness of the factors characterising the 
nature of teaching-learning environments is explicated. 

Political, economic and cultural context 

Informal and formal learning contexts 

Learners and learning 
Curriculum and domain 

knowledge Teachers, teaching 
through the lifecourse and training 

Interaction and pedagogy 

Learning outcomes, Educational issues 

International comparisons 

Figure 1: Teaching and Learning Research Programme’s framework for analysis 
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4. Research design and methodology

This inquiry seeks to establish first year university physics students’ perceptions of the teaching- 
learning environment as its primary objective. This was accomplished by administering the 
Experiences of Teaching and Learning Questionnaire (ETLQ) to first year mainstream Electrical 
Engineering (National Diploma Programme) students at the University of Johannesburg (N = 114) as 
part of a survey. For most of the items in the questionnaire, students responded on a 1-5 (5 = high) 
Likert Scale. Subscales were formed by adding together the responses on the items in that subscale. 
Each item was set as a variable and then a subscale total was produced by creating a new variable by 
summing the items. The average score was subsequently calculated for each category. The nature of 
the data obtained necessitated analysis by means of statistical tools. This inquiry is underpinned by 
the Teaching and Learning Research Programme’s framework for analysis as the underlying 
conceptual framework with a view to ensure appropriate epistemological coherence and premised on 
the following research question: 

What are first year university physics students’ perceptions of the teaching-learning environment? 

5. Findings

Table 1 below provides average values reflecting students’ perceptions in terms of the various 
constructs which underpin learning and studying. 

Table 1: Average values reflecting students’ perceptions in terms of the various 
constructs which underpin learning and studying 

Constructs Key underlying aspects Score 

Deep approach Intention to understand for oneself 6.7 
Relating ideas (including constructivist learning) 7.6 
Use of evidence 7.4 

Surface approach Memorising without understanding 3.0 
Unreflective studying 2.5 
Fragmented knowledge 3.1 
Unthinking acceptance 3.0 

Monitoring studying Monitoring understanding 7.5 
Monitoring generic skills 6.5 

Organised studying Organised studying 3.4 

and effort management Time management 3.2 
Effort 4.1 
Concentration 3.3 
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In terms of the scores, students appeared to experience difficulties with organised studying, time 
management, effort as well as concentration which are vital ingredients for academic success. Table 2 
below depicts average values in terms of students’ perceptions of the teaching-learning environment. 
While students’ perceptions of the teaching-learning environment appeared to be largely positive in 
terms of the constructs specified, it was felt that the teaching-learning environment provided limited 
opportunities for autonomy (choice) and indulgence in broad general discussions (doubtful 
generality). In addition, the students were particularly pleased with aspects such as encouragement of 
high-quality learning, clarity and feedback about assessment, assessment for understanding, staff 
enthusiasm and support, as well as interest, enjoyment and relevance associated with the teaching- 
learning environment. 

Table 2: Average values in terms of students’ perceptions of the teaching-learning 
environment 

Construct Score 

Organisation, structure and content 10.3 

Alignment 10.9 

Integration of teaching and learning materials 10.4 

Choice 6.1 

Encouraging high-quality learning 16.5 

Clarity and feedback about assessment 18.3 

Assessment for understanding 14.6 

Staff enthusiasm and support 12.8 

Support from other students 10.1 

Interest, enjoyment and relevance 17.2 

Doubtful generality or not easy to place 8.8 

As reflected in Table 3 below, students’ perceptions of the teaching-learning environment in terms of 
the cognitive demands made by the learning unit appeared to paint an optimistic picture as it was felt 
that meaningful opportunities for the acquisition of knowledge and subject-based skills were 
provided. 
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Table 3: Average values in terms of the demands made by the learning unit 

Construct Score 

Acquiring knowledge and subject-based skills 17.2 

Organising and communicating 18.5 

While students’ perceptions of the teaching-learning environment appeared to express a sense of 
appreciation for the opportunities provided for the acquisition of skills, more still needs to be done in 
this regard (Table 4). 

Table 4: Average values in terms of the learning achieved 

Construct Score 

Acquiring knowledge and subject-based skills 9.8 

Organising and communicating 17.3 

6. Discussion

First year at university can have many overly complex ramifications as it may in some instances turn 
out to be a daunting experience for students. It has been established that first year is in several 
respects a more challenging year for students [13]. Within the context of this inquiry, the key 
difference in the way students learn and study appeared to hinge on the approaches they use. The 
other key difference manifested itself in terms of the extent to which students are well-organised in 
their study methods, use their time efficiently, and put concentrated effort into their work. Students’ 
perceptions of the teaching-learning environment in this inquiry have been considered in terms of 
various constructs which are dependent on curriculum dynamics. Awareness of disciplinary norm 
versus the diversity of student intake and the need to bridge the theory-real world divided are strongly 
advocated [13]. In terms of the conceptual framework outlined for this inquiry, the impact of 
contextual factors associated with curriculum change such as departmental context, institutional 
culture and history and policy environment characterising the teaching-learning environment ought to 
be quantified given the fact that the academic personnel may be operating under conditions of 
considerable pressure and increasing workloads [13]. The teaching-learning environment  in  this 
regard is essentially viewed as occurring within a formal and cultural learning context. The dynamics 
associated with the teaching-learning environment under consideration are encapsulated in the 
adapted conceptual framework as illustrated in Figure 2 below. 
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Formal learning and cultural context 

Teaching-learning environment within a formal learning and cultural context 

Mentors, 
intellectual tasks 

Students learning as 

community of 

practice 

Curriculum and domain knowledge 

Inquiry-orientated curriculum 

Constructivist theories 

Interaction and pedagogy 

Ways of thinking and practising 

Information technology 

Laptops, Ipads, Tablets 

Assessment and learning 

Assessment practices 

Logistical and resource constraints 

Learning outcomes 

Academic performance of students 

Figure 2: Adapted conceptual framework reflecting dynamics associated with 
the teaching-learning environment 

7. Conclusion

There is an insatiable need to explore the nature of teaching-learning environments in more creative 
and meaningful ways in order to engender rational discourse about the interwoven factors afflicting 
the teaching-learning process. Students’ perceptions of teaching-learning environments would 
hopefully serve to harness and enrich the relevant rational discourse in view of the fact that students’ 
pedagogic learning orientation appeared to hinge on the approaches they use within the context of this 
inquiry. Within the context of this inquiry, students’ pedagogic learning orientation appeared to hinge 
on the approaches they use as well as the extent to which they are well-organised in their study 
methods, use their time efficiently, and put concentrated effort into their work. 
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Abstract. This paper reports findings on the perceptions of South African Physical 
Sciences teachers on lesson planning. Significant changes to the school science 
curriculum appear to put considerable pressure on teachers to revisit how they plan lessons. 
We adopted a mixed method approach in collecting and analysing data from a large-scale 
survey of teachers through a structured questionnaire, and followed this with interviews with 
10 teachers in seeking more in-depth explanations of the findings which emerged from the 
survey. The study revealed that when feasible, teachers work collaboratively in a 
community of practice when planning lessons. Apart from reducing the planning time, 
this  strategy also leads to creative and innovative ideas that are shared. This is especially 
the case when teaching topics that are new in the curriculum and also lessons that are 
inquiry-based. Teachers also believe that writing a lesson plan does have pedagogical value 
because it serves as a support mechanism in planning deliberately for difficulties they 
encounter in addressing curriculum implementation challenges. The lesson plan therefore 
supports teachers in their role as reflective practitioners. 

1. Introduction

The democratic breakthrough in 1994 in South Africa resulted in the need to transform the education 
landscape. A key goal in transforming the Apartheid education system was the need to provide quality 
education for all racial groups [1]. The new democratic South African government sought to develop and 
enact policies that sought to enhance the quality of school science education that was traditionally 
characterised by inequity. In particular, curriculum reform in Physical Sciences education was driven by the 
view that the previous curriculum during the Apartheid era was both inaccessible and irrelevant to historically 
disadvantaged black learners. In an attempt to address the above concerns and also the imbalances in the 
education system, an outcomes-based curriculum was introduced in 1998. This curriculum advocates a 
learner-centred and activity-based approach to education [2].  This development signalled a significant 
paradigm shift in the manner in which the learner was portrayed as the previous curriculum was 
characterised by learner passivity and teacher-directedness. 

In relation to Physical Sciences, curriculum planners were tasked with developing a curriculum with content 
that would be meaningful, accessible and relevant to all learners. This resulted in restructuring of the existing 
content and the addition of new topics. The planners were also faced with the demand of producing a 
curriculum which is more representative of the basic tenets of the nature of science such as the 
tentativeness of scientific knowledge and learners appreciating other systems of knowledge such as 
indigenous knowledge. Practical work in the school science curriculum is an area which received 
considerable attention in the curriculum reform initiatives which took place in South Africa. Traditionally, 
practical work took the form of teacher demonstrations or embodied a “cookbook approach” in which 
learners follow recipes for the execution of procedures handed down by the teacher.  
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Quantitative data 
and results 

Qualitative data 
and results 

Interpretation 

• Interviews with 10 teachers seeking
elaboration upon findings emanating from
quantitative analysis

• Interviews transcribed and analysed using
computer-aided qualitative data software,
Atlas.ti

• Structured   teacher   questionnaire   that   was
posted to 660 high schools in Gauteng

• Likert scale item on the nature and support
teachers receive

• Data analysed statistically using SPSS version
11.0 for windows software program

The National Curriculum Statement advocated an inquiry-based approach to practical work that encourages 
learners on their own to explore objects, situations and events in their immediate environment, to collect 
data and record information and draw conclusions accurately [2]. These significant changes to the school 
science curriculum require teachers to revisit how they plan lessons. 

2. Conceptualising lesson planning in science teaching

Lesson planning is widely regarded as being pivotal to effective curriculum delivery. Accordingly, it 
has been suggested that lesson plans serve as frameworks for conceptualizing, designing and 
delivering instruction [3]. A review of literature provides a compelling argument for teachers to 
engage in lesson planning. Lesson planning reminds the teacher of the specific goals to be achieved 
through classroom teaching and provides a picture of what is to be pursued and what is to be avoided 
[4]. In terms of the South African Physical Sciences Curriculum and Assessment Policy Statement 
(CAPS), such goals are expressed through specific aims, content specification and requirements for 
practical work [5]. Furthermore, a lesson plan is regarded as being essential to economize time and to 
make the teaching systematic and coherent [4]. 

The format of a lesson plan can vary. The dominant model for lesson planning is linear. It begins with 
the specification of objectives and ends with a lesson assessment. This rational approach to planning 
has been strongly influenced by instrumental interpretations of Tyler’s Basic Principles of Curriculum 
and Instruction [6] that regards the curriculum as comprising of planned learning experiences that are 
guided by intended learning outcomes and theorists such as Benjamin Bloom [7] who have developed 
taxonomies of learning [8]. Such a simplistic conception of lesson planning may reinforce views 
especially those of student teachers that teaching is the manifestation of classroom procedures [9]. 
Typically such a lesson plan grid will comprise of the following sections: topic; lesson outcome; 
specific aim; resources; teaching-learning activities; assessment opportunities and reflection. Such a 
format does not make explicit the internal logic that should guide prospective teachers in the way they 
think about conceptual progression, the conceptual relations within the knowledge field and what 
constitutes appropriate inquiry processes within a subject [9]. In view of the significant changes to 
the school science curriculum, this research investigated the perceptions and experiences of South 
African Physical sciences teachers on lesson planning. 

3. Methodology

The study employed a triangulation mixed methods design in which investigators collect both 
quantitative and qualitative data, merge the data, and use the results to best understand a research 
problem [10]. In this design, both qualitative and quantitative methods have equal status. Quantitative 
data was collected by means of a questionnaire that was administered to Physical Sciences teachers at 
various schools in the Gauteng Province of South Africa. The findings that emerged from the 
questionnaire analysis were then explored further by means of interviews with a smaller sample of 
teachers. Figure 1 below depicts a visual representation of the research design used in this inquiry. 

Figure 1: Visual representation of the research design used in this study 

Assertions 
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Quantitative data was collected by means of a structured questionnaire (Appendix A) that was posted 
to 660 high schools in the Gauteng Province of South Africa. Of the 660 questionnaires that were sent 
out, 263 questionnaires were returned. There was a reasonably large representation of respondents 
from suburban, township and city schools. In comparison, only a few teachers from rural schools 
responded. In developing the questionnaire items, we firstly conducted a focus group interview with 6 
teachers. We were able to identify the core issues surrounding the implementation of the curriculum 
through this interview. The content validity of this questionnaire in terms of which items related to a 
particular aspect of curriculum implementation was established by having it reviewed by researchers 
in science education at three South African universities. Face-to-face interviews were conducted 
individually with 10 teachers from the sample of teachers who had filled in the questionnaire. These 
were teachers who had indicated on the questionnaire their willingness to be interviewed. In these 
interviews we sought more in-depth explanation of some of the findings which emerged from the 
questionnaire survey. Table 1 below provides a demographic description of each teacher in this 
sample. 

Table 1:     Demographic description of teachers interviewed 

Teacher Gender Age Qualifications Type of school School 
resources 

Teacher 1 Male 35 Teaching Diploma Township school Poorly 
resourced 

Teacher 2 Female 44 Teaching Diploma Township school Poorly 
resourced 

Teacher 3 Male 28 Education degree Township school Poorly 
resourced 

Teacher 4 Male 37 Science degree Suburban school Poorly 
resourced 

Teacher 5 Female 45 Education degree Suburban school Well 
resourced 

Teacher 6 Male 34 Science degree Suburban school Adequately 
resourced 

Teacher 7 Male 43 Teaching Diploma Suburban school Adequately 
resourced 

Teacher 8 Female 45 Education degree Suburban school Well 
resourced 

Teacher 9 Female 34 Science degree Suburban school Adequately 
resourced 

Teacher 10 Female 43 Teaching Diploma Suburban school Adequately 
Resourced 

The responses to the questionnaire were analyzed statistically using the SPSS version 11.0 for 
Windows software program. Frequency tables of data collected for Section A were generated. This 
enabled us to identify trends on teacher perceptions and experiences of lesson planning in teaching a 
revised Physical Sciences curriculum. The interviews were transcribed and analyzed using computer- 
aided qualitative data software, Atlas.ti. Data was then coded and classified, leading to the 
formulation of themes. This process was largely guided by the trends and patterns which had emerged 
from the analysis of the questionnaire data in relation to the teachers’ perceptions and experiences of 
lesson planning. 
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4. Findings

The findings from the analysis of the survey were integrated with the findings from the teacher 
interviews into a coherent whole. This integration of quantitative and qualitative data supported the 
production of assertions in relation to teachers’ perceptions and experiences of lesson planning in the 
implementation of a revised Physical Sciences curriculum. 

Assertion 1: 

Teachers view the lesson plan as a scaffold in addressing implementation challenges in teaching a 
new curriculum. 

The great majority of teachers believe that lesson planning is important, especially in view of the new 
curriculum, with 76.2% of all teachers either agreeing or strongly agreeing that “Due to the newness 
of the curriculum all teachers should write lesson plans” (Item 7, Section C). In the interviews, 
teachers explained that a lesson plan served as a conceptual framework that enabled them to 
deliberately articulate their ideas on how they prepare their lessons to address changes to the 
curriculum. They mentioned in particular how the curriculum imperative for inquiry-based education 
meant that they had to plan activities that were directed at developing science process skills. This is 
evident in the following excerpts from the interviews: 

I am starting to see some value in the lesson plan. Whereas before it was a monotonous thing 
to do because I was teaching the same topics over and over, now we are being asked to apply 
our minds. I can put all my ideas on the plan and then start to imagine how it unfolds. 

Now the practical work is challenging to organize. The CAPS says let them investigate, and 
now we must try and organize it for them. I must think about a whole lot of issues, like what 
skills are being targeted and how to achieve it. I have a lesson plan grid I adapted that shows 
in time segments what they do and how I must help them. 

Assertion 2: 

In planning their lessons, teachers find it useful to work within a community of practice so that ideas 
can be shared, especially when teaching new content. 

To a large extent, teachers find much value in working collaboratively when planning lessons. This 
was underlined in their responses to item 3, “When I am planning my lessons I find it useful to have a 
discussion with a colleague”, in which 82% of teachers either agreed or strongly agreed with this 
statement. In these discussions, teachers exchange ideas on the most effective pedagogy to teach a 
particular topic. This was reflected in their responses to item 33 where 84% of all teachers either 
agreed or strongly agreed with “I exchange ideas with colleagues on how best to teach a topic”. 
During interviews teachers elaborated as follows on this practice in lesson planning. 

It is always useful to find a colleague who is teaching the same section and then we exchange 
our notes on it. I learn a lot from these meetings. Sometimes we are lost on the new topics and 
then I know a colleague can support me with something. 

Teachers also explained that working within a community of practice enabled then to develop 
pedagogical strategies on how best to support learners when performing inquiry-based activities. A 
teacher mentioned that in inquiry-based learning, the teacher needed to redefine his role from that of a 
transmitter to a facilitator of learning. He explains as follows how interaction with a colleague from 
another school helped him acquire some understanding of what this role entailed. 
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The curriculum speaks of us facilitating learning when learners are busy with inquiry. I 
struggled with this and had no clue on what this meant. I then met another science teacher at a 
district and he sat with me and told me using some examples how I needed to plan my 
lessons. I found this to be enlightening. 

Assertion 3: 

Although teachers recognize the value of lesson planning, they bemoan the lack of time for it. 

Due to the overwhelming demands of assessment requirements and the related marking associated 
with this, teachers struggle to find time to plan their lessons. In responding to item 13 “I wish I had 
more time available to plan my lessons”, 89% of teachers expressed the need for more time in 
planning. The teachers also highlighted that the demands of the new curriculum necessitated that they 
had to spend more time in planning their lessons. The following excerpts attest to this: 

Where is the time for writing out a lesson plan? I spend more time both at school and at home 
sitting with portfolio files and assessment. 

I wish I had more time in planning out my lessons. I try, but I get bogged down with other 
stuff like marking and so on. Also, planning a lesson is now no longer a 10 minute job. We 
have to be very direct on what is being taught and our approach in doing it. We must also 
think about assessment both formative and summative. 

Assertion 4: 

The teachers use the internet quite extensively in lesson planning. 

Teachers maintain that the current set of school textbooks are inadequate in lesson planning, and they 
therefore sourced material from the internet. A large number of teachers made extensive use of the 
internet in seeking learner support materials. In fact, 65% of the teachers either agree or strongly 
agree with the statement “I make use of the internet to get ideas on teaching a new topic” (Item 15). 
They regard textbooks as lacking in learner support material that is sensitive to the cultural 
background of the learner, and they also regarded some of the activities presented as being far 
removed from the experiences of learners. Furthermore, they expressed the view that the current set of 
textbooks still promoted a didactic, teacher-centred approach to the curriculum imperative for inquiry- 
based learning. As a result, they had to search the internet websites such as Biological Sciences 
Curriculum Study (BSCS) for material that promoted an inquiry-based approach to teaching. The 
following excerpts reflect some of these views: 

The textbooks we were asked to order do not have enough activities for learners to do for 
practical work according to inquiry-based approach. How should we cope now when the 
curriculum says teach inquiry? When I have time I try and make use of the internet education 
sites I can find. 

All the learners have textbooks we handed out, but these books do not have what we want 
learners to do. They are still written in the old traditional style where we must be transmitting 
knowledge to them. How do I get them to explore something if there is nothing in the 
textbook? Fortunately with the internet I can google search some things that are relevant and 
current. 
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5. Discussion and conclusion

The research has revealed that teachers place much importance on lesson planning, and this is 
especially pronounced against the backdrop of significant curriculum reform that took place. Teachers 
believe that the process of engaging writing a lesson plan enables them to explicate their ideas on how 
the lesson should unfold. The lesson plan serves as a support mechanism in planning deliberately for 
difficulties they encounter in addressing curriculum implementation challenges. The teachers also 
indicated that if given the opportunity, they worked collaboratively with colleagues within a 
community of practice when planning lessons. In this community of practice they shared ideas on 
how to teach certain topics, especially those that were new in the curriculum, and this engagement 
enabled them to teach topics more effectively. 

The teachers also highlighted the challenges they experience in providing inquiry-based lessons due to 
their lack of expertise and experience in this regard. Furthermore, they were largely reliant on 
colleagues for support and guidance when planning lessons. The teachers regarded the current set of 
textbooks as being inadequate in facilitating a learner-centred, constructivist approach which provides 
opportunities for learners to investigate their ideas practically. It was evident from the perceptions and 
experiences of teachers in lesson planning that the lesson plan is a mechanism through which ideas 
can be articulated on how learners can be supported in the construction of scientific knowledge. The 
conception of lesson planning that emerges from this research is one that goes beyond the dominant 
simplistic notion of a lesson plan being a linear and procedural manifestation of classroom 
procedures. 
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Abstract. The inherent structure of the study process is central to the provision of 
meaningful opportunities geared towards the achievement of success in any academic 
programme. Given this scenario, Biggs’ Study Process Questionnaire (SPQ) was 
administered to first year university physics students in order to establish their 
perceptions about the nature of the study process which underscores the academic 
achievement. Analysis of SPQ responses provided valuable insights into students’ 
perceptions about the nature of the study process. While the use of deep approach 
appeared to be a predominant learning tool within the context of this inquiry, a 
substantial number of students still appeared to employ surface approach to navigate 
their studies. 

1. Introduction

There has been considerable focused attention on students’ approaches to learning with a view to 
search for the fundamental differences in relation to students’ engagement in learning tasks [1,2]. 
Deep and surface approaches have been extensively utilised in educational research as key constructs 
[1]. Deep approach is mainly concerned with students’ intentions to understand and construct the 
meaning of content to be learned while surface approach specifically refers to students’ intentions to 
learn by memorizing and reproducing factual contents of the study materials. 

Both quantitative and qualitative inquiries have been undertaken into students’ approaches to learning 
[2,3]. These inquiries revealed a complex dichotomy between deep approach and surface approach in 
students’ learning [4]. Over and above the two approaches, a mixed approach to learning called the 
achieving approach has also been identified [5,6]. The achieving approach manifests itself either in 
the form of deep or surface processing depending on the key critical contextual demands [7]. This 
inquiry is largely inspired by the intellectual curiosity into the relationship between students’ 
approaches to learning and students’ learning outcomes. Congruent with this endeavour, this article 
provides insights into first year university students’ perceptions about the nature of the study process. 

2. Student approaches to learning and studying

Student approaches to studying comprise two elements: motive and strategy [2]. Three approaches to 
learning each consisting of motive and strategy [2] are illustrated in Figure 1 below. 
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Surface Motive (SM) 

Surface Approach Surface Strategy (SS) 

Deep Motive (DM) 

Deep Strategy (DS) 

Achieving Motive (AM) 

Achieving Strategy (AS) 

Figure1: Biggs’ conception of a 6-factor structure in students’ approaches to learning (Biggs, 1987)

Deep Approach 

Achieving Approach 

Surface approach is premised on an extrinsic motive which seeks to carry out the task because of 
either positively or negatively reinforcing consequences. Deep approach is underpinned by an intrinsic 
motive which arises from the curiosity to seek meaning. The achieving approach is inspired by an 
achieving motive which primarily focuses on a product. Students’ development of a specific learning 
approach is largely influenced by personal factors and the teaching context [8]. Personal factors 
such as background and personality are associated with a surface approach [8] and others with a deep 
approach [9]. Teaching factors such as time pressures, examination stress, and using test items 
emphasising low level cognitive outcomes encourage surface approach while learner activity, student- 
student interaction, and interactive teaching, particularly problem-based teaching encourage a deep 
approach [10]. In order to provide further elucidation, a summary of the differences in motivation and 
study process of surface, deep, and achieving approaches to study [2] is provided in Table 1 below. 

Table 1:  Summary of the differences in motivation and study process of surface, deep, and 
achieving approaches to study (Biggs, 1987) 

Approach Motivation Process (strategy) 

Surface Fear of failure 

Desire to complete their course of study 

Deep 

Achieving 

Interest in the subject 

Vocational relevance 

Personal understanding 

Achieving high grades 

Competing with others to be successful 

Rote learning of facts and ideas 

Focusing on task components in isolation 

Little real interest in content 

Relate ideas to evidence 

Integration of materials across courses 

Identifying general principles 

Use any technique that achieves highest grades 

Level of understanding patchy and variable 
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A coherent inquiry on student approaches to learning in educational research is underpinned by a 
systems model of learning called the presage-process-product model [11]. According to the model, 
learning is characterised by three inter-related components in the form of presage (student-based 
factors and the learning environment), process (how students engage in the task) and product (learning 
outcome) as depicted in Figure 2 below. Presage factors are independent of the learning situation and 
include personal factors (intelligence quotient, background, personality characteristics) and situational 
factors (subject content, methods of teaching and evaluation, course structures) [2]. It is important to 
point out that presage factors may affect student’s performance directly or indirectly through their 
influence on process factors [2]. By their very nature, process factors determine the way the student 
goes about learning [2]. This implies that process factors are essentially  anchored  on  students’ 
motives for learning and their concomitant strategies. 

Teaching context 

Curriculum 

Method 

Assessment 

Climate 

PRESAGE PROCESS PRODUCT 

Efficacy beliefs 

Student Teacher 

Perception perception 

Efficacy beliefs 

Figure 2: Systems Model of Study Process (Biggs, 1999) 

Student characteristics 

Prior knowledge 

Abilities 

Conception of learning 

Language competence 

Approach to learning 

Surface 

Deep 

Achieving 

Learning outcome 

Quantitative: facts, skills 

Qualitative: structure, transfer 

Affective: involvement 

Meta-learning is an important key parameter in educational research on student approaches to 
learning. Meta-learning refers to students’ awareness of and control over their own learning [2]. It has 
been established that students show lack of meta-learning capability when they choose strategies that 
are incongruent with motives such as rote learning (surface strategy) to satisfy intrinsic curiosity 
(deep motive) [2]. Thus, the relationship between personal and situational factors associated with 
approaches to learning and performance can be meaningfully assessed in terms of a general model of 
student learning [2] illustrated in Figure 3 below. 
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PRESAGE PROCESS PRODUCT 

Figure 3: A General Model of Student Learning (Biggs, 1987) 
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DEEP OUTCOME: 
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personal rather than institutional 

involvement 

DEEP ACHIEVING OUTCOME: 

Well-structured; highly compatible 
with institutional requirements; 

personally involving too 

ACHIEVING OUTCOME: 

Structure-fact ratio to suit marking 
system; ego involvement rather than 

personal commitment 

SURFACE-ACHIEVING 
OUTCOME: 

Rich in factual details but 
unstructured; low involvement 

SITUATIONAL

Nature of task

Institutional stipulations 

Instructional set 

Formal teaching SURFACE OUTCOME: 

Increasing meta-learning

Lacks both detail and structure; 
mechanical answer-getting; learner 
uninvolved; sometimes alienated 

3. Research design and methodology

This inquiry seeks to establish first year university students’ perceptions about the nature of the study 
process as its primary objective. This was accomplished by administering the Biggs’ Study Process 
Questionnaire [2] to two groups of first year physics students enrolled for the Optometry Degree 
Programme (main stream) (N = 60) and National Diploma in Mechanical Engineering Programme 
(Extended) (N = 50) as part of a survey. The Biggs’ Study Process Questionnaire is a 20 item 
inventory with a 5 point Likert scale. The nature of the data obtained necessitated analysis through 
quantitative means. This inquiry is underpinned by the Systems Model of Study Process [2] and a 
General Model of Student Learning [2] as theoretical frameworks with a view to ensure appropriate 
epistemological coherence. 

4. Results

The questionnaire data provided predominant students’ perceptions about the nature of the study 
process. Table 2 below provides students’ predominant perceptions about the nature of the study 
process. These predominant perceptions are based on the SPQ items which reflected higher scores. 
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Table 2: Predominant students’ perceptions about the nature of the study process 

I find that at times studying gives me a feeling of deep personal satisfaction. 

I find that I have to do enough work on a topic so that I can form my own conclusions before I am satisfied. 

I only study seriously what’s given out in class or in the course outlines. 

I feel that virtually any topic can be highly interesting once I get into it. 

I find most new topics interesting and often spend extra time trying to obtain more information about them. 

I learn some things by rote, going over and over them until I know them by heart even if I do not understand them. 

I find that studying academic topics can at times be as exciting as a good novel or movie. 

I test myself on important topics until I understand them completely. 

I work hard at my studies because I find the material interesting. 

I make a point of looking at most of the suggested readings that go with the lectures. 

I find the best way to pass examinations is to try to remember answers to likely questions. 

The scores for deep and surface approaches were 1733 (59%) and 1181 (41%), respectively. The 
scores suggest that a significant number of students (41%) enrolled for the National Diploma in 
Mechanical Engineering Programme (Extended) appeared to lean towards surface approach. This 
practical consideration appears to be commensurate with the nature of Grade 12 achievement levels 
for students admitted to the National Diploma in Mechanical Engineering Programme (Extended) 
which are generally lower in terms of the admission point score. As a key requirement, students in this 
programme are subjected to intensive tuition characterised by several compulsory academic support 
interventions in order to address knowledge gaps associated with their academic background. The 
scores for deep and surface approaches were 1647 (56%) and 1317 (44%), respectively. The scores 
suggest that a significant number of students (44%) enrolled for the Optometry Degree Programme 
(main stream) also appeared to lean towards surface approach. Within the contexts of the  two 
academic programmes, Optometry students were expected to demonstrate deep approach in view of 
their admission requirements while the extended mechanical engineering students were expected to 
demonstrate surface approach. Table 4 below provides a summary of the scores for both surface and 
deep approaches for the two groups. 

Table 4: A summary of the scores for both surface and deep approaches for the two groups 

Group Deep Approach Score Surface Approach Score 

Optometry (Degree Programme) 1647 (56%) 1317 (44%) 

Mechanical Engineering 
(National Diploma Programme) 

1733 (59%) 1181 (41%) 

5. Discussion

The scores obtained seem to suggest that a significant number of students enrolled for the National 
Diploma in Mechanical Engineering Programme (Extended) and the Optometry Degree Programme 
(main stream) appeared to lean towards surface approach. In terms of the Systems Model of Study 
Process [2], this prevailing scenario may be attributed to the complexity of factors such as student 
characteristics and teaching context. Student characteristics include key parameters such as prior 
knowledge, abilities, conception of learning and language competence while teaching context include 
critical aspects such as curriculum, method, assessment and climate.  As a matter of fact, the use of a 
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deep learning approach is generally associated with higher quality learning outcomes and a surface 
approach with lower quality learning outcomes [12,13]. 

In a similar vein, students are admitted to the National Diploma in Mechanical Engineering 
Programme (Extended) on the basis of relatively weaker Grade 12 achievement levels as required by 
the stipulated admission point score in recognition of various deficiencies associated with their 
schooling background. Key parameters associated with critical factors such as student characteristics 
and teaching context may to some degree create a dissonance with regard to the adoption of surface 
and deep approaches by the students. In fact, the differences in quantitative learning  outcomes 
between students using surface or deep approach is only significant for questions measuring insights 
and not for questions measuring reproduction of knowledge [14]. In addition, it has been established 
that there is no evidence that a deep approach to learning would be more effective for questions 
assessing more complex components of problem-solving [15]. However, problem-solving as an 
instructional approach has the potential to facilitate deep approaches to learning [16]. 

6. Conclusion

While the use of deep approach appeared to be a predominant learning tool within the context of this 
inquiry, a substantial number of students still appeared to employ surface approach to navigate their 
studies. There is a need to develop a critical understanding of students’ approaches to learning in 
order to provide a coherent interpretation of their prevalent pedagogic learning orientation. 
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Abstract. Meaningful conceptual understanding is a key requirement for the 
acquisition of applied knowledge for the navigation of sophisticated studies in 
science and engineering. It is a known fact that the academic migration of students 
from the school sector to institutions of higher learning is essentially accompanied by 
the existence of conceptual knowledge gaps in various content domains. In response 
to this difficulty and as a critical component of the First-Time Entering Students’ 
Orientation programme, a diagnostic questionnaire was administered to 222 first year 
science and engineering students at the University of Johannesburg prior to the 
commencement of the academic programme in order to establish the nature and 
extent, if any, of their conceptual knowledge gaps. In terms of its design, the 
diagnostic questionnaire encapsulated items based on various conceptual knowledge 
areas pertaining to Grade 8 to 12 Physical Science content domains. Analysis of 
students’ responses revealed the existence of conceptual knowledge gaps which may 
impede meaningful learning. 

1. Introduction

It has been observed that school leavers are inadequately prepared for higher education 
studies in science within the South African context due partly to lack of adequate 
mathematical skills (analytical, problem solving, manipulative, visualization and algebraic 
skills) and fundamental changes associated with curriculum reform as major impediments 
afflicting student learning [1]. In the main, curriculum reform in South Africa entailed 
phasing out the differentiated Higher Grade/Standard Grade system in all the learning 
domains and the inclusion of Mathematics Literacy as a viable alternative for learners not 
taking core Mathematics.  

Local and international benchmark tests largely painted a gloomy picture about the quality of 
the South African education system. For instance, Grade 8 and 9 learners demonstrated 
dismally inadequate performance in mathematics and science [2].  This performance was 
commensurate with South Africa’s global ranking in terms of the quality of mathematics and 
science education as well as the quality of the overall education system. South Africa was 
placed 143rd out of 144 countries surveyed during the 2012-2013 period and subsequently 
148th out of 148 countries during the period 2013-2014 in terms of the quality of mathematics 
and science education [3,4].  
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Yet higher achievement levels are required for students to be admitted for higher studies in 
science. Results from the National Senior Certificate Examination written during 2013 
indicated that a meagre 25.6% of the learners who passed were eligible to enrol for degree 
studies while 36.8% were eligible for diploma studies [5]. The breakdown in terms of the 
number of students eligible for higher studies during the period 2010-2013 is as follows [5]: 
205 364 (2010), 180 585 (2011), 179 194 (2012) and 184 384 (2013). The breakdown itself 
presents a grim reality in relation to key aspirations pertaining to the attainment of 
meaningful human capital development within the broader South African context. 

The prevailing articulation gap has a potentially detrimental impact on students’ academic 
success at higher education institutions as a large majority of the students find it increasingly 
difficult to complete their studies in regulation time. Academic personnel are consequently 
grappling with various challenges such as large classes and cultural diversity coupled with 
serious knowledge gaps and conceptual inadequacies exhibited by the students. The 
conflation of various factors afflicting student academic performance prompted universities 
to introduce extended programmes underpinned by student-centred approaches making 
provision for remedial intervention and early identification of at risk students. It is against 
this background that this article provides a critical assessment of first year entering university 
science students’ conceptual understanding. 

2. Methodology

A questionnaire covering Physical Science topics from Grades 8 to 12 was administered to 
first year entering university students (n = 222) in Engineering, Optometry, Food Technology 
and Biotechnology. The topics covered ranged from general science in the General Education 
and Training (GET) Phase to Physical Science in the Further Education and Training (FET) 
Phase. More specifically, these topics included density, work, energy and electricity. 
Substantial effort was made to ensure adherence to the school syllabus. Suffice to indicate 
that the questionnaire itself was administered during the orientation week when students were 
formally introduced to the university setting. A summary of the type of questions, excluding 
the options (for most questions) and the relevant syllabus coverage is given in Table 1 below. 

Table 1: Type of questions used 

QUESTION SYLLABUS 
IDENTIFICATION 

1. A rectangular wooden block is 5 cm long, 3 cm high and 2.5 cm wide. The
mass of the block is 26 g. Calculate the density of the wooden block.

Basic general science 
question from the grade 8 
science syllabus. 

2. “Frosted glass” is an example of
A. Transparent material
B. Translucent material
C. Opaque material
D. None of the above
E. I cannot remember this one

A definition question from 
the grade 9 syllabus 

3. Consider a closed circuit as shown below
How will the voltmeter (V), ammeter (A) reading change if bulb of
resistance R is burnt out during an experiment?

An electricity question 
from the grade 10 syllabus 
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A 

R 

V 

Options Ammeter reading Voltmeter reading 

A increases Increases 

B Becomes 0 Becomes 0 

C Becomes 0 Does not change 

D Decreases Becomes 0 

E Does not change Decreases 

4. A person stands on a bathroom scale which is placed inside a lift. When the
lift is stationary, the reading on the scale is X newton’s. What will be the
reading on the scale if the lift is moving at constant velocity downwards?

A grade 11 question on 
Mechanics 

5. An object is in free fall. The picture below shows its motion. Find the ratio
of the kinetic energy at point Z to the total mechanical energy of the object

A grade 11 question on 
Energy 

6. A graph representing applied force versus position of an object is given
below. Find the kinetic energy gained by the object as it travels a distance
of 15 m.

A grade 12 question on 
Work and Energy 

X 

Y 

Z 

h 

h 

h 

5 8 11 15 

-5 

4 

6 

Force 

(N)
Position (m) 
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7. Lithium, beryllium and mercury have work functions of
3.68 x 10-19 J, 3.90 x 10-19 J and 4.5 x 10-19 J, respectively. Light with a

wavelength of 400 nm is incident on each of these metals. Which one of
these metals will exhibit photoelectric effect?

Grade 12 question on 
Photoelectric Effect 

3. Findings

Table 2 below provides student performance across the seven questions which formed an 
integral part of the questionnaire administered. 

Table 2: Summary of performance 

QUESTION NUMBER GRADE CORRECT OPTIONS 
1 8 35% 
2 9 26% 
3 10 15% 
4 11 45% 
5 11/12 21% 
6 11/12 11% 
7 11/12 16% 

Question 1 involved the calculation of volume as one of the essential concepts in science. 
Students’ performance on Question 1 (35%) suggests lack of understanding of basic concepts 
in Physics. Question 2 primarily focused on the recall of basic laws, principles and definitions 
taught in the earlier grades. Students’ performance on Question 2 presents a grim reality in 
terms of their understanding of electrical circuits. In fact, it has been observed that learners 
have consistently demonstrated inadequate performance on questions involving electrical 
circuits in the Senior Certificate Examination [4]. Considerable amount of time appears to be 
devoted to the teaching of mechanics at school as the performance on Question 4 seems to 
suggest. Question 5 involved the determination of work done based on a graphical 
representation. Graphical interpretation further appeared to be a critical challenge for the 
students as the performance on Question 5 (21%) indicates.  Question 6 involved the 
application of the principle of conservation of energy and the performance in this regard 
(11%) leaves much to be desired. As the performance on Question 7 (16%) illustrates, 
students appeared to confuse work function of a metal and the associated threshold 
frequency. In addition, this performance points to insufficient meaningful coverage of the 
photoelectric effect as a crucially important concept in Physics. A summary of the 
performance of top students is given in Table 3 below. 

Table 3: Summary of the performance of the top students 

QUESTION NUMBER GRADE LEVEL OF THE 

QUESTION 

CORRECT OPTIONS 

SELECTED (%) 

1 8 55% 

2 9 27% 

3 10 27% 
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4 11 27% 

5 11/12 36% 

6 11/12 18% 

7 11/12 18% 

Some of the items in the questionnaire probed the availability of laboratory facilities and the 
concomitant provision of adequate practical exposure at schools. A vast majority of the 
students indicated that laboratory facilities were nonexistent at their schools resulting in 
limited opportunities for practical exposure. In essence, lack of adequate practical exposure 
and inadequately developed conceptual understanding appear to be the root causes of 
pronounced knowledge gaps and conceptual inadequacies within the context of this inquiry.  

4. Recommendations

South Africa is duty bound to provide a globally competitive curriculum that responds to the 
economic and societal needs of the country. In terms of curriculum reform, there is a critical 
need for Physics and Chemistry to be treated as two separate entities in order to provide 
meaningful opportunities to assess learner performance in these content domains. Particular 
emphasis has to be put on the development of pedagogically valid instructional approaches 
that serve to enhance meaningful conceptual understanding coupled with a coherent infusion 
of appropriate practical activities. However, these ideals cannot be brought to full fruition 
without the provision of concrete and relevant teacher professional development 
opportunities within firmly established communities of practice. 

5. Conclusion

Inadequate mathematical skills can be a major impediment to meaningful learning of science 
at institutions of higher learning. Within the context of this inquiry, students demonstrated 
knowledge gaps and conceptual inadequacies which may potentially serve as conceptual 
hurdles to be overcome in order to make appropriate progress in their studies. Institutions of 
higher learning are faced with an added imperative to put systems in place that adequately 
respond to the critical needs of students in order to give practical expression to human capital 
development priorities.  
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Abstract. The non-traditional approach to the evaluation of Physics practicals through an 
innovative software embedded system, first of its kind in South Africa, allows students to 
execute and report the results of an experiment independently. This system evaluates the 
individual performance in an experiment in terms of accuracy, analysis of data and report of the 
results obtained. As part of the evaluation of the experimental report, the student’s data is loaded 
into a software system and checked against the pre-loaded data for a particular experimental 
work station. Thus, students are unaware of the exact requirements for securing marks at each 
step and process of the report. To overcome this difficulty, the experimental group of students 
were given support through rigorous tutorials and consultations in contrast with the control 
group. Results reveal that the support system appears to have huge potential in terms of the 
improvement of student performance with regard to practical work. The observed improvement 
of student performance is viewed in a positive light as a potentially valuable outcome that can 
meaningfully inform pedagogic innovation in recognition of the fact that Physics practicals 
carry a full modular credit in the diploma programmes offered by the Engineering Faculty at 
the Doornfontein Campus of the University of Johannesburg. 

Keywords: experimental skills, strategy, practicals, engagement, mentorship 

1. Introduction

It has repeatedly been observed that the first-time entering students enrolled for Diploma programmes 
at the University of Johannesburg lack the basic experimental skills needed in Physics such as 
observations and manipulation of equipment as well as communication skills such as reporting of 
observations and results [1]. This skills deficiency is most prevalent in many students coming from 
under-resourced public schools in South Africa. These students come to tertiary institutions with an 
inherent fear for practical work. The Department of Applied Physics and Engineering Mathematics 
(APEM) of the University of Johannesburg responds innovatively to the critical challenges associated 
with lack of practical skills. The students doing Physics as a service module in the Engineering Faculty 
are introduced to an array of uniquely designed student friendly and interactive fundamental practicals 
in Physics. 

Contrary to the traditional assessment approach to practical work, APEM developed a software 
embedded rubric marking system that is linked to a database of 350 practicals housed in 7 laboratories. 
This approach seeks to ensure that students perform meaningful practical work through the provision 
of opportunities for meaningful interaction with the materials, data collection and analysis as well as 
making sense of the natural world [2]. Such an innovative assessment marking system has many 
parameters. This article reflects on a triggering strategy taking the form of support and controlled 
mentorship through engagement. It is envisaged that this strategy would serve to demystify the fear 
associated with practical work and enhance laboratory skills. 
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2. The purpose of practical work in science

Various arguments have been advanced in an attempt to make sense of the aims of practical work in 
science, namely, cognitive arguments, affective arguments and skills arguments [3]. Cognitive 
arguments advocate that practical work can improve understanding of science and promote conceptual 
development through visualisation of laws and theories of science thereby providing opportunities for 
illustrating, verifying or affirming theory [3]. Affective arguments advocate that practical work provides 
motivation and excitement as well as the generation of interest and enthusiasm [3]. Skills arguments 
advocate that practical work promotes development of higher-level transferable skills such as 
observation, measurement, prediction and inference [3]. 

At another level, several counter arguments to all these claims for practical work have been advanced. 
These arguments are premised on the notions that doing science and understanding science theories are 
two different entities [4], and that there is evidence that many students are not very positive about doing 
experiments [5] as well as the existence of the evidence that the transferability of skills is limited [6]. 
Clearly, the discourse pertaining to the aims and purpose of practical work is a contested terrain in many 
ways. In fact, the plurality of espoused aims for practical work in science make the task of assessment 
increasingly difficult [7]. 

3. The place of practical work within the science curriculum

It has been argued that the centrality of the laboratory to the teaching of science has become like the 
addicts’ relationship to their drug – an unquestioned dependency which needs to be re-examined and 
weakened if not broken altogether [8]. It has also been noted that despite a shift of emphasis towards 
learning outcomes, the evidence suggests that there is a chasm between what teachers identify as their 
outcomes before lessons and the outcomes that their students perceive [9]. A major hurdle that has been 
identified earlier is that despite the aim of curriculum reform at improving the quality of practical work, 
students spend too much time following ‘recipes’ and, consequently, practising lower level skills [10] 
leading to failure to perceive the conceptual and procedural understandings as intended goals for the 
laboratory activities [11]. 

4. The role of information technology in supporting teaching and learning in practical work

Significant technological innovations have offered new resources for teaching and learning, but 
insufficient attention has been directed to examine critically how these new technologies can enhance 
or confound experiences in the laboratory [11]. In fact, it has been claimed that rapid advances in 
technology offer a wide range of new opportunities for innovative science education [12] which include 
the use of sensors, simulations and the internet [13]. Vitals tools such as computer-based simulations 
may also help to reduce the noise associated with the laboratory bench and focus attention on important 
aspects of experimental planning and data interpretation [14]. In addition, computers and their 
peripherals can be used to aid long-term investigations, for example, in data-logging experiments [15] 
and can also be used in visualizing data as well as modelling scientific phenomena [16]. Given the 
potential of the role of information technology in supporting practical work, a software-embedded 
system to evaluate physics practicals was developed at the University of Johannesburg. 

5. Methodology

Students enrolled for Electrical Engineering Diploma were participants in the implementation of the 
engaged triggering strategy mechanism because of their comparatively lower achievement levels in 
Grade 12 Physical Science. A total of 178 students were randomly divided among 4 staff members 
resulting in two groups per staff member. These groups of students were accordingly allocated labels 
A1, A2, B1, B2, C1, C2, D1 and D2 and each group performed a total of 17 practicals during the 
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semester. The groups of students with labels D1 and D2 were regarded as the experimental group due 
to the specific implementation of the engaged monitoring strategy and the other groups with labels A1 
to C2 were called the control groups. 

Each student is required to purchase a Laboratory Manual and a Laboratory Result Book [17] as key 
instructional resources. The Laboratory Manual contains theories, methods and procedures while the 
Result Book provides templates for data collection, calculation of unknown parameters, plotting of 
graphs and submission of the final report. At the beginning of each practical session, students are briefed 
on the practicals to be performed before being afforded the opportunity to perform the practicals 
individually.  A typical laboratory cubicle and excerpt from the Result Book are shown Figures 1 and 
2 below. On completion of the experiment, students are afforded an opportunity to discuss related laws 
and theories coupled with a comprehensive explanation of the pitfalls and expectations of the excel 
rubric marking programme (ERMP). 

Figure 1: Laboratory cubicle 

Figure 2: Excerpt from the Result Book 
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A set-up for a typical electricity experiment (EXPERIMENT 187) is depicted in Figure 3 below. 

Figure 3: Illustration of Experiment 187 

In addition, the students were given few days to perform necessary calculations and plot graphs as part 
of laboratory report before presenting it to the lecturer for critical scrutiny before final submission. This 
takes the form of a compulsory consultation. The rules are gradually relaxed as the students become 
familiar with the pitfalls associated with the software embedded assessment system. Suffice to indicate 
that students who fail to present their work for critical scrutiny incur penalties. 

6. Discussion

Analysis of the marks of the six experiments numbered EXP 187-190 and 193-194 from the various 
groups A1 to D2 is shown in Table1 below. 

Table 1: Mark analysis for the six experiments performed 

Group 

allocation 

Experiment 

number 

187 188 189 190 193 194 

Control group 

A1 65% 84% 81% 40% 73% 33% 

A2 72% 85% 79% 61% 81% 74% 

B1 76% 83% 78% 51% 83% 54% 

B2 Did not do these experiments 

C1 79% 85% 78% 67% 88% 59% 

C2 79% 85% 78% 67% 88% 59% 

Average 75% 85% 80% 57% 80% 58% 

Experimental 

group 

D1 85% 88% 83% 66% 75% 72% 

D2 79% 85% 78% 67% 88% 59% 

Average 86% 94% 89% 76% 86% 74% 

Shift in % mark +11% +9% +9% +19% +6% +16% 
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The experimental group demonstrated improved performance as compared to the control group. 
Percentage shifts suggest benefits that accrue from the engaged strategic intervention programme. A 
comparison of the semester overall performance is shown in Table 2 below. 

Table 2: Comparison of the semester overall performance 

Control group Experimental group 

Groups A1 A2 B1 B2 C1 C2 D1 D2 

Overall 

percentage 

66% 70% 68% 67% 65% 65% 76% 79% 

Average = D1 + D2 = 

78% 

Shift 

marks 

in % -12% -8% -10% -11% -13% -13% 

The improved overall performance demonstrated by the experimental group points to the potential 
efficacy of the intervention. It has to be accentuated that the majority of students in South Africa have 
limited practical exposure and this is commensurate with South Africa’s global ranking in terms of the 
quality of mathematics and science education as well as the quality of the education system [18]. 

Appropriate and concrete steps geared towards the development and improvement of instruction with 
the potential to enhance pedagogic innovation within a broader South African context are required in 
the light of the key findings in this inquiry. The prevailing articulation gap which appears to be a result 
of the conflation of various factors ought to be adequately addressed in order to significantly improve 
the overall quality of the education system within the South African context and the development of 
innovative strategies that can serve to enhance practical skills is no exception. 

7. Conclusion

The heterogeneous sample of 178 students comprising experimental and control groups is a reasonably 
good representative sample of students performing practicals in the Physics laboratories as the highest 
number of students come from the Engineering Faculty. The engaged mentoring system appears to hold 
promise in terms of the development of a repertoire of essential practical skills and the reinforcement 
of positive attitudes. This intervention may potentially serve as a sustainable and viable mechanism 
through which the development of practical skills can be meaningfully fostered. 
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Abstract. A multilevel modulation format that meets the high bandwidth requirements and 

increases the bit rate is experimentally investigated. A single distributed feedback (DFB) laser 

at 1550 nm is used to transmit a total of 20 Gb/s of data over a single mode optical fibre link. 

The data rate is doubled from binary 10 Gb/s by employing a multilevel technique. An 

economical, all electrical multilevel signal generation technique was designed. The multilevel 

format transmitter codes two bits in one symbol. This enables an increase in the bit rate of the 

system, though at the expense of receiver complexity. The two bits coded in a single symbol 

generate a four level signal that has to be decoded at the receiver. The designed complex 

receiver section utilizes the offline digital signal processing algorithms to evaluate the system 

performance through bit error rate (BER) measurements. The system performance was 

experimentally evaluated on back-to-back transmission. 

1. Introduction

The  current increase in the use of cloud based services, high definition (HD) TV streaming, 

on-line gaming and sharing of photos, videos and other files has greatly congested the already 

operational 10 Gb/s intensity modulation direct detection (IM/DD) optical networks . There is 

therefore a need to developed new technologies which can potentially provide the required 

increase in data capacity while maintaining the bandwidth and the form of existing links. A 

cost effective alternative is one based solely on optical amplitude modulation format allowing 

the use of existing receivers [1].  A technique to achieving high spectral efficiency in IM/DD 

optical links is to increase the number of amplitude levels in the signal. This modulation 

format is commonly referred to as M-level pulse amplitude modulation (M-PAM), where M 

refers to the number of levels in the signal. Each optical symbol will carry log 2(M) bits of 

information. Recently a 4-PAM modulation of a vertical cavity surface emitting laser 

(VCSEL) at 50 Gbps was reported [1].  
In this paper, a multilevel signal transmitter and analyzer at the receiver is demonstrated. The 

advanced modulation technique employing 4 -pulse amplitude modulation (4-PAM) that doubles the 

transmission rate is designed and implemented using a directly modulated distributed feedback (DFB) 

laser.  The narrow linewidth of the DFB laser is of importance in the design of the high speed optical 

link. The magnitude of temporal dispersion of the signal is directly proportional to the length 

of the fibre and the linewidth of the laser source. The generated multilevel signal is transmitted 

using a single DFB laser at 1550 nm at an effective data rate of 20 Gb/s. An offline digital signal 

processing (DSP), multilevel signal analyzer was developed to evaluate the quality of the received 

optical signal using the Q factor approach. The ultimate quality measure in an optical communication 

links is the bit error rate (BER) [2]. The quality factor and probability density function are the 

important parameters in analyzing and estimating the BER from an eye diagram plot. 
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2. Theory

Figure 1 shows the probability density function (pdf) of a received binary signal with symbol S0 and 

symbol S1 [3]. In the derivation, we assume that the pdf is Gaussian and is given by:- 
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The erroneous  received bit is the overlapping region between pdf of symbol S0 and symbol S1. The 

probability of error when SO is transmitted is the shaded area under the curve (blue)  and is given by:- 
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      Figure 1: The Probability density functions of a received binary signal [3]. 

For similar threshold value, the probability of error when S1 is transmitted is also the area under the 

curve (red) and is given by:- 
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where, P (e/s0) and P (e/s1) are contributing to total probability of error. The probability of error for 

binary (2 level signal, with unbalanced noise distribution, (u 1≠ u0)   is given by: 
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The same reasoning can be extended to any M-ary modulation format to estimating the BER. 

For a 4 level modulation format, three optimum threshold decision values are applicable, each of the 

threshold values being between a pair of two adjacent symbols levels.  The total error rate is driven 

from error rate measurements done on each of the threshold values [4]. 
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3. Research design

The schematic diagram shown in Figure 2 is a complete multilevel optical transmission link 

comprising of an electrical transmitter, the medium and the optical receiver.  The complimenting, P 

and N, arms of the programmable pattern generator (PPG), generates the pseudo random bit sequence 

(PRBS),(2
7
-1), which on combining directly modulates the (DFB) laser. The different electrical 

attenuations on the two outputs guarantee the existence of two data signals at different power levels. 

The N output attenuated at 13 dBm has the electrical data sequence delayed in time by an integer 

multiple of a bit period, decorrelating the two complemented bit sequences. After mixing the two 

decorrelated data sequences interfere constructively and destructively, producing a four level data 

sequence. The mixing doubles the transmission data rate from 10 Gb/s to 20 Gb/s. The multilevel 

transmitter therefore codes two bits in one symbol prior to modulation and transmission through the 

fibre. 

The DFB laser signal  at 1550 nm  is  directly modulated at a bit rates of 20 Gb/s by a Non-

Return-to- Zero (NRZ) Pseudo-Random Binary Sequence (PRBS) signal and is transmitted through a 

back to back single mode fibre. The power meter (PM) measures the optical power at the back-end of 

the receiver after the optical signal power has been attenuated by a variable optical attenuator (VOA). 

The direct intensity modulated signal is directly detected (DD) by the photodiode (PD). The 

photodiode (PD) demodulates and converts the optical signal back to an electrical data signal. The 

front-end of the receiver comprises of an oscilloscope that captures and stores the received signal. The 

captured data is transferred to an offline digital signal processing (DSP) circuit. An Offline digital 

signal processing algorithm was developed to monitor and evaluate the performance of the designed 

multilevel optical link.  

The developed DSP analyser utilises the loaded eye diagram information from the 

oscilloscope as the input data. Three optimum threshold values are accurately determined thereby 

demodulating the four signal symbols generated at the transmitter.  Mean peak to peak voltage for 

zero and one level of each of the three eyes is calculated together with their respective standard 

deviations. The Q- factor is calculated from the mean peak to peak voltages and the standard deviation 

as given in equation [4.1]. The final and most important stage is the determination of the BER values 

using the already calculated Q- factor, utilizing equation [5].  

Figure 2: Experimental setup for a 4- Level pattern generator with differentially attenuated 

outputs and an integer bit period delay: 

PPG: programmable pattern generator. DFB: distributed feedback laser. VOA: variable optical 

attenuator power PM: power meter. PD: photodiode and a DSP: digital signal processing circuit. 

BER: bit error rate, Quality factor technique. 
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4. Results and discussion

Two decorrelated P and N pseudo random bit sequences (2
7
- 1) each at 10 Gb/s are differentially 

attenuated before combining and doubling the transmission data rate to 20 Gb/s. Figure 3 shows the 

individual P and N signal before mixing and the combined signals after mixing . After mixing each of 

the four symbol comprises of two bits each  (00; 01;10 and 11). The graph clearly shows that the 

combined signal (red) is a result of the interference of the two individual signals (blue and black).  

Figure 3:  The individual and combined waveforms of the signal out of the multilevel 

      transmitter. 

Figure 4: Back to back bit error rate (BER) for the four level signal 

0.0 0.2 0.4 0.6 0.8 1.0 1.2
-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

2.0
11

10

01
00

P
o

w
e
r 

(m
V

)

Time (ns)

 6 dB attenuation: Arm P

 13 dB attenuation: Arm N

Combined signal

-15.0 -14.5 -14.0 -13.5 -13.0 -12.5 -12.0 -11.5

10

8

6

4

Acceptable BER Threshold

Back to back BER: 4 level Signal

- 
L

O
G

 B
E

R

POWER AT RECEIVER (dBm)

B = -13.35 dBm

A = -11.88 dBm

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 476



Figure 4 shows the BER curve for back to back transmission obtained using the statistical probability 

density function (pdf), given in equation (5). The equation uses the analogue information from the 

signal (Q factor) to accurately estimate the BER. A receiver sensitivity of -12.47 dBm at the 

acceptable BER of 10
-9

 is obtained, with a penalty of 7 dB compared to a two level signal reported in 

[6]. The penalty is brought about by modulating an additional bit within the same modulation depth 

prompting the need for a more sensitive receiver to demodulate the two bits per symbol.

Figure 5 (A and B): Eye diagrams at -11.88 dBm and – 13.35 dBm respectively. 

Figure 5 shows the open eye diagrams at different receiver powers. The diagram has three open eyes 

and four signal levels. The eye closure is attributed to the attenuation of the signal in the back to back 

single mode fibre transmission link. The DSP algorithm developed, using the pdf and Q factor is an 

attractive technology to evaluate and monitor the performance of a high order modulation scheme in 

the absence of the relevant hardware. 

5. Conclusion

In this paper a four level signal analyser has been successfully implemented. The multilevel 

transmitter and the offline signal analyser designed and experimentally implemented are technologies 

that can help alleviate the ever growing demand for transmission speed in many optical interconnects 

and local area networks. The developed multilevel DSP algorithms signal analyser can be used in any  

M-ary modulation formats thereby promoting a cost effective way of evaluating the performance of 

any high optical communication link. 
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Abstract. Mineral-PET is a technology for the sorting of diamond bearing rock (kimberlite
ore) based on a mineral analogue of the well-known medical Positron Emission Tomography
(PET) imaging technique. The naturally occurring carbon in kimberlite needs to be activated
via photonuclear transmutation before it can be imaged. For the R&D phase of the project, a
technology demonstrator has been built. This is a planar PET array built around a conveyor
belt using kimberlite phantoms. The phantoms consist of blocks of cement with the radioactive
material (22Na) uniformly distributed throughout it to simulate the homogenous background
radiation from various non-diamond PET emitters. Diamonds are modeled in the phantom
by the inclusion of a localized hot-spot of 22Na. This system has been used to benchmark
computational simulations and to explore the physics issues for the specification of a pilot scale
plant at a mine. The review will provide new results and updates on the performance and
outlook for Mineral-PET.

1. Introduction
The detection and imaging of diamonds within coarse crushed kimberlite rocks can be carried
out in a run-of-mine scenario. This promises large savings and reduced diamond breakage. A
schematic showing the Mineral-PET process is shown in figure 1. The device is inserted into
the kimberlite processing chain after the coarse crush, which breaks rocks up into roughly 10
cm pieces. The stream is then sent to an irradiation hopper where an electron beam incident
on a tungsten target creates gamma rays via bremsstrahlung. The beam is fanned out over a
1 m2 area via perpendicularly oriented bending magnets. The gamma rays are incident on the
kimberlite, which is several layers deep to maximise usage of the gamma beam. The gamma rays
convert 12C in diamonds and within the surrounding material to the radioactive PET isotope
11C, making use of the giant dipole resonance in the 12C(γ, n)11C cross section. The rock is
then stored for about 20 minutes in a hold hopper to allow the non-carbon background signal
to die away. After the decay period, the kimberlite is directed onto a conveyor belt and the
rocks then pass between two horizontally oriented planar PET detector arrays. Each node of
a cluster computer is assigned a volume of space between the detectors in a revolving fashion.
As coincident events are detected, corresponding trajectories are reconstructed, and images
gradually built up in the volumes traversed by each trajectory. When the volume reaches the
end of the detection region, the relevant node then analyses the 3D PET image, and decides

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 479



whether or not a diamond is present. This information is fed to an ejection system, which
separates diamond bearing rock, allowing the remainder to be discarded.

Figure 1. Run-of-mine Mineral-PET schematic [1].

Simulations and calculations have been made to optimise imaging algorithms, determine the
expected activity levels and to optimise electron beam parameters and detector layout. Results
show that a 5mA, 40MeV accelerator and a 2 m2 bi-planar PET array could reliably detect
diamonds smaller than 1 mm at a kimberlite throughput of 700 tonnes/hour, assuming 0.054%
homogeneously distributed non-diamond carbon. Larger diamonds are more easily detected,
with the detection probability growing faster than the diamond volume. An analysis of data
taken at a 100 MeV electron accelerator shows that all non-PET activations are of a similar
order of magnitude to the natural background activity. All the radiological implications reduce
to below IAEA guidelines within two hours, and the material is radiologically equivalent to
natural background within 2 days. A scaled down version of the Mineral-PET system has been
constructed as a technology demonstrator, where the detector system has a reduced size and
the activation system is represented by phantoms. It successfully identifies simulant diamonds
within these phantoms and validates the simulations. The resolution is optimised by a custom
genetic algorithm which adjusts various detector parameters in a hierarchical manner. Two
complimentary techniques to determine radiological exposure are developed, which indicate that
the exposure levels at Mineral-PET will be easily manageable. These aspects are all described
in more detail in this reference [2].

2. Simulation of Activation and Minimum Detection Limits
The activation stage of the Mineral-PET has been simulated with GEANT4. One set of
simulations studied the power efficiency of different electron accelerator energies, beam currents,
converter materials and thicknesses. The power efficiency is defined as the number of useful
gamma rays created per incoming electron, divided by the beam energy. Useful gamma rays
are gamma rays likely to excite the giant dipole resonance of carbon (12C(γ, n)11C), taken as
between 20MeV and 27MeV. The power efficiency plateaus after about 40MeV, so this is chosen
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as the Mineral-PET beam energy. Gold and tungsten bremsstrahlung targets perform equally
well, so a 3 mm tungsten target is chosen due to its superior strength and high melting point.

The mixed radiation field arising from both this accelerator-converter configuration and
for the subsequent penetration into a total depth of kimberlite of 30cm was also modelled
using GEANT4. This depth of kimberlite corresponds to about three radiation lengths, and
can therefore be taken as the effective activation depth for the Mineral-PET process. The
results of this calculation were used to determine the production of both the 11C and 15O
PET isotopes. The dominant background for Mineral PET a few minutes after irradiation is
the activity from 15O as there are many oxides in the kimberlite ore. This component is no
longer dominant after the residence period in the hold hopper. The 11C activity arises from
either the presence of a diamond or from the very dilute presence of homogenously distributed
carbon (carbon dioxide and carbonates). The Mineral-PET detector system was also modelled
by Monte Carlo to determine the overall detection efficiency. This calculation could also be
used to optimise the planar detection geometry. A study was performed of overall Mineral-PET
resolution for the reconstruction of hot spots of 11C PET activity. This includes the detector
position resolution, and the effective positron range and non-colinearity smearing. A novel hybrid
diamond detection algorithm was developed which will be discussed elsewhere. Ultimately, a
diamond is identified when the number of trajectories (the Line of Response (LoR) formed by the
back-to-back decay photons) that intersect a region of interest (ROI) passes a given threshold.
The threshold is dependent on the tolerated false positive rate, the size of the diamond to be
detected, the resolution of the detection system, the level of 11C activation and the amount of
homogenously distributed non-diamond carbon in the kimberlite. Combining the results of an
analytic formulation of the physics of the diamond detection with a Monte Carlo procedure to
determine the parameters in the model, the diamond detection probability could be evaluated.

Figure 2 shows the simulated probability of detecting a diamond as a function of diamond
length, for various different beam currents. Mineral-PET should have a 99.7% chance of finding
a 1mm diamond with a beam current of 5mA when the non-diamond carbon concentration is
below 0.2% CO2.
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Figure 2. Probability to find diamonds in a 0.2% CO2 (left) and a 2% CO2 (right) background
as a function of diamond size, for various beam currents.

3. Residual Activity Identification, Monte Carlo Validation
A sample of kimberlite irradiated at the Aarhus University microtron (Ee = 100 keV) is shown
in figure 3. This is a two dimensional histogram, with elapsed time on one axis and energy on
the other. The PET line at 511 keV is far larger than other sources of activity. The change of
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slope of this line as the oxygen signal decays and the carbon signal starts to dominate is evident.
Most other species quickly decay. The peak at just under 1500 keV is the potassium-40 peak.

Figure 3. Left : Two dimensional energy - elapsed time spectrum of photon irradiated
kimberlite showing induced PET activity and the activation of various isotopes. Right : The
identification of isotopes responsible for the residual activity in using both peak energy and
lifetime. [1].

The first goal was to comprehensively understand all the isotopes that are excited during
irradiation. The second goal was to obtain well calibrated experimental data on the activation
process for comparison to simulations including the detailed mixed radiation field at two different
energy distributions. The first goal has been achieved, as the combined information of peak
energy and lifetime enable a unique identification of the various isotopes which have been
activated. Of these isotopes, the long-lived ones are 24Na, 52Fe, 56Mn and 40K. The potassium
can be discounted, because it is present at roughly the same level in non-irradiated samples. The
observed initial activities for 1 cc of kimberlite from the irradiation (about 60 times the dose
envisaged for the Mineral-PET method) are: for 56Mn : 1.41 ± 0.04 Bq, for 24Na : 2.81 ± 0.02 Bq.
The fact that the size of the naturally occurring potassium is comparable to that of the isotopes
that have been activated is indicative of the fact that very little radiation has been induced. The
24Na could be a concern, as it is easily metabolised. However, all the radiological implications
reduce to below IAEA guidelines within two hours, and the material is radiologically equivalent
to natural background within 2 days. The Mineral-PET method can therefore be considered
radiologically safe.

With respect to the second goal, the GEANT4 simulation was used to model the mixed
radiation field and from there the activation could be calculated. The simulation results were
within a factor of 2 and 3 for the carbon and oxygen and 5 for the sodium with respect to the
experimental results. The modelling of the residual activity is therefore partially successful, and
the remaining disagreement is attributed to possible variations in the kimberlite composition,
as well as uncertainties in the irradiated dose estimation.

4. Technology demonstrator
A scaled down version of the full Mineral-PET detector system built around a conveyor belt
has been created as a laboratory demonstrator. This serves as a proof of concept, and
allows experimentation with detector technology, detector alignment optimisation, software
development etc. An accelerator has not yet been secured, so results using the laboratory
demonstrator have been acquired using 22Na sources, which have been incorporated into
kimberlite, in such a way as to emulate the activity profile of photon irradiated kimberlite,
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with and without incorporated diamonds. The technology demonstrator is able to locate a
diamond simulant in the background of homogenously distributed carbon simulant within a
kimberlite phantom moving on a conveyor belt through the Mineral-PET detector array. The
visualisation of the detection is evidenced by a digital presentation of the lines of response
(LoR) recorded by the detectors in real time, and the painting of the location of the diamond
on the kimberlite phantom by a data projector. The quantitative results are consistent with the
simulations discussed above.

5. Radiological Exposure Modelling
One of the concerns for an industrial scale Mineral-PET plant is the radiation exposure of
workers. The shielding requirements for the irradiation system have already been investigated
in [3]. This included radiation shielding calculations, analysis, and optimisation with the aid of
the MCNPX Monte Carlo code. The conclusion was that a 1.6 m thick shielding matrix of lead,
iron, wax and boron carbide adequately shielded personnel from the irradiation system. If the
accelerator, irradiation system and hold hopper were buried underground away from personnel,
these requirements would be less stringent.

Once the kimberlite is out of the hold hopper, we would like to quantify the exposure received
by Mineral-PET workers in common scenarios, for example nearby the conveyor belt or a pile
of mine tailings. Two numerical techniques have been developed to calculate the exposure given
a particular geometry of radioactive material. The first uses an attenuation model to arrive at
an integral that can be solved numerically. This technique only applies to cuboid shaped bodies
of material. The results of this are compared to a full Monte Carlo physics simulation that is
more accurate, but far more computationally intensive. The second technique can, however, be
applied to any geometry. The development of the radiological assessment tools have already
been presented in [4].

Here we present additional results specifically for the case that will occur in a Mineral-PET
plant. This is of a body of kimberlite 10 cm deep on a 1 m wide conveyor belt, after irradiation
has occurred and the decay time has passed. Figure 4 shows the geometry, consisting of a 20 m
long kimberlite stream, 1 m wide and 10 cm tall. The 50 cm radius water ball is shown one metre
away from the kimberlite at a height of 30 cm. We will use the 0.2% carbon dioxide activity
estimate, and assume that 29 minutes have passed since irradiation. At this time, the carbon
and oxygen signals dominate, so we ignore the contribution from sodium. The combined specific
activity of the carbon and oxygen is 33.9 Bq/cm3. Each decay creates two 511 keV photons, so
the overall 511 keV gamma rate is 67.8 Hz/g.

Figure 4 on the right shows the activity absorbed by the target as a function of the position
of the centre of the target. The conveyor belt extends from x = −10 m to x = 10 m, and from
y = −0.5 m to x = 0.5 m. The edge of the target is 5 cm from the belt at its closest, and the
centre of the target is 30 cm above the belt. This approximates a worker standing at various
positions next to the conveyor belt. Both the activity in Bq/cm3 and the gamma attenuation
constant are multiplied by 0.7 to take the packing density into account.

The activity that hits the target when it is 5 cm from the middle of the belt is
2.40 × 105 photons/s. Considering a photon energy of 511 keV and a gamma radiation quality
factor of 1 [5], this corresponds to 70.8µ Sv/h. At a distance of 1 m, this has already fallen
to 7.50 × 104 photons/s or 22.1µ Sv/h. Workers would have to spend six hours a day for 118
days at a distance of 5 cm, to reach the 50 mSv level set in the IAEA safety guide relating to
radioactive material in mining [6]. Workers could be employed full time at a distance of 1 m.

Note that the kimberlite will be more active at the time of detection if the carbon dioxide
concentration is 2%. In this case, worker access should be more limited, or shielding employed.
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Figure 4. Left : Top and side views of the geometry in the kimberlite belt radiological exposure
calculation. Right : Activity at different points (blue dot) along the side of a 20 m × 1 m conveyor
belt (brown dot) carrying kimberlite 10 cm deep.

6. Conclusion
An overview of the Mineral-PET run-of-mine diamond bearing rock sorter is presented. The
paper described Monte Carlo simulation results for various aspects of the activation and detection
stages. Minimum Detection Limits for the diamond size in a realistic plant were identified. The
most recent results for the calculation of the residual activity of the irradiated kimberlite were
presented. Finally, the previously developed radiological exposure modelling tools were applied
to a Mineral-PET plant scenario.
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Abstract. Electroluminescence (EL) is a useful solar cell and module characterisation technique 

as it is fast, non-destructive and sensitive to the effects of shunt and series resistance and 

recombination parameters.  A solar cell in normal operation receives an optical input in the form 

of the incoming light and outputs an electrical current.  Conversely, a LED receives an electrical 

input resulting in an optical output. EL occurs when a solar cell is forward biased receiving an 

electrical input and outputs an emission spectrum. The emission spectra from indirect band gap 

materials like silicon are in the infrared region of light while the direct band gap semiconductor 

materials used in LEDs emit light in the visible region.  The intensity of the luminescence emitted 

is related to the applied voltage and the quantum efficiency of the cell material. The spectrum of 

the emitted luminescence can be related to the recombination properties of the cell such as 

surface recombination velocity and minority carrier diffusion length or lifetime.  For EL imaging, 

a silicon CCD camera is commonly used because it has very good spatial resolution, however, 

this sensor is only sensitive to wavelength in the range of 300-1200 nm.  There is an overlap in 

wavelengths from about 900 to 1100 nm allowing the EL to be detected. The spectrum of the 

detected EL is thus dependant on the sensitivity of the camera, the transmission of the filters and 

the emitted photon flux. In this study the emitted spectrum is modelled and the effects of 

recombination properties of the cell on the emitted spectrum are examined. The integration of 

short-pass filters into the experimental setup is theoretically modelled and discussed.  

1. Introduction

1.1. Introduction 

A solar cell and a light emitting diode (LED) can be represented as a device with electrical and optical 

terminals as shown in figure 1.  A solar cell receives an optical input in the form of the incoming light 

and outputs an electrical current.  Conversely a LED receives an electrical input resulting in an optical 

output. EL occurs in a solar cell when it is forward biased, receiving an electrical input and outputs an 

emission spectrum.  The emission spectrum from silicon is in the infrared region of the electromagnetic 

spectrum[1].   

A solar cell can be visualised as a spatially extended device where light is emitted at different points 

on the surface, each with their own local quantum efficiency and local junction voltage.  

1 To whom any correspondence should be addressed. 
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Figure 1: Solar cell represented as a device with optical and electrical terminals[2]. 

A detailed balance theory relating the carrier collections properties of a solar cell to the spectral EL 

emission is rigorously proven by U. Rau (2007)[3].   

The intensity of the emitted EL at a point (x) on the cell is dependent on the reflectance (rf[Eγ])of 

photons within the material, the local internal quantum efficiency (Qi[Eγ]) and the local junction 

voltages (U).  These three factors relate to classical loss mechanisms namely, optical, recombination 

and resistive losses[2]. If the local junction voltage is assumed to be constant across the cell, the 

relationship between the optical and recombination properties and the spectrum of the emitted EL of the 

cell can be investigated. 

1.2.  Charge carrier distribution 

When a forward bias is applied to a solar cell, minority carriers are injected at the p-n junction. Electrons 

are injected at the p-side of the p-n junction and holes at the n-side.  Since the n-layer (emitter) is very 

thin, the amount of radiative recombination occurring is negligible[4].  Thus the distribution of electrons 

in the p-side of the p-n junction is discussed in this section. 

The minority carrier concentration, ne, at the junction (z=0) is given in equation (1) and is dependent 

on the intrinsic carrier concentration, ni, the doping concentration of the base, NA, applied junction 

voltage, U, and the thermal voltage, kBT/e [1]: 

𝑛𝑒(0) =
𝑛𝑖

2

𝑁𝐴
exp (

𝑒𝑈

𝑘𝐵𝑇
) . (1)

The carrier concentration at the rear surface, ne(d), is related to the surface recombination 

velocity (S), the carrier diffusivity (De) and the charge carrier diffusion current density (je), as follows: 

𝑗𝑒(𝑑) = −𝐷𝑒
𝑑𝑛𝑒

𝑑𝑥
(𝑑) = 𝑆𝑛𝑒(𝑑)   (2)

The carrier diffusion length is related to carrier diffusivity and carrier lifetime (τe):

𝐿𝑒 = √𝐷𝑒  𝜏𝑒 (3) 

These boundary conditions allow the minority carrier distribution, n(z),  to be determined as a 

function of applied voltage, diffusion length and rear surface recombination velocity. Electrons are 

injected at the junction (z= 0) where the concentration is given by equation (1) and dependent on 

intrinsic carrier concentration, the doping concentration of the base, the applied junction voltage, U, and 

the thermal voltage, kBT/e.  An increase in the applied junction voltage will increase the carrier 

concentration which results in increase radiative recombination which leads to an increase in EL 

intensity.  In this study the modelling of the EL spectrum is discussed with respect to recombination 

such as diffusion length and surface recombination velocity. 
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1.3. Photon Emission under forward bias 

The rate of spontaneous photoemission by a semiconductor can be determined using a generalised form 

of Planck’s law of radiation of non-black bodies[4].  

The rate of spontaneous photoemission of photons of energy, Eγ, in a certain volume element is given 

by: 

𝑟𝑠𝑝(𝐸𝛾) = 𝛼(𝐸𝛾)
𝐸𝛾

2

𝜋2 ℏ3𝑐2

1

𝑒𝑥𝑝(
𝐸𝛾−Δ𝜂

𝑘𝐵𝑇
)−1

. (4) 

Where 𝛼(𝐸𝛾) is the energy-dependant absorption coefficient, ħ is the reduced Planck’s constant, c, is

the speed of light, 𝛥𝜂 is the local separation of quasi-Fermi Energies, 𝑘𝐵 is Boltzmann’s constant and T

is temperature in Kelvin. 

The quasi-Fermi levels of n- or p- type Silicon can be related to the doping concentration (NA), the 

intrinsic equilibrium charge carrier concentration (ni) and the carrier distribution (n(z)). 

Low- injection conditions are assumed with recombination occurring through band-band 

transitions [5].  The dependence of the recombination parameters on the carrier concentration is ignored 

in order to get a numerically solvable equation.  Further assumptions are made that carrier diffusion 

does not occur laterally in the cell, only parallel to the depth.  These assumptions allow the rate of 

spontaneous photoemission to be approximated using: 

𝑟𝑠𝑝(𝐸𝛾 , 𝑧) ≈ 𝛼(𝐸𝛾)
𝐸𝛾

2

𝜋2 ℏ3𝑐2 𝑒𝑥𝑝 (−
𝐸𝛾

𝑘𝐵𝑇
)

𝑁𝐴 
𝐷

𝑛(𝑧)

𝑛𝑖
2 . (5) 

Equation (5) predicts the local spectral distribution of spontaneously emitted photons within the 

sample.  

1.4. Emitted Photon Detection  

The rate at which of photons of an certain energy interval, I(Eγ), are emitted from the surface of the cell 

sample can be obtained by integrating equation 4 across the thickness of the cell and is given by 

equation (6).   

𝐼(𝐸𝛾) = [1 − 𝑅𝑓(𝐸𝛾)] ∫ (𝑟𝑠𝑝(𝑧, 𝐸𝛾){𝑒𝑥𝑝[−𝛼(𝐸𝛾)𝑧] + 𝑅𝑟(𝐸𝛾)exp [−𝛼(𝐸𝛾)(2𝑑 − 𝑧)]})𝑑𝑧
𝑑

0
(6) 

The reflectance terms take into account a single reflection from the front surface (Rf) and at the rear 

surface (Rr).  The inclusion of the absorption coefficient, α(𝐸𝛾), in the equation takes into account the

reabsorption of photons in their optical path to the surface of the cell.   The generation of electron-hole 

pairs due to reabsorption of these spontaneously emitted photons is ignored as non-radiative 

recombination is assumed to be the dominant form of recombination [1]. Equation (6) only considers 

photons emitted normal to the cell surface. 

For EL imaging, a silicon CCD camera is commonly used because it has very good spatial resolution, 

however, it is only sensitive to wavelengths in the range of 300-1200 nm[6].  There is an overlap in 

wavelengths from about 900 to 1100 nm allowing the EL to be detected. InGaAs cameras can also be 

used for EL imaging and have a wider spectral detection range. However, they lack the spatial resolution 

of silicon and since they are more sensitive to longer wavelengths, they are more susceptible to light 

trapping within the sample which results in smearing of the image[1]. 

The spectrum of the detected EL is thus dependant on the sensitivity of the camera (Φ𝑐𝑎𝑚𝑒𝑟𝑎), the

transmission of filters (𝑇𝑓𝑖𝑙𝑡𝑒𝑟) used and the emitted photon flux[1] as shown:

𝐼𝑑𝑒𝑡𝑒𝑐𝑡(𝐸𝛾) = 𝑇𝑓𝑖𝑙𝑡𝑒𝑟(𝐸𝛾)Φ𝑐𝑎𝑚𝑒𝑟𝑎(𝐸𝛾) 𝐼(𝐸𝛾) . (7) 
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2. Experimental Setup

2.1. Modeling 

The results are modelled using a Mathematica routine. The parameters used are given in table 1. These 

parameters are used unless otherwise specified and are literature values or from Kirchartz et.al.[7].  

3. Results

3.1. Modeling of excess charge carrier distribution 

The effects of recombination properties on the charge carrier distribution is modelled using equations 1 

and 2 and the parameters of table 1. Figure 2 shows the excess carrier concentration of electrons in the 

p-side of a solar cell with a thickness of 250 µm. The distribution of minority carriers across the depth 

of the cell is determined by the diffusion length of the carriers and by increasing the diffusion length, 

the distribution of carriers across the cell increases.  The surface recombination velocity, S, is the rate 

at which carriers recombine at the surface of the material and is set at 10 m.s-1.  The faster recombination 

occurs at the surface, the lower the carrier concentration at the surface (z=250 µm). 

Figure 2: Excess charge carrier distribution across the depth of the cell modelled with diffusion lengths 

equal to 20µm and 500µm. 

3.2. Modeling of detected EL 

The EL intensity, which is the rate of photons emitted from a local surface element is simulated and 

plotted against wavelength in figure 3.  Varying the diffusion length of the carriers has a more significant 

effect on the short wavelength region of the spectrum.  High energy (short wavelength) photons are 

Table 1. The parameters used for modelling the EL spectrum of Silicon. 

Parameter Symbol Value used 

Intrinsic carrier concentration ni 9.69 x 1015 m-3  at 300 K 

Doping concentration of the base NA 1022   m-3 at 300 K 

Temperature T 300 K 

Local Junction Voltage U 0.05 mV 

Surface Recombination Velocity S 10 m/s 

Diffusion length Le 100 µm 

Electron diffusivity De 27 x 10-4 m.s-1 

Thickness of p-layer d 250 µm 

Speed of light c 2.998 x 108 m.s-1 

Reduced Planck’s constant ħ 6.58 x 10-4 eV.s 

Boltzmann’s constant kB 8.617 x 10-5 eV.K-1
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more likely to be re-absorbed as silicon has a higher absorption coefficient in the low wavelength region.  

A short diffusion length means the carriers recombine deeper in the cell close to the p-n junction and 

the photons are more likely to be reabsorbed before they can be emitted at the surface.  A longer diffusion 

length means carriers are able to recombine further away from the junction closer to the surface and thus 

the number of emitted photons of all energies is greater.  This effect is especially noticeable in the short 

wavelength, high EL photon energy region. 

Figure. 3: The EL spectrum modeled at different diffusion lengths. 

3.3. Detecting EL using a CCD camera 

Figure 4 shows the overlap of the modeled EL spectrum and the CCD sensitivity[8], and short-pass 

filters with cut-offs at 900 nm and 1000 nm.  The overlap between the CCD camera and the EL spectrum 

is only at short wavelengths and thus only a small percentage of the total EL can actually be detected.  

The incorporation of short-pass filters was suggested by Wurfel et al[1], in order to isolate only photons 

emitted from EL in the short wavelength region.  These photons are generated near the surface as high 

energy photons generated deeper would be reabsorbed.  The use of filters limits the spectrum of the 

detected EL and thus the image can be spectrally defined. 

Figure 5 shows the CCD camera’s quantum efficiency, the modelled EL and the detected EL.  The 

EL and quantum efficiency are normalised.  The detected EL is in the wavelength range of between 

950-1150 nm which includes only a small portion of the total emitted EL in the region where the camera 

has low quantum efficiency.  

Figure 4:  The EL spectrum overlaid with the CCD camera sensitivity and the transmission of the 

short-pass filters. 

 Le = 50 µm 

 Le = 100 µm 

 Le = 250 µm 
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Figure 5: The EL spectrum of silicon modelled with parameters set in table 11 compared with the 

silicon CCD camera sensitivity. The normalised detected EL peak is also plotted. 

4. Discussion and Conclusion

A solar cell can be visualised as a spatially extended device where light is emitted at different points on 

the surface, each with their own local quantum efficiency and local junction voltage.  

A thorough understanding of the spectrum of emitted during EL is important.  Modelling the effects 

of different recombination properties and filter integration allows for a better idea of the EL process. 

While the EL imaging with a silicon CCD camera is not able to measure the EL spectrum the use of 

filters allows some assumptions of the detected wavelength range to be made.  The modeled EL 

spectrum illustrated that the minority carrier diffusion length has an effect on the EL intensity in the 

short wavelength region.  As this region is within the detection sensitivity of the camera, the modeling 

of the effects of diffusion is important for interpreting the EL images. Future work includes integration 

of filters into experimental set-up and correlation between experimental and simulated results. 

Lateral filter inhomogeneity in the short-pass filters can cause a significant variation in the 

transmission of the filter. This needs to be addressed in future experimental work, possibly by rotating 

the filter and averaging the images.   
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Abstract. This paper discusses the framework for developing a theoretical model that 

characterizes solar radiation at ground level and evaluates the model using Monte Carlo 

simulations. It presents an overview of the methodology and calculations required for such a 

study, including the effect aerosols have on irradiance. It explores the results of previous 

studies that have provided broad band solar irradiance measurements at specific locations and 

that have developed empirical relationships between a series of solar parameters appropriate 

for African conditions. It seeks to reproduce these relationships using a theoretical modelling 

approach that incorporates radiative transfer processes, as well as Rayleigh and Mie scattering. 

It presents wavelength-dependent techniques that characterize the various components of solar 

radiation using theoretical models, and evaluates their suitability in this context. The 

application of Monte Carlo based atmospheric radiative transfer models is also briefly 

discussed.  

1. Introduction

Solar radiation is energy distributed over a wide continuous spectrum ranging from ultraviolet to the 

infrared. The transmittance of the atmosphere to solar light is wavelength dependent, as is the 

efficiency of the solar device, which is a function of the technology employed. 

The intensity of the Sun’s rays reaching the outer surface of the Earth’s atmosphere is 

approximately 1360 W/m
2
. The solar beam intensity at the Earth’s surface is reduced by scattering and 

absorption due to molecules, aerosols, water vapour and naturally clouds. The beam of sunlight 

incident at the Earth’s surface from the direction of the Sun is called direct solar radiation, while 

scattered sunlight incident from other directions, i.e. sky light, is referred as diffuse radiation [1]. 

Despite their significance, direct and diffuse solar radiation measurements are not abundantly 

available due to the cost and difficult maintenance of measuring equipment such as pyranometers.  

In past decades, the characterization of solar radiation has been based on satellite derived data as 

well as empirical models based on, amongst other things, meteorological records. This includes a 

variety of studies of solar irradiance in African and other tropical localities [2-5]. These approaches 

rely on simplifying assumptions to deal with the mathematical complexities inherent in analytical 

determinations of the irradiance. 

An alternative means of treating this problem is through stochastic computation, commonly 

referred to as a Monte Carlo simulation. This involves launching photons from the top of atmosphere 

as if they come from the Sun. Each photon is tracked through a sequence of interactions until it is 

absorbed in the atmosphere, observed at the surface, or scattered out of the atmosphere. The outcome 

of each interaction is governed by the application of randomly generated numbers to the physics of 

the process and the probability of achieving a particular outcome [6]. The true solar irradiance profile 
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is then sufficiently approximated through multiple computational repetition of the photon generation 

process. 

The study presented here is a precursor to a wider PhD study that aims to determine the solar 

irradiance and solar energy potential of Rwanda. The methodology developed is however equally 

suited to other localities, when atmospheric parameters are suitably adjusted. In the case of Rwanda, 

the model to be eventually developed will be required to match not only the measured local annual 

average solar irradiation (4.3-5.2 kWh/m
2
/day, depending on the exact locality [2,5]), but also 

established cloud cover patterns and atmospheric turbidity (with seasonal trends). 

In addition to the above, the Monte Carlo simulations will also be providing important details 

about the angular and spectral distribution of the scattered skylight. This is critical for the 

determination of the efficiency of solar power generating devices, and to determine their optimal 

configuration (orientation). This is particularly significant in view of the high equipment and 

maintenance costs that would be required to secure this information through experimental means.  

2. The stochastic model employed

The equation of radiative transfer mathematically describes a light beam‘s energy losses to absorption, 

gains by emission, and redistribution by scattering. Radiative transfer modelling is the numerical 

prediction of quantities related to the radiative energy transfer in a medium such as the Earth’s 

atmosphere. The approach here involves stochastic modelling of the scattering and absorption of 

sunlight in complex atmospheric conditions [6-8]. 

As solar light penetrates the atmosphere, the solar radiation is attenuated by the atmosphere 

through scattering, absorption and reflection. The attenuation is proportional to the density of the 

medium, the incoming beam, and the path length or optical path length, and is described by the Beer-

Lambert equation. 

)exp(,0 mII   (1) 

Where Iλ and I0,λ are the solar beam intensity per unit wavelength at ground level and at the top of 

the atmosphere respectively, λ is the (wavelength dependent) optical depth and m is the airmass, i.e. 

the relative beam path through the atmosphere measured in units of the vertical atmospheric depth. 

Scatterers in the atmosphere are usually divided into two main types - aerosols and molecules. The 

scattering mechanism largely depends on the scattering particle size. Rayleigh scattering occurs for 

particle sizes smaller than the wavelength (as is the case with air molecules), while Mie Scattering 

happens if the particle size is of the order of the wavelength (i.e. for a large fraction of aerosols). 

For Rayleigh scattering, the relationship between the relative intensity of scattered light and the 

angle of deflection ξ is described by the phase function,  

    2cos1
4

3
Rp  , (2) 

which we note reaches a minimum for scattering at 90° to the original beam direction [9]. 

For Mie scattering, the phase function is far more complex, as it depends on aerosol shape, size 

and composition. A good way of approximating aerosol scattering is by means of the Henyey-

Greenstein phase function 

 
  2/32

2

cos21

1








gg

g
paer




 (3) 

where g is a parameter referred to as the asymmetry factor [10]. 

3. Application of the stochastic computation model to specific scenarios

A random number generator is used to provide random numbers between 0 and 1 which are used to 

calculate the photon step size (i.e. the distance covered by the photon until it is absorbed or scattered), 

the nature of the interaction (absorption or scattering) and the scattering angle (deflection angle ξ and 

azimuth). In addition, through application of the spectral distribution of the solar beam above the 

atmosphere, one can even use random numbers to determine the photon wavelength. Where a 
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scattering event has taken place, the process is then repeated until the photon reaches the ground, is 

scattered back into space or becomes absorbed. Repeating this procedure to a very large sample of 

photons yields a good approximation of the solar irradiance observed on the ground. Through 

considering the zenith angle and azimuth from which the scattered photons strike the ground, one is 

able to model the angular light distribution of diffuse light, and even to estimate its spectral 

properties. Even cloud cover and weather patterns can be determined stochastically, though none of 

that is attempted here. The formalism for applying random numbers to the two phase functions 

described earlier has been previously established. Prahl et al used a generated random number (r) to 

calculate the step size, s (see equation 4): 

tu

r
s

ln
     (4) 

(where tu  is the total attenuation coefficient). 

     They also used generated random numbers to calculate the azimuthal angle, r 2  and the 

scattering angle,   [11], which are the key elements to get the new direction of a moving photon: 
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For the simulation that formed the basis to this paper, we made the simplifying assumption that the 

Sun is overhead. We computationally launched 21000 photons from the top of the atmosphere at three 

specific wavelengths and tracked the progress of each one through the atmosphere. We chose an 

asymmetry factor of g = 0.2, typical of many aerosols.  

4. Results

The following results represent Rayleigh and aerosol scattering, brightness and the colour 

characteristic of the sky at different wavelengths as determined by our simulations.  

4.1 Rayleigh and aerosol scattering 

Figure 1 compares the deflection angle for the Rayleigh and Mie scattering processes. The preferred 

forward direction for scattering of aerosols as well as the ‘dumbbell’ shape of the Rayleigh phase 

function is clearly visible in the histogram. 

Figure 1. Comparison between Rayleigh and aerosol scattering. The graph displays the 

percentage of photons scattered during atmospheric transit as a function of ξ (in degrees) 
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4.2. Scattered photons at different wavelength 

The simulations in this paper were performed for the following wavelengths and optical depths: 

Table 1. Wavelength range and optical depth 

   λ τ (low)  τ (high) 

415 nm 0.26 0.44 

501 nm 0.14 0.26 

615 nm 0.09 0.18 

The first of these optical depths are typical of clear conditions at a rural site at altitude of ~1200 m 

above sea level, deduced from previous studies carried out over southern Africa [12]. The other 

optical depths represent an example of an atmosphere containing some aerosols generated by biomass 

burning. The wavelengths chosen correspond to standard sunphotometer bands. 

Figure 2. Comparison solar radiation scattering at λ = 415nm in the presence of low and 

high aerosol concentrations in the atmosphere. 

4.3 Brightness of the sky 

Figure 3 displays the actual sky brightness, and differs from the distribution in Fig. 2 due to the fact 

that the solid angle corresponding to any particular deflection angle range is actually proportional to 

cos ξ. As in the figure before that, the larger aerosol concentration leads to a greater sky brightness, as 

is expected in view of the known aureole around the Sun in hazy conditions. Here the photon ratio 

represents the fraction of photons scattered in a given range of scattering angle per total number of 

launched photons. 
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Figure 3. Brightness of the sky at λ = 501nm for high and low aerosol atmospheric 

concentrations. 

4.4 Colour of the sky 

Finally, we test whether our simulation leads to colour differences between different scattering angle 

directions.  In Fig. 4, photon ratio refers to the fraction of photons scattered at two different 

wavelengths (615nm and 415nm respectively) in the presence of low and high aerosol concentrations. 

The results of this test, shown in Fig. 4 below, are inconclusive. A much larger photon sample is 

required to detect any dependence on scattering angle or optical depth. 

Figure 4. Ratio of the photons scattered at 415 nm as opposed to 615 nm, for low and 

high aerosol concentrations. The higher this ratio, the bluer the sky. 
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5. Further work

The results of the preliminary stochastic simulations that form the basis of this paper show the 

potential of applying such simulations to determine both direct and diffuse irradiance values, 

especially as these can be expanded to a whole spectrum of wavelengths. Accuracy can be improved 

through drastically increasing the photon number in the computations. The models are also easily 

adapted to different solar beam inclination angles, meaning that an irradiation time sequence can be 

developed. The possibility of refining the aerosol scattering characteristics to match local aerosol 

types make this a promising approach to the modelling of ground level solar irradiance, and hence 

determining the solar energy potential at a site. 
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Abstract. The thrust production of a miniaturized space propulsion system using corona 

ionization of the propellant depends on the exhaust plume composition. A two fluid simulation 

was constructed to extract electrical properties of the plume, such as the electric field, potential 

and the ion and electron charge densities. The form of the potential is seen to depend on the 

propellant flow rate, which affects the non-uniform pressure profile appropriate for this system 

and hence ion mobility. The form of the pressure profile used introduces a space charge 

polarization close to the ionising needle, which dramatically increases thrust production. The 

thrust description, which shows the local thrust contributions from the plume, indicates that 

thrust can have even negative components in the polarization region, but is overall much larger 

than for the conventionally studied constant pressure background system. 

1. Introduction

Since the launch of SANSA (South African space agency) in 2010, space related activities have 

received new impetus in southern Africa. Although the emphasis is on astronomy, science and 

engineering applications are also being pursued. One of the research directions concerns itself with 

electric propulsion systems (or “thrusters”) which can be used in outer space on deep space probes or 

satellites.  

Lately, research on thruster miniaturisation has been gaining in importance, with the aim to reduce 

production and launch costs. At the same time, manufacture of smaller space components became 

desirable, so that the overall versatility of space vehicles can be increased.  

In miniaturising electric propulsion systems, one aims for the high efficiency and long lifetime of 

larger systems. This can be difficult to achieve; the well-known gridded electrostatic ion engines, for 

instance, lose efficiency on reduction of the discharge chamber [1], while some progress with the 

popular Hall thrusters is made [2] , especially on erosion problems.  

A number of alternative miniaturized electric propulsion systems is being studied. Work is pursued 

on thrusters relying on the ejection of charged particles, such as pulsed plasma thrusters, the FEEP, 

colloid thrusters, Helicon thrusters, vacuum arc thrusters, micro-particle thrusters, hollow cathode 

thrusters and many of their derivatives (see [3] for a comprehensive discussion of miniaturised electric 

propulsion systems). Thrusters are studied relying on heating mechanisms of the propellant [4], such 

as laser ablation thrusters and arc-jet thrusters [5] or else on interaction with external fields, like the 

electro-dynamic tethers [6]. Many of these systems are unique candidates for specific mission 

requirements.  

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 497

mailto:philippe.ferrer@wits.ac.za


Here, we discuss an aspect of a thruster depending on corona ionisation. Since thrust is produced 

via electrical interactions between the thruster body and the plume, knowledge of the plume 

composition is vital. 

2. Operation of the corona ionisation thruster

The thruster consists of two hollow needles separated by a short distance with a potential difference 

between them, and embedded in an insulator (figure 1). A propellant gas escapes into vacuum through 

the needles. At the needle tips, the gas experiences a strong electric field and corona ionization takes 

place. Electrons are produced at the negative needle tip, positive ions at the positive needle tip. The 

charged particles are mostly repelled from the needle they emerge from, with a small fraction forming 

a plasma bridge, ensuring continuing operation. Less than a percent of gas molecules are corona 

ionized in the gas, forcing the ions and electrons to move through a dominant neutral gas background.  

Experimental data has been collected for such a system and is described in detail elsewhere [7]. 

Figure 1. Oppositely charged needles 

create charged particle flows through 

a predominantly neutral propellant via 

corona ionization. A plasma bridge 

ensures continuing operation. 

An analytic model for the radial electric field inside the positive plume was suggested in [7], which 

made some simplifying assumptions, such as ignoring electrons, using unrealistically large values for 

the plume spread angle (45 deg) and a very high secondary electron emission coefficient of 0.67.  

The similarity in thrust and discharge behaviour of the two needle system of figure 1 and a simpler 

configuration involving a positively charged needle and a grounded plate (see figure 2) was noted in 

[7]. The simulation introduced in the next section is based on the simpler configuration of figure 2.   

Figure 2. Discharge system of needle to 

plate configuration showing similar 

properties to the needle-needle thruster. The 

gas density of the plume decreases 

quadratically towards the plate.  

3. Two fluid simulation

Non-intrusive direct measurements of plasma systems are difficult to perform on small scales, and 

analytic solutions of these can often not be found. A simulation can yield valuable insights in such a 

situation. 

We use the well known 1-dimensional two fluid simulation [8] to obtain qualitative insight into 

the plume behaviour.  The simulation considers two concentric spheres with a potential difference 

and a spatially varying pressure profile (equation (1)) between them. The inner sphere represents the 
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needle-tip and the outer sphere the discharge plate of figure 2. Since the gas expands as a cone into 

vacuum, an inversely quadratic relationship of the form  

𝑝 𝑟 = 𝑎 +
𝑏

𝑟2
,       (1)

was assumed for the pressure decrease as a function of distance r from the needle-tip, as a first 

approximation [7,8]. Here, the parameters a and b were fixed to satisfy the boundary pressures at the 

needle tip and the background pressure at the discharge plate. At high potential difference, discharge 

occurs over the entire enclosed region. We use that fraction of the total current which goes through a 

cone representing the plume. This conical section is assumed to have uniform density along the 

angular directions, and besides yielding the measured current, must also satisfy the measured neutral 

gas flow through it. While more accurate models exist, this model reduces complexity and 

computational time, and allows direct comparison to the analytical model in [7]. The MATLAB 

program for this simulation was validated in [8], where all the simulation parameters are also listed. 

4. Electric plume composition and propellant flow rate

The discharge occurs between the needle, which emits the propellant gas at a constant mass flow rate, 

and the discharge plate. In the simulation, their separation was taken as 40 mm with a potential 

difference of 1000V, and the background pressure was set as 0.6 Torr (these values were chosen 

because experimental data for them is available [7]). The needle exit pressure varied, simulating a 

changing flow rate. Experimentally, a flow rate of 1.4 mg/s was close to a needle pressure of 97 Torr, 

and 1,0 mg/s close to 70 Torr. 

The potential, electric field and charge densities for the entire discharge region are shown in figure 

3. 

Figure 3.  (Left) The potential and electric field throughout the discharge region is 

shown. (Right) The ion and electron charge distribution (taken for 70 Torr needle tip 

pressure, representative). 

The electric field peaks close to the electrodes (at the anode and cathode sheaths), and is 

suppressed by the electron presence in between. The potential drops slowly at first, then rapidly within 

the cathode sheath. The charge densities cancel each other throughout most of the discharge region, 

except near the electrodes. At the plate, secondary electrons are ejected, accelerated through the gas 

and give rise to an electron avalanche until the ion charge density is neutralised. We are mainly 

interested in the region close to the needle, since the plate is an artefact of the simplified system of 

figure 2.  

Figure 4 shows the electric field strength close to the needle for different needle-tip pressures (= 

mass flow rates). For a needle-tip pressure of 0.6 Torr, the background pressure is constant, and there 
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is no flow from the needle. The field there is suppressed, and similar systems have been studied as 

ionic wind phenomena. As the flow rate increases, the field increases significantly and a 

corresponding potential drop occurs close to the needle. 

Figure 4. (Left) Electric field strength increases with mass flow rate. (Right) Increased mass flow rate 

sets up a polarised space charge region. 

Figure 4 (right) shows that the decreasing pressure profile of equation 1 introduces a “polarisation” of 

the space charges close to the needle, which is responsible for the increase in electric field, and which 

increases with increasing mass flow rate. 

5. Thrust characteristics of the plume

The likely origin of thrust for this system is the repulsion of ions in the plume. Other possibilities were 

investigated [8], but are at best secondary, less important effects. The ions move through the plume 

with a drift velocity given by a product of their mobility and the electric field, to a good 

approximation. Both these quantities change throughout the plume (see figure 3(left) for electric field 

variation and equation (1) for pressure, and hence, mobility variation), giving rise to effective local 

charge densities, discretised in the simulation by “plume slivers” of thickness dr = 80 microns (see 

figure 2). These charge densities, which remain constant during discharge once equilibrium has been 

reached, interact electrostatically with the positively charged needle, exerting a force on it. The force T 

(= thrust) was shown in [8] to be given by the expression 

𝑇 =
𝜋

2
 1− 𝑐𝑜𝑠2𝜃  𝑞 𝑛𝑖 − 𝑛𝑒 𝐸𝑟2𝑑𝑟

𝑟2
𝑟1

(2) 

where  is the plume half angle, q is positive electron charge, ni and ne are the local ion and 

electron charge densities respectively, and E is the local electric field magnitude. This information is 

available from the simulation, and allows us to graph the local thrust contribution from the plume 

(figure 5).  

It is clear that the thrust magnitude responds to the polarization induced by the non-uniform pressure 

profile of equation (1). The thrust contribution to the total thrust from the region dominated by 

negative charge density is negative, but despite this, the total thrust increases significantly with 

propellant mass flow rate, since the positive space charge region more than compensates for this (see 

table 1). 
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Figure 5. (Left) Thrust contribution from charge densities close to needle tip for three different 

needle-tip pressures. (Right) Thrust contribution from entire discharge region.  

Table 1 shows the global results for the different mass flow rates given by the simulation for a 

plume angle of ~1.4 degrees, discharge voltage of 1000V and background pressure of 0.6 Torr.  

Table 1. Needle tip pressure and simulation results for plume discharge current 

(= power) and total thrust calculated from equation (2). 

Needle-tip pressure 

(Torr) 

Plume discharge current 

(mA) and Power (W) 
Total thrust (N) 

0.6 0.596 8.9 x 10-4 

10 0.581 2.16 x 10-2 

30 0.555 1.07 x 10-1 

70 0.510 3.39 x 10-1 

97 0.483 5.03 x 10-1 

120 0.460 6.35 x 10-1 

The discharge power decreases, while the thrust increases significantly with propellant flow rate. It 

must be noted that the plume angle is not independent of flow rate, which has not been taken into 

account here. This will affect the values of the plume discharge current. The variation in discharge 

current will however be much smaller than the drastic increase (3 orders of magnitude) in total thrust. 

6. Conclusion

A two fluid simulation was used to extract electrical properties of the plume, such as the local electric 

field, potential and charge densities. A variation in needle exit pressure corresponded to different flow 

rates of propellant being corona ionised. A quadratically decreasing pressure profile, which was 

chosen to simulate the gas expansion of the plume into vacuum, exhibited increased space charge 

accumulations close to the needle-tip compared to a constant background pressure environment. These 

space charges must be a consequence of the higher pressure (= density) close to the needle-tip, which 

increases ion production rate and decreases mobility. Both positive and negative thrust contributions 

from the plume were simulated, with the positive contribution far dominating. Thrust was seen to 

increase drastically with increasing flow rate, with the discharge power varying little. This behaviour 

will have a large effect on the thruster efficiency and becomes an important design consideration. 
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Abstract. Computational Fluid Dynamics is routinely used in clearance of stores for carriage 

and release from aircraft in the transonic range of flight. A well-known validation case is 

modelled in this study, for which aerodynamic loads have been compared with wind tunnel 

experimental data by other authors. In this study, having validated the numerical model, we 

apply more recent methodologies from flow dynamics to study the detailed flow field in the 

region of the store fins. 

1. Introduction

In the Mach number range between 0.8 and 1.2, aerodynamic loads on aircraft and launch vehicles are 

very sensitive to the presence of shocks. This is of particular relevance in the carriage of stores on 

transonic aircraft such as the South African Air Force SAAB Gripen JAS-39C and D multi-role 

fighters, and the BAES Hawk 120 Lead-in Fighter Trainer. Notably, where store fins are closely 

positioned to the supporting pylon, choked flow may occur, leading to a low-pressure footprint on the 

upper aft surface of the store. The consequent significant nose-down pitch on release may result in 

contact between the store and the aircraft, risking the aircraft and pilot in the collision. Explosive 

Release Units (ERUs) are fitted in such cases. All stores must be cleared for carriage and release 

before flight test commences. 

During the weapons integration and clearance phase, computational calculations and wind tunnel 

tests are conducted.  While numerical models in the subsonic and supersonic ranges rely on a range of 

assumptions and can be executed relatively fast, transonic models are very sensitive to geometry and 

are computationally demanding. 

Computational Fluid Dynamics (CFD) is complementary to wind tunnel test and flight test. CFD is 

routinely used for certification among NATO (North Atlantic Treaty Organization) countries [1], and 

is increasingly used for aerodynamic characterization, aeroelastic studies, risk reduction, and 

optimization. CFD is used in conjunction with faster methods such as panel methods (Green’s function 

calculations), full potential models with closely coupled boundary layer solvers, and empirical 

methods, but is the only methodology providing capture of shocks and viscous phenomena through the 

complete transonic range. In carriage configurations, solution of the Navier-Stokes equations and a 

selected turbulence model is required. In time-accurate release cases, the inviscid Euler equations are 

usually a good enough approximation, and a six-degree-of-freedom (6DOF) trajectory solution with 

fully time-accurate flow is obtained. In contrast, Captive Trajectory Systems (CTS) in transonic wind 

tunnels must rely on a quasi-steady approximation, in which steady flow at sample points along the 

store trajectory is used to derive loads. 
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Validation of directly relevant cases in CFD is a rigorous requirement. The case of a double-ogive 

finned store dropped from a pylon beneath a delta wing has been studied experimentally [2] [3] and is 

a much-referenced case [4] in which aerodynamic loads on the store and translational and rotational 

displacements are used for validation. In this paper, we use this public domain case to study the 

detailed flow field and its time-dependence in the interference region. A full time-accurate inviscid 

computation of the case is performed in conjunctions with a 6DOF solver with the aim of predicting 

the store trajectory and capturing the transient flow phenomena. 

The wing is a clipped delta wing, based on the NACA 64A010 section, with a 45° leading edge 

sweep angle supported by a centreline sting. The store is a tangent ogive forebody and similar 

afterbody with a cylindrical centrebody, and truncated NACA0008 fins with a 60° leading edge sweep. 

The store has a full scale mass of 907kg. The afterbody is truncated to accommodate the sting support 

of the CTS. No turbulence tripping was used. Full scale geometry, in which the mean aerodynamic 

chord of the wing is 4.32 m, was scaled down to 5% for the wind tunnel test. The experimental 

Reynolds number was 2.4 x 10
6
 per foot, which corresponds to 34 million based on the mean 

aerodynamic chord in the full scale model. The experimental tests of interest were conducted at the 

Arnold Engineering Development Center (AEDC) [3] at angle of attack α=0° and Mach number M = 

0.95. In the carriage position the separation distance of the store from the pylon was 0.070 inches. 

Data corrections may be found in the original report. The test case was conducted at a static 

temperature T = 236.707 K and static pressure p ~ 36042 Pa.  

2. Methodology

Geometry was modelled at full scale. The simulation axes are illustrated below in Figure 1a.The flight 

axis and store-fixed axes are illustrated below in Figure 1b. The x axis is oriented in the direction of 

flow, the y axis from the centreline to the wing tip, and the z axis in the upwards direction in flight. 

The store and force moment coefficients are computed about the store body-fixed axis. A decision is 

required on whether to model the store sting or not. In this case, the sting is not modelled to match the 

flight condition as opposed to the wind tunnel condition. 

 Figure 1: Axis systems. a) Simulation axes b) Flight axis set at the store centre of 

gravity in the carriage position below the pylon. Body-fixed axis fixed 

to the store centre of gravity. Positive sense for the normal force 

coefficient CN, side force CY and axial force coefficient CX 

illustrated. 

A coupled density-based solver included in the CFD package Star-CCM+ v8.04 was used. Spatial 

discretisation is 2
nd

 order upwind in order to capture shock and discontinuities adequately, with 

solution by a coupled implicit solver. Inviscid flux discretization is the AUSM+ flux vector splitting 

scheme [5]. Since dispersive numerical effects degrade the solution at shocks in this scheme, the 

Venkatakrishnan gradient reconstruction limiter [6] is applied. A 6DOF model was included to solve 

for the store translation and rotation about all three axes during release. Far field boundary conditions 
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are set as follows relative to the simulation axes: 90 m from the wing upstream and downstream; 50 m 

in the cross-flow direction and 100m in the z direction. 

A grid of approximately 9 million hexadedral-dominant cells was used to discretize the 

computational domain for the carriage model. In order to accommodate the 6DOF motion of the store, 

overset, or Chimera, grids were constructed. These allow motion of an independently-generated store 

grid through a background grid attached to the wing. Grids are illustrated in Figure 2 below. 

Refinement zones were also generated for both the parent and the release corridor. These assist with 

increasing the grid resolution in these areas of interest without significantly increasing the overall cell 

count. The grid size along the boundary of the overset region was matched to the uniform grid size 

spacing in the release corridor as required by the overset method [7,8]. A distance-weighted 

interpolation scheme was used to interpolate between the background and overset grids. 

The CFL (Courant-Friedrichs-Lewy) number, which determines stability of the method and 

controls the speed of convergence, was set in carriage models at 50. The implicit integration scheme 

had 2
nd

 order temporal accuracy where the time-step was set at 10µs. The number of inner iterations 

(pseudo-time steps) was set at 5. Convergence was monitored through both dependent variable 

residuals and the store force and moment coefficient histories. A settling time of 10 ms was included, 

prior to releasing the store, to ensure that the store force and moment coefficient values had 

sufficiently converged. Since the store ejectors were not modelled in this simulation, the 6DOF solver 

was initialised using the linear and angular velocities measured by the CTS at the end of the ejector 

stroke. Since the store has been constrained until the end of the carriage time, the aerodynamic forces 

on the store were introduced linearly over 5 ms once the carriage time had expired. The method is 

used to reduce any impact loads encountered by the store. 

Due to the significant computation requirement of time-accurate simulations, the model was run 

over 6 days across 12 networked i7 quad-core machines (i.e. 48 cores). This resulted in 0.19 s of full-

scale release time after the end of the nominal ejector stroke. This represents about a third of the 

remaining release time available from the experimental data. Further work will include a modelling 

running to 0.5 s, which is expected to take around 18 days. Much is to be said of managing the grid 

size since this has a significant effect on length of the simulation run. Providing the optimal grid 

resolution such that the necessary shock waves are captured whilst keeping the grid cell count low are 

critical elements in ensuring the simulation time is practical. In addition, selecting the optimal number 

of the quad core machines requires a thorough benchmarking exercise which is planned for future 

work. 

Figure 2 a) Background and parent grids. b) Mesh cross-section through the centre 

line of right wing’s pylon. Note the parent and release corridor 

increased grid resolution in the refinement zones. Store is orientated to 

match attitude recorded by the CTS in the wind tunnel experiment. 

3. Results

Figure 3 below illustrates the variation of the store force coefficients during carriage, including the 

force ramping time. This plot clearly indicates the requirements for the establishment of flow in the 

carriage configuration, since the forces take nearly 1000 time steps to reach approximately steady-state 

behaviour. By the end of this time, the side force coefficient CY is close to, but has not reached, a 

steady value, and therefore, in future models, this time will be at least doubled.  Spikes are observed in 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 505



the normal force coefficient CN, and the side force coefficient CY, at the start of the ramp time. This 

was not expected, since the ramping of the force was used to reduce impact loading on the store. 

However, these spikes dissipate quickly and do not appear to have a significant on the results that 

follow. 

Figure 3 Store force coefficients variation during carriage and force ramping 

periods. 

Figure 4 below shows the comparison between the trajectories recorded by the CTS and the 

computational result. The correlation between experiment and computation is excellent. It is noted that 

there are larger discrepancies for the z component of the trajectory. It is quite likely that this is a result 

of a small difference in the position of the store measured by the CTS just after the firing of the 

ejectors, and that used to initialize the store position in the simulation. It is also important to note that 

though it is possible to initialize the linear and angular velocities of the store after the firing of the 

ejectors, it is not possible to do so accurately in the surrounding highly transient flow field. Further 

work will require the addition of the ejectors to capture the unsteady flow field correctly. 

Figure 4 Computed store trajectory compared relative to pseudo-steady CTS wind tunnel results. 

Figure 5 below illustrates the store force and moment coefficient histories plotted against the 

experimental results. Figure 5a illustrates a good correlation between the experimental and 

computational results despite the initial spike in the force coefficients due to the ramping (as described 

above). Interestingly, the axial force coefficient found in the simulations is in good agreement with the 
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experimental value despite the simulation being inviscid in nature, indicating that wave and form drag, 

rather than viscous drag, may be the primary effects. Since the sting is not included in the simulation, 

it is expected that the drag force would be higher than the wind tunnel configuration with the sting. 

This is most likely since the arrangement in the simulation results in a larger wake region, thereby 

increasing drag. Should the sting have been included in the simulation the axial force coefficient 

should be expected to be lower than the experimental results since viscous forces are not accounted for 

in the current simulation scheme. 

Figure 5 Store force and moment comparison with the wind tunnel results. a) Store force 

coefficient history, b) Store moment coefficient history. 

The moment coefficients histories are illustrated above in Figure 5b. These also show relatively 

good agreement except for the yawing coefficient CLN. The computational results exhibit a nearly 

constant offset from the experimental results. This again may be a property of the initialization. 

Despite the flow outboard from the wing centre line of the delta wing, the rolling moment coefficient 

of the store is nearly zero, as seen in both sets of results. Agreement with the pitching moment CM is 

relatively good. This is a key indicator for flight clearance since a strong negative pitching moment, as 

seen in this case, could result in the rear of the store colliding with the parent as the store pitches 

downward. This curve illustrates the necessity for ejectors to displace the store from the parent during 

release. 

It is important to note that in this work a comparison is made between pseudo-steady results from 

the wind tunnel CTS experiment, and a fully time-accurate unsteady computational approach. 

Therefore, full agreement between the two, since the experiment, with time steps of the order of 200 

µs, does not capture the unsteady flow field, as calculated computationally (and observed in test 

flight). Therefore, differences between the two sets of results should be expected.  

Figure 6 below illustrates the complex flow field developed on the underside of the wing of the 

parent during release of the store. Two shocks, L1 and L2, develop on the fore sections of the pylon. 

On the aft section of the pylon two additional shocks P are found on either side of the aft sections of 

the pylon. Interestingly, the shock P on the outboard section of the pylon is preceded by an expansion 

(see red contour adjacent to P). Note that there is a mutual interference between the store and pylon 

where numerous shocks are visible on the underside of the store. These shocks impinge on the fins of 

the store and they have significant effects on the yawing and pitching moment of the store during the 

early stages of release. Figure 6 also illustrates a wake region developing behind the pylon which 

interacts with the wing trailing edge shock W. The transient wake region tends to disrupt the shape and 

magnitude of the wing shock W. In addition, it is found that there is a transient interaction between the 

aft pylon shocks P and this wake region. Further work is required to quantify this transient behaviour 

on the loading the store experiences and establish whether it ultimately affects the store’s trajectory. 
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Figure 6 Contours of Mach number for the underside of the wing and the store during release 

stage. 

4. Conclusions

Preceding simulations to the current work of the parent alone indicated that the flow beneath the

wing is highly transient thereby necessitating the need for the current work of performing time-

accurate time modelling of release. The time-accurate 6DOF release of a store from a parent was 

successfully conducted in Star-CCM+. A good level of agreement between computation and 

experiment was observed for both the trajectory and the store loads. However, there were deficiencies 

in the method which require further work. This includes modelling the ejectors and finding methods to 

minimize the total grid count while maximising the resolution of the shocks in the system which have 

significant effects on the store loads. The potential of adaptive gridding will be explored in future 

work since it would be ideal for this case. In addition, a benchmarking exercise is necessary to 

minimise the run time of the simulation on a cluster of machines. Further analysis of the flow field 

under the wing is also necessary in order to quantify the effect of these transient flow fields on the 

trajectory of the store. 
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Abstract. To share a secret message between a sender and a receiver it is necessary to encrypt
the message using a particular key and related algorithm. Generally a public key has an
associated private key. The private key is computationally secure unless the eavesdropper has a
quantum computer. In quantum cryptography the transmitter and receiver share a private key
used to encrypt and decrypt the message. In one implementation of quantum cryptography the
bits of the key are sent as series of polarized single photons. If an eavesdropper is present in
the channel, the receiver receives a different bits of the key, because after the measurements by
the eavesdropper, by the Heisenberg’s Uncertainty Principle, the quantum state of the single
photons may change. Since the value of the single bit depends on the polarization states, the
polarization basis of the transmitter and receiver must be aligned. In this paper various solutions
for automatic alignment control of the polarization basis are shown.

1. Introduction
The RSA protocol is a method to share a secret key between the transmitter, conventionally
called Alice, and the receiver conventionally called Bob [1]. This numerical method is still
computationally secure due to the calculation time in order to extract the private key contained
in the public key. In 1997 Shor showed that quantum computers are able to factorize the public
key in polynomial time [2] and hence the RSA protocol can be violated. The protocol above is
known as an asymmetric key system. Quantum cryptography is a symmetric key system, where
the private key is used to encrypt and decrypt the message. The power of quantum cryptography
is the capacity to recognize the presence of the eavesdropper, conventionally called Eve, during
the transmission of the key. The idea exploits the Heisenberg’s Uncertainty Principle.

Quantum key distribution was proposed in 1984 and the first protocol is known as BB84
[3]. Alice sends to Bob a private key as a series of single polarized photons. The protocol
uses two nonorthogonal basis, and the polarization state of the single photons represents the
value of the bit of the private key. The basis are tilted 45 degrees. Alice, for each single
photon, randomly chooses the polarization base and the value of the quantum bit. Bob randomly
choose the measurement basis for the single photons. One basis is indicated with the symbol
+ and represents the vertical and horizontal polarization. The photon sent with the vertical
polarization (↑) corresponds to the bit 1, and the photon sent with the horizontal polarization
(→) corresponds to 0. The second base, indicated with the symbol × is tilted by 45 degrees
with respect to the first one. The photon polarized with the direction ↖ corresponds to the bit
1, otherwise the bit sent with the direction of polarization ↗ is 0. Once the key is transmitted,
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Table 1. Alice sends to Bob the key using different basis. The bits are choosen when the basis
of Alice and Bob are the same.

Base + + × + × × +
Alice Quantum bit → ↑ ↖ ↑ ↗ ↗ ↑

bit of the key sent 0 1 1 1 0 0 1

Base + × × × × × +
Bob Quantum bit → ↑ ↖ ↑ ↗ ↗ ↑

bit of the key received 0 1 1 N 0 1 1

Final key 0 1 0 1 1

Alice transmits via a public channel to Bob the basis used, and the final key is composed by
the bits transmitted and received with the same basis. The process of the key exchange is
represented in Table 1.

If the basis chosen are the same and the polarization base of the transmitter and the receiver are
not aligned some, errors may still occur as indicated by the red bit 1 shown on the table 1. With
the presence of a misalignment Alice and Bob may register the presence of Eve in the channel.
In order to remove the errors the process called distillation is necessary. Bob should know the
timing of the photon transmission and the basis must be aligned. The timing can be obtained
by radio or optical synchronization [4]. The commercial systems for quantum cryptography
use fiber optics as optical channel and can be used only when Alice and Bob are stationary.
Quantum cryptography in free space permits to share a secret message between two stationary
points or when Alice and Bob are two non stationary points.

2. Polarization alignment system using one laser beacon and one polarizer
In order to align the polarization basis of the transmitter and receiver, the system uses a
vertically polarized laser beacon [5] and one polarizer. The wavelength of the laser beacon and
the wavelength of the single photons are different. The polarization direction of the laser beacon
is aligned with the polarization basis used by Bob for the quantum transmission. The polarizer
is mounted on Alice’s side, and the direction of polarization is aligned with the polarization basis
of Alice for the quantum transmission. The system is shown in figure 1. Bob sends the polarised
laser beacon to Alice, and Alice receives the signals affected by scintillation and wandering due
to atmospheric turbulence. The turbulence effects on the polarization of the laser beacon can be
neglected [6]. When a polarized laser beacon with the intensity I ′0 crosses a polariser, in output
the intensity follows the Malus’ law:

I1 = I ′0 cos2(θ), (1)

where I ′0 is the intensity of the spot at the input of the polarizer and I1 is the intensity of the
spot at the output. θ is the angle between the direction of polarization of the laser and the
direction of the polarization of the polarizer. When θ = 0 It follows I1 = I ′0. Since the intensity
changes with the time, due the atmospheric turbulence, it is not possible to know in advance the
value of I ′0. As shown in figure 1, the value of I1 can be obtained if the misalignment correspond
to an angle θ1 and exist an ambiguity of rotation between θ and θ1. In order to find the correct
direction, the polarizer can be rotated until the maximum value of the intensity is measured. The
Algorithm is shown in figure 2. The tracking system of Alice measures the intensity I1 stored
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Vertical orientation
of the bases
(Bob side)

Vertical orientation 
of the bases
(Alice side)

Quantum channel

Laser Beacon
θ θ1I 0 I 0 '

I 0 ' cosθ

Vertical base aligned with the 
polarisation direction of the polariser.

Figure 1. The blue dashed line and the green lines, correspond to the vertical direction of the
laser beacon and the violet arrow correspond to the direction of the vertical polarization base
of Alice. The vertical polarization direction of Alice is orientated in the same direction of the
polariser of the alignment system. The black dashed line represents the ambiguity between the
real angle of misalignment θ and the specular angle θ1. When the laser crosses the polarizer
the intensity in output follows the equation (1) from which is possible calculate the angle of
misalignment without information of the verse of rotation (θ or θ1).

in the the variable a1. The system randomly chooses the direction of rotation, for example
clockwise, and the power drive mechanically turns the basis (polarizer of the tracking system
and the bases of the quantum channel). Alice measures the intensity of the laser beacon and
store this value in the variable a2. If a2 is smaller than a1, Alice changes the verse of rotation to
anticlockwise. If the condition is true the direction of rotation does not change from clockwise.
This kind of system can not work properly when the atmospheric turbulence is strong. The
basis can not be stable in one direction but an oscillation around the vertical position occurs.
Increasing the sensitivity of the detectors the amplitude of the oscillations decrease and the
system can be considered aligned also if a small oscillations are present. The experimental setup
is shown in the figure 3. The side where the fixed polarizer is mounted represent the position
of Bob. The fixed polarizer is used in order to create a polarized laser beacon. Initially the
polarizers are not aligned and the shaft starts to rotate by the micro-controller command. For
the experiment a stepper motor was used. The stepper motor is used in order to control the
speed and the amplitude of rotation. At each step the micro-controller measures the intensity
of the signal outcome from the rotating polarizer and decides the direction of rotation using the
algorithm in figure 2. The system shown on the bottom can be modified as shown in figure 4,
in order to calculate the angle θ. A beam splitter divides the signal in direction of the detector
D1 and detector D2. The signal measured from the detector D1 can be used to calculate the
initial intensity I0, and by the inverse of equation (1) it is possible calculate the angle θ. Since
the ambiguity of the direction of rotation is still present, it is possible to follow the algorithm in
figure 2. Instead of using the intensity, the test can be done on the angle θ. The angle θ can be
calculated by the inverse of equation (1). The last configuration is the best way if the alignment
system works in strong turbulent environment because the power I ′0 received is known by the
measurement in D1 after previous corrections.
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System ON/Start

Measure from the detector
 stored in the variable 

a1

Choose, Randomly the 
direction of rotation 

(clockwise/anticlockwise)
stored in the variable

verse 

Turn the basis in the 
direction verse of 

an angle  θSTEP

Measure from the detector
 stored in the variable 

a2

a2 < a1

a1=a2 

True

False

verse=NOT(verse) a1=a2 

System Off

False
End

True

Figure 2. The flowchart shows the algorithm used to find the direction of the vertical
polarization.

Figure 3. The experimental setup moves the rotating polarizer mounted on the shaft. The
laser is incident on the fixed polarizer to create a reference signal. The signal is acquired from
the detector fixed to the rotating polarizer. The micro-controller acquires from the detector the
signal, and rotates the shaft until the polarizers are aligned.

3. Polarization alignment system using a polarizer beam splitter
The previous system is able to work when Alice and Bob are located at two fixed points. A
recent patented system uses a polarising beam splitter as shown in figure 5 and is able to work
in non-stationary conditions [7]. If the polarization of the beam is not aligned with the basis of
Alice, the detector 1 receives a power I1(θ) = I ′0 cos2 θ, where θ is the angle of misalignment.
The detector 2 receives a power I2(θ) = I ′0 sin2 θ. Theoretically we obtain the following curve in
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2

Input signal

Turbulent
media

Figure 4. The beam is split at the beam splitter (BS), the value of I0 can be determined from

the value measured in detector D1. The angle can be calculated by the equation θ = arccos
√

I1
I′0

.

Figure 5. Patent pending application no. 2014/03405

function of the angle θ.
In order to align the system, the laser beacon is sent with a polarization of 45 degrees with

respect to the vertical polarization. Alice receives the laser beacon and by the measurement
of I1 and I2 is able to know the angle. The system is aligned when I1 = I2. It is possible to

Figure 6. I1 and I2 from figure 5. The measurements of both channels make it possible to
calculate the angle θ.
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calculate the angle without ambiguity. Comparing the signals it is possible to know in which
direction the systems should be rotated. This systems can work using a programmable logic
unit or using the analog controls.

4. Conclusion
In this work a polarizer tracking system for quantum key distribution was proposed. The system
proposed in the second section can be used when Alice and Bob are located at stationary points.
This first system requires more effort with respect to the system proposed in the third section,
because it continuously rotates the polarization basis around the exact alignment position. The
system proposed in the third section works when Alice and Bob are located at stationary or
non-stationary points. This is because this system calculates the “instantaneously” angle θ and
the direction of rotation. The first system proposed was tested using a programmable logic unit
(Atmega328P programmed by Arduino software). The third proposed system was tested with
the micro-controller and with an analog electronic circuit. It was experimentally observed that
the alignment system developed is relatively accurate for the purpose of free space QKD.
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Abstract.
This paper investigates the applicability of the current OSCAR-4 code system to simulate the
ETRR-2 reactor. Various modelling approaches are applied to this benchmark, in order to
quantify the capability of neutronic modelling in OSCAR-4. In particular, the modelling of the
control rod calibration experiments poses challenges to the traditional deterministic calculational
path and alternatives are investigated to address these shortcomings. Results indicate that an
improved homogenization approach directly impacts on the accuracy of the full core diffusion
solution.

1. Background and motivation
The reliable and safe operation of a nuclear reactor highly depends upon the ability to ac-
curately predict the neutron flux distribution, which is required to determine quantities such
as power distributions, control rod worths, shutdown margins and isotopic depletion rates –
quantities required throughout the reactor operation [5]. As a means of predicting the above
mentioned quantities and safety limits during reactor operation, computational reactor codes
become invaluable. Safety being the key issue, it is of importance to perform safety analysis
of research reactors through validating reactor codes against experimental data. Recently, the
IAEA (International Atomic Energy Agency) published a set of experimental benchmarks, in-
cluding neutronics and thermal-hydraulic benchmarks for, amongst others, the ETRR-2 reactor
[3]. Previously, such and expansive, collated set of results had only been published for power
reactors, which limited the benchmark tests for research reactors to code-to-code comparison.

For the purpose of this work, ETRR-2 was of particular interest, since some of its core compo-
nents are similar in design as compared to the SAFARI-1 reactor (South African Fundamental
Atomic Research Installation) operated by Necsa. Therefore, ETRR-2 was chosen as a test case
to strengthen the validation basis for calculating research reactors with the OSCAR-4 (Overall
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System for the Calculation of Reactors, generation 4) code system. OSCAR-4 is currently uti-
lized to simulate the SAFARI-1 reactor [6] at Necsa. OSCAR-4 is a nodal diffusion based code
which is used to perform day-to-day reactor calculations in support of the SAFARI-1 reactor.
As a means of improving the capabilities of OSCAR-4, there is a need to solve more benchmark
problems in aid of verification and validation of the code system for research reactor applica-
tions. Verification means the precision of the code is tested against other standard codes for
reactor analysis, whilst validation is comparing the accuracy of the code against experimental
data.

OSCAR-4 is a deterministic code system, and its standard calculational path introduces a num-
ber of typical approximations in the modelling of the physical phenomena present during the
operation of a reactor. As a result of these approximations within the code system, certain
modeling scenarios, particularly in regions near strongly absorbing materials (such as control
rods) pose challenges to these standard methods and careful adaptations should be considered.
Deterministic code systems are typically used for reactor operation support calculations as their
computer simulation time is significantly lower than Monte Carlo based full core solvers. Hence,
the main focus of this study is on the modelling approach of the ETRR-2 control rods, and
then in particular on how to establish or propose a better model to simulate control rod worth
experiments. From the experimental benchmarks published for ETRR-2 [3], Core SU-29 was
chosen as the base core configuration for simulating the proposed experiments.

A full core OSCAR-4 model was built and tested for its precision using a more accurate Monte-
Carlo based code (SERPENT [4]), as a reference model. Furthermore, using a newly developed
link between OSCAR-4 and SERPENT, the existing calculational path can be modified or
improved by generating cross sections from SERPENT. As a way of resolving the challenge,
associated with modelling the ETRR-2 control rods, a modified OSCAR-4 model was built
using cross sections generated from SERPENT for selected core components. These models were
compared with experimentally measured data and the results will be discussed. The SERPENT
code is thus used both as full-core reference solver, and cross section generation tool.

2. Theoretical background and OSCAR-4 overview
In order to determine the neutron flux distribution in a reactor core, the neutron transport
equation must be solved, which describes the movement, distribution and interaction of neu-
trons with matter. In typical reactor simulation tools, calculations are performed based on
steady-state conditions, assuming that the system evolves slowly with time in such a way that
the time-independent solution of the neutron transport equation can be used to predict the
required quantities during reactor operation.

Below is the neutron transport equation [1] and each symbol has its standard meaning in reactor
analysis.

Ω.∇Φ(r, E,Ω) +Σt(r, E,Ω)Φ(r, E,Ω) =

∫
dE

′
∫
dΩ

′
Σs(r, E

′ → E,Ω
′ → Ω)Φ(r, E

′
,Ω

′
)

+ χ(E)

∫
dE

′
∫
dΩ

′
νΣf (r, E

′
,Ω

′
)Φ(r, E

′
,Ω

′
) (1)

Equation 1 is derived based on mechanisms which are responsible for neutron production and
neutron loss. The first term describes the net leakages, the second term describes the removal
of neutrons due to absorption or scattering. The third term describes the gain of neutrons due
to in-scattering from all other energy E

′
and angles Ω

′
and the last term is the source term.
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There exist two classes of transport solution methods to calculate the neutron flux distribution
for reactor analysis. These methods are classified as Stochastic and Deterministic.

The scale of the problem is often too large to solve Equation 1 directly with all six independent
variables (r=(x,y,z), Ω = (θ, φ),E). Deterministic based methods solve Equation 1 by discretizing
each independent variable to form a set of algebraic equations that can be solved numerically
[1]. The most commonly-employed approach approximates the solution of Equation 1 by solving
the multi-group diffusion equation.

−∇Dn
g∇Φn

g (r) +Σn
t,gΦn

g (r) =

G∑
g′=1

Σn
g′→g

Φn
g′

(r) + χg

G∑
g′=1

νΣn
f,g′

Φn
g′

(r) (2)

Here Equation 2 is written in discretized form for n nodes, assuming constant cross sections per
node (core components can be treated as nodes).

The diffusion approximation assumes that the angular flux distribution is at most linearly
anisotropic and scattering is isotropic[1] (not valid in certain regions). For a given core com-
ponent or mesh, 2D detailed neutron transport calculations (solving equation 1) in fine energy
group structure are performed, to obtain the heterogeneous flux shape. The flux shape is then
used as a weighting factor, to produce accurate flux-volume weighted cross sections and equiv-
alence parameters (this technique is collectively known as spatial homogenization and energy
group condensation)[2]. These equivalence parameters must be defined in such a way that
component-average reaction rates and surface-averaged net leakages are preserved when the
multi-group diffusion equation is solved[5].

The success or failure of this approach is often found in the quality of the 2D transport solution,
as well as the relevance of the boundary conditions used to perform such calculations. Applying
Equation 2 to perform full core simulations in 3D does not necessarily weaken the solution, since
cross sections and associated equivalence parameters act as correction factors in regions where
diffusion approximation falls apart.

In this work we apply the OSCAR-4, which is the current version of the OSCAR code system. To
generate flux-volume weighted cross sections and equivalence parameters, a collision probability
transport code, HEADE, is used to solve a 2D fine-group problem for a given core component.
HEADE is based on a low-order response matrix formalism, applying isotropic partial current
boundary conditions on internal boundaries. As such it is quite applicable to the modelling of
fuel elements (since fission dominate components have near-isotropic angular flux distributions).
However, due to its approximations, HEADE is not necessarily suited to components such as
control rods and/or reflectors. As an alternative to HEADE, SERPENT is used as a 2D trans-
port code, to improve the quality of the transport solution needed to generate cross sections and
required parameters. These cross sections are then tabulated against state parameters (such as
Fuel Temperature, Burn-up, Moderator density, etc ) for later use. This is a once-off process and
the results for all core components are linked into a single run-time cross-section library. The
linked cross sections and associated parameters are then passed to the global diffusion solver,
Multi-Group Reactor Analysis Code (MGRAC). MGRAC uses the Multi-Group Analytic Nodal
Method (MANM)[8], to solve the multi-group diffusion equations for a 3D full core model.
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3. Experiments and model description
ETRR-2 is a 22 Mega-Watt pool-type research reactor. It is fuelled with low enriched uranium
(19.7 %), cooled, moderated with light water and reflected by beryllium. In this paper we
focus on the ETRR-2 benchmark experiments, in particular the control rod worth or calibration
experiments. To perform these experiments, a reactor core is adjusted to be critical at low
power to avoid feedback effects. The reactor is made super-critical by extracting the rod to
be calibrated by a certain distance and the period method is used to measure the reactivity.
The core configuration is again adjusted to be critical by inserting one of the rods not being
calibrated into the core, to compensate for the change in reactivity. These steps are repeated
until the calibrated rod is fully extracted from the core. In this regard, a typical outcome of such
an experiment, and associated calculation, is the differential rod worth curve for each calibrated
rod. Additionally, the so-called control rod s-curve, used to characterise the absorbing capability
of the rod as a function of extraction position, may be produced.
The aim of this work then is to quantify the improvement provided on this benchmark by
addressing two particular shortcomings identified in the standard deterministic calculational
path as applied in OSCAR-4. These are:

• The shortcomings in HEADE to calculate the reference transport solution for non-fuel
components

• The impact of utilizing, for non-fuel components, explicit component environments as
boundary conditions for cross-section generation, as opposed to the standard approach
of typical generic, mini-core environments

To facilitate this investigation, three models were built to simulate rod worth experiments. Their
description is summarized in the following table.

Table 1. Models
Model Description
Reference (SER-
PENT)

Full core 3D heterogeneous Monte-Carlo calculations with SERPENT.

Standard
OSCAR-4

HEADE-based cross sections were generated in 6 energy groups (e.g Fuel,
reflectors, control rods and water box). For fuel components, cross sections are
generated from an infinite environment with reflective boundary conditions,
and for non-fuel components, cross sections are generated from a mini-core
environment with fuel acting as a driver zone.

Modified
OSCAR-4

For the selected non-fuel components, cross sections were generated in 6 energy
groups from SERPENT. environment. A full-core 2D SERPENT model was
utilized to generate cross-sections, with the 2D model representing a case
where all control rods are inserted. Fuel element cross-sections were generated
using HEADE, utilizing the standard model.

A note is needed here. The construction of the modified OSCAR-4 model, described in Table 1
above, has particular significance with regard to practical reactor core calculations. The usage
of infinite (or reflective) boundary conditions for the cross-section generation models of fuel
elements is quite typical, and in actual fact preferable, as compared to utilizing their explicit
environments (given their respective core locations). In other words, one generic environment for
all fuel is often a more practical option than unique cross-sections per fuel element, particularly
since fuel elements are move around and shuffled throughout the core during their lifetimes. Non-
fuel elements however, do not generally move around the core structure from cycle to cycle and as
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such more detailed environmental conditions may be utilized during the cross-section generation
process for such components. For this reason both the Standard and Modified OSCAR-4 models
utilize infinite environment for fuel elements, but differ with respect to both the code (HEADE
vs SERPENT) and environmental accuracy (approximate 2D vs full-core 2D), respectively.

4. Results and discussion

Table 2. Results
keff rods in keff rods

out
Critical
keff

Max power
error

Rod 5 total
worth ($)

Rod 6 total
worth ($)

Reference (SER-
PENT)

0.86311 1.02542 1.00294
±38.8 pcm

– 2.89 1.03

Standard
OSCAR-4

0.86489 1.03160 1.01254
±128 pcm

4.94% 3.28 0.95

Modified
OSCAR-4

0.85560 1.02028 0.99850
±50 pcm

2.73% 3.06 1.05

Experimental
value

N/A N/A 1.000 N/A 2.17 0.86

Table 2 provides an overview of the primary performance of each of the three models considered.
In particular, we compare the two OSCAR-4 models (Standard and Modified) with the reference
SERPENT results. We compare the models to one-another with respect to keff for the all rods
in and out cases, as well as for maximum assembly power errors (here for the rods in case).
Furthermore, we compare all three models to experimental values for criticality prediction and
control rod worth experiments (for rods 5 and 6). Note that a large number of critical cases were
analysed and as such results are given in terms of average predicted keff and standard deviation.

In particular we notice that both OSCAR-4 models predict the keff of the all rods in and
out cases to around 500 pcm of the reference SERPENT result, but that the maximum power
error is noticeably improved for the Modified OSCAR-4 model. This indicates that the Mod-
ified model captures the local effects within the reactor core to a greater degree of accuracy.
This is expected, since the HEADE code may not correctly capture the sharp gradients which
occur at the interface between, for example, fuel and control elements, during cross-section gen-
eration, whereas the Monte Carlo based SERPENT code should resolve these regions accurately.

With respect to the experimental comparisons, we notice that the estimation of criticality ( keff
= 1) by the two OSCAR-4 models once again show a marked improvement for the case of the
Modified OSCAR-4 model. The critical estimation improves from keff=1.01254 (error of 1254
pcm) to 0.99850 (error of 150 pcm). The standard deviation for the modified model is also
significantly lower. The comparisons with the two control rod calibration experiments show a
more complicated behaviour. The predicted total control rod worth of the Modified OSCAR-4
model is closer to the SERPENT result for both the rod 5 and rod 6 calibration experiments, as
compared to the Standard OSCAR-4 model. However, all models overestimate the total control
rod worth of both rods 5 and 6 as compared to their respective experimental values of 2.17$
and 0.86$. Although this could indicate some bias in all the models, it is also possible that
some normalisation, such as βeff or prompt neutron lifetime, used to convert doubling times
into reactivity values, may not have been reported correctly by the benchmark supplier. Further
investigation into this issue revealed that other institutions who have calculated this experiment
noted similar concerns, while calculating similar control rod worth values as given here [7].
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Nevertheless, the accuracy of the Modified OSCAR-4 model as compared to the full-core
SERPENT solution again shows a noticeable improvement. In particular for rod 5, we notice
that the Modified model improves the total rod worth estimate by more than 20 cents. To
illustrate this in more detail,

Figure 1. Integral rod worth curve for control rod 5 calibration

Figure 1 shows the control rod 5 calibration curves for the reference SERPENT model, the
Standard OSCAR-4 model and the Modified OSCAR-4 model as well as the experimental results.
Here it is once again clear that the Modified model improves upon the Standard model, but also
that some general offset exists between all the models and the experimental curve. As noted
before, further investigation into the experimental procedure is needed to resolve this.

5. Conclusions
From the results presented above, it can be seen that the Modified OSCAR-4 model shows im-
provement in most of the calculated parameters, with the exception of the keff value for the
case with all rods in the core. Furthermore, the Modified model shows a more stable prediction
of keff values for critical reactor configurations. This shows that the improved transport solu-
tion in the non-fuel elements (specifically the control rods), and hence improved cross sections
and equivalence parameters, impact greatly on the accuracy of the full core diffusion model, as
expected. In the case of ETRR-2, these improvements are required to predict the reactor state
to an acceptable degree of accuracy.

An important result to note, is the fact that the use of fuel cross sections and equivalence
parameters, generated from an infinite lattice environment, yields acceptable results. This is
important from an operational point of view, as position dependent parameters need not be
generated for fuel elements. During reactor operation, the core configuration changes from cycle
to cycle, meaning fuel elements are not bound to a specific position as the non-fuel elements are.
If position dependent parameters were required for fuel elements as well, it would be required
to generate these parameters for each new core configuration, making the current approach not
feasible.

Finally, the good agreement between the Modified OSCAR-4 model and SERPENT reference
results, makes the ETRR-2 benchmark (core SU-29) a good case to be added to the verification
set of the OSCAR-4 system. This shows that the current OSCAR-4 system, with the link to
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SERPENT, is capable of simulating ETRR-2 with comparable precision, for the chosen param-
eters, to a full-core Monte Carlo transport simulation. As far as validation is concerned, further
investigation into the experimental results is required to determine the accuracy of the models.
This can be done by simulating different core configurations and their associated experiments
with both the Modified model as well as SERPENT, and again comparing the results with the
supplied experimental results.
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Abstract. Thermal analysis and solution of heat problems most often utilizes known thermal
conductivity material data which is typically experimentally determined from heat flux
measurements through the application of Fourier’s law. The challenge posed by this approach
is the need for known thermal conductivity reference materials which may be inhomogeneous
and have large associated uncertainties in industrial physics applications. In this paper we
investigate the feasibility of developing a thermal conductivity measurement system that utilizes
known radiometric input sources and temperature output measurements which may have smaller
relative uncertainties by formulating the system as an inverse heat conduction problem utilizing
recently reported research results from the fields of geophysics and mathematical optimization.

1. Introduction
Thermal physics analysis and solution of heat problems often utilizes known thermal conductivity
material data which is typically experimentally determined from heat flux measurements through
the application of Fourier’s law q′′ = −k∇T , where q′′/[W m−2] is the heat flux, k/[W m−1 K−1]
is the thermal conductivity, and T/[K] is the absolute temperature following the nomenclature
in [1]. The use of Fourier’s law presents a straight forward mechanism to define and infer the
thermal conductivity through the ratio of the heat flux measured using standard techniques
as discussed in [2], and the temperature gradient for a specified direction of heat flow where
the unknown thermal conductivity may be expressed in terms of known reference quantities
such as thermal conductivity, wall thickness and wall temperature amongst other experimental
measurements for homogeneous isotropic materials as illustrated in figure 1.

Unfortunately materials such as aluminium/steel thermal properties may be inhomogeneous
and/or non-isotropic either from physical effects in the smelting process or manufacturing
effects from the fabrication of structures requiring knowledge of thermal conductivity such as
reflectors/concentrators in for example solar plants [6] where in addition the thermal conductivity
may vary with temperature [7, 8] as illustrated in figure 2 for a selection of materials.

As a result it is desirable in applied industrial research contexts to infer thermal conductivity
information directly by an inverse problem formulation using direct temperature measurements
which are more practical and experimentally convenient, either when reference thermal
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domain 1 domain 2
k1 k2

interface gap

contact resistance Rt,c

q1
q2q1-2

L1 L2

T1
T1-2

T2

Figure 1. Composite wall system modelled
as a 1D thermal circuit. In this model the
unknown thermal conductivity k2 is expressed

as k2 = L2
A

(
T1−T2
q − L1

k1A
−Rt,c

)−1
and the

uncertainty may be estimated by standard
techniques such as the GUM and GS1 as
discussed in [3, 4, 5]

Figure 2. Illustration of thermal conductivity temperature dependence for selection of
industrial/engineering materials (Graphic source: [1, page 47])

conductivity materials are unavailable for prior testing, impractical due to prevailing operating
conditions, or when in situ process or condition monitoring measurements are necessary.

In general accurate heat sources such as calibrated lasers or electrical resistance heating
elements, and temperature measurement devices such as thermocouples or resistance
thermometers, are simple and straightforward to procure and utilize. As a result in this paper
we opt to analyze a system in which the thermal conductivity may be inferred through an Inverse
Heat Conduction Problem (IHCP) modelling approach utilizing just radiometric/electrical
heating sources and temperature measurements which are easily accessible and which avoids
the need for specific reference thermal conductivity material components, and specialist heat
flux instruments and blackbody equipment [9].

2. Literature Review
Within the statistical literature simulation problems may typically be classified as either
direct/forward or indirect/inverse where in general terms the former are cases in which PDE
parameters are known and one utilizes this information to solve for the PDE solution, whilst in
the latter one utilizes the PDE solution to infer the underlying PDE parameters.

In the context of thermal physics a direct/forward problem would correspond to using known
thermophysical properties such as thermal conductivity and/or specific heat capacity as inputs
with suitable boundary conditions for a boundary Γ = ∂Ω to solve the heat diffusion equation
∇ · (k∇T ) + q̇ = ρcp

∂T
∂t for some problem domain Ω whilst an indirect/inverse problem would

in a certain sense “work backwards” to use the PDE temperature field solution to infer the
corresponding thermophysical parameters as discussed in [10]. Traditionally inverse problem
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studies have been common in the geophysical sciences to determine rock densities, gravitional
field strengths, and in oil and gas exploration as discussed in [11, 12, 13] with newer insights into
Monte Carlo based inverse parameter uncertainties reported in [14], and which has generally been
formulated and solved using the Monte Carlo and Levenberg-Marquardt techniques as outlined
in [15, 14].

For IHCP studies methods of solution have mainly to date traditionally consisted of the
Levenberg-Marquardt and conjugate gradient techniques for mixtures of problems in laboratory
thermophysical testing and space vehicle atmospheric reentry design and research studies after
the development of techniques such as Tikhonov regularization which were able to modify and
reformulate the original ill-posed/unstable inverse problems as approximate well-posed problems.

More recently investigations in inverse theory problems across different fields has involved
applications of newly developed techniques such as the variational iteration method or (VIM)
[16], the method of fundamental solutions or MFS [17, 18, 19, 20, 21, 22, 23, 24, 25], the lattice
Boltzmann method or LBM [26], heuristic approaches drawing from a mixture of techniques
[27, 28], and meshfree approaches [29]. Finite difference methods for IHCP studies are further
discussed in [30, 31] who explore how the Tikhonov regularization method may be used to
regularize the ill-conditioned linear system of equations for a non-steady two dimensional heat
conduction problem, and a iteration approach to determine the regularization parameter was
explored in [32]. A measurement methodology for infrared thermography of inverse models that
used a maximum entropy principle was reported in [33] for a die forging application in order to
deduce the unknown boundary condition of a heat flux using a finite difference discritization.

3. Mathematical Development
Based on the literature review we opt for simplicity since the underlying problem is nonlinear to
use a Levenberg-Marquardt optimization in our formulation to avoid a Tikhonov regularization.
Utilizing the heat diffusion equation ∇ · (k∇T ) + q̇ = ρcp

∂T
∂t which reduces to a generalized

two dimensional Poisson equation ∂
∂x(k ∂T∂x ) + ∂

∂y (k ∂T∂y ) = −q̇ in the special case for steady-state
conditions for a planar domain for the particular geometry of the experimental system illustrated
in figure 2 where the domain Ω is a circular region of diameter D where the boundary Γ is held
at a constant temperature Tf , where T/[K] is the temperature, k/[W m−1 K−1] the thermal
conductivity of the sample, and q̇ is an energy sink/source term which is positive if energy is
generated within the medium and negative if energy is being consumed.

water bath
Tf

base mounting with
insulation

helical coils for
fluid circulation
for constant
temperature

flow inlet
flow outlet

heat source 
thermal sample

Side view of system

Top view of system
Tf

qs
x

y

x

z

unknown k(x, y) Figure 3. Experimental inverse heat
conduction problem (IHCP) system to test for
thermal conductivity

Adopting a radial basis function discretization following the discussions in [34, 35, 29] we

approximate the thermal conductivity as k =
∑Nk

i=1 αiϕk(||x − xi||, and the temperature field

as T =
∑NT

j=1 βjϕT (||x − xj ||. For the temperature field let NT be the total number of points
composed of NI interior points and NB boundary points such that NT = NI + NB. In this
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approach it is not necessarily the case that Nk = NT however this will simplify subsequent
calculations. The terms αi (i = 1, . . . , N) and βj (j = 1, . . . , N) are coefficients that are used
to build up the k(x) and T (x) fields for x ∈ Ω in terms of the RBF’s ϕk and ϕT respectively.

Utilizing Gaussian RBF’s for simplicity to illustrate the approach adopted of form ϕk = e−ε
2
kr

2

and ϕT = e−ε
2
T r

2
where r =

√
(x− xi)2 + (y − yi)2 and where εk and εT are suitable shape

parameters for the thermal conductivity and temperature fields respectively, and substituting
into the generalized two dimensional Poisson equation we then have using the short hand ri = r

for points in the interior that 0 = ∂k
∂x

∂T
∂x + k ∂

2T
∂x2

+ ∂k
∂y

∂T
∂y + k ∂

2T
∂y2

+ q̇ where k =
∑Nk

i=1[αie
−ε2kr

2
i ],

∂k
∂x =

∑Nk
i=1[−2ε2k(x − xi)αie−ε

2
kr

2
i ], ∂2k

∂x2
=
∑Nk

i=1[−2ε2kαi{1 − 2ε2k(x − xi)2}e−ε
2
kr

2
i ], and similar

expressions for the corresponding temperature field.
Let Tk be the experimental measured temperature and θk the estimated temperature for

some choice of assumed parameter P , where in our particular problem the parameter is used to
specify the thermal conductivity. Constructing an objective function S(P ) =

∑N
k=1[Tk−θk(P )]2

it follows that we solve the IHCP by determining the choice of parameter such that S(P ) is
minimized. The objective function may be written in matrix form by specifying the measured
and estimated temperatures as a column vectors T T = [T1, . . . , TN ] and θT = [θ1, . . . , θN ] and
then constructing the objective function as S(P ) = [T − θ(P )]T [T − θ(P )]. A solution will
occur when ∇S(P ) = 0 which after algebraic manipulations reduces to the following equations

−2JT(P )[T − θ(P )] = 0

J =


∂θ1
∂P1

∂θ1
∂P2

∂θ1
∂P3

· · · ∂θ1
∂PM

∂θ2
∂P1

∂θ2
∂P2

∂θ2
∂P3

· · · ∂θ2
∂PM

...
...

...
...

...
∂θN
∂P1

∂θN
∂P2

∂θN
∂P3

· · · ∂θN
∂PM


where as previously mentioned N is the total number of measured/estimated temperatures,

M is specified as the total number of parameters such that P T = [P1, . . . , PM ], and J(P ) =

[∂θ
T(P )
∂P ]T is the corresponding Jacobian matrix of the objective function system. For linear

problems the unknown parameter to be determined may be calculated as P = (JTJ)−1JTT
however for a nonlinear inverse problem it may be observed that the Jacobian matrix, also known
as the sensitivity matrix, has a functional dependence on the parameter P and as a result must
be solved iteratively using a local linearization. In order for a suitable iteration procedure to
converge it is necessary that |JTJ| 6= 0 otherwise the IHCP is ill-conditioned. Whilst Tikhonov
regularization is possible to solve a resultant ill-conditioned linear system Λθ = B of form
θα = [ΛTΛ + α(R(s))T]−1ΛTB where R(s) for s = 0, 1, 2 is a Tikhonov regularization matrix
following the overview presented in [31] where α is the regularization parameter.

Different approaches are possible for estimating α and whilst there is no definitive method
the L-curve method appears common within the mathematical literature but is difficult to
implement. To avoid these difficulties we opt to use the Levenberg-Marquardt method which is
also amenable for potentially ill-conditioned systems and which has the advantage of being well
established with existing implementations [36] that are relatively straightforward to implement
and which incorporate newer mathematical optimization techniques such as the homotopy
approach [37].

Based on our RBF discritization set Nk = NT to simplify the algebra when constructing
the corresponding Jacobian matrix and note that our approach then specifies the parameters
as P T = [α1, . . . , αM ] and the estimated temperature field as θ(P ) as the solution of the
generalized Poisson equation as previously indicated. The algorithm to implement the IHCP
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formulated thermal conductivity measurement technique may now be conveniently summarized
as follows:

(i) specify the spatial coordinates (xi, yi) for the points in the interior Ω and for the points
(xb, yb) on the boundary Γ

(ii) assign the associated measured interior temperatures as Ti along with associated heat
source/sink terms q̇i taking note of the known boundary temperatures Tf (xb, yb)

(iii) construct the Jacobian matrix J either symbolically/numerically using the assumed values
from the RBF parameterization

(iv) solve the nonlinear inverse problem using the Levenberg-Marquardt method for the given
measured temperature data and assumed parameter values and iterate until convergence to
the required accuracy level is achieved

(v) the associated parameter uncertainties u(αi) (i = 1, . . . ,M) in the RBF formulation of
the thermal conductivity field may be constructed from Monte Carlo simulations and
statistical post-processing of the results using simulation inputs obtained by sampling from
the measured temperature values and their associated reported uncertainties

(vi) the parameter uncertainties may then be used as inputs in a GUM/GS1 uncertainty
quantification calculation for the thermal conductivity uncertainty at any particular spatial
coordinate within the domain

4. Discussion
In this paper we have investigated how to use an IHCP formulation as a means to determine
thermal conductivity values for materials from experimental temperature measurements and
numerical simulations. Potential benefits of the method that have been investigated are that
there is no need for specialist laboratory reference thermal conductivity material standards, the
method can be applied in industrial/plant environments with standard equipment/instruments
with minimal physical complexity, and that the numerical algorithm to implement the method
may be utilized to accurately relate and estimate the thermal conductivity uncertainties in terms
of the input experimental data.
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Abstract. Theoretically, quantum computers are known to solve a certain class of problems
more efficiently than their classical counterparts. This is due to parallelism which is inherent
in quantum algorithms. However, a full-scale quantum computer has not been realised as
yet. Therefore, in order to validate and debug quantum circuits, a classical computer is used.
Since most of these circuits are simulated using personal computers (PCs), quantum circuits
with a limited number of quantum bits (qubits) can only be simulated, due to computational
limitations of PCs. In this work, we report the simulation of quantum circuits for a high
performance platform using message passing interface for the Python (mpi4py) package.

1. Introduction
Quantum computation uses quantum mechanical principles such as entanglement, superposition
and tunneling to process information. It dates back to the ideas of Manin [1], Feynman [2] and
Bernioff [3] in the 1980s. It was mainly motivated by the limitations imposed on the conventional
classical computation by the fundamental laws of physics. Additionally, the first universal
quantum machine was proposed by Deutsch [4] in 1985. However, a major breakthrough came
in 1994, with the work of Shor [5], who showed that a quantum computer can be used to break
some of the conventional cryptographic algorithms. Another contribution was by Grover [6] two
years later, who invented a quantum search algorithm which offers a quadratic speed-up over the
best known classical search algorithm. Since then, there has been a concerted effort to develop
more quantum algorithms for different applications [7, 8, 9].

In a classical computer paradigm, computer scalability can be governed by Moore’s law [10].
However, as the transistors get smaller, the quantum effects would be too pronounced, and
Moore’s law would cease to apply. Therefore, since Moore’s law does not apply anymore in
the quantum regime, scalability of quantum computers cannot be determined by Moore’s law.
On the contrary, scalability in the quantum regime is dependent on the ability to isolate the
quantum system (hence mitigate decoherence) and the advancement of fault-tolerant quantum
computation mechanisms.

Although quantum computation offers many interesting computational capabilities, the major
drawback is that a scalable quantum computer is yet to be realized. So, in order to debug and
validate quantum algorithms, a classical computer is used. Furthermore, the Gottesman-Knill
theorem [11], makes it possible for the classical simulation of some quantum circuits, since it
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states that a certain class of quantum circuits, known as stabilizer circuits, can be simulated
efficiently on a classical computer. Many classical simulators of quantum circuits have been
simulated [12]. A comprehensive list of these simulators can be found in Ref. [13]. It can be
observed that most of the simulators developed thus far are intended for a stand-alone personal
computer (PC). Some attempts have been made to develop simulators that make use of high
performance computing (HPC) [14, 15, 16]. We report in this work a quantum circuit modeling
toolkit which is intended for use on a high-performance computing platform. This simulator
is developed using Python programming language, which ease of use and rapid development.
Additionally, Python is freely available, with an open-source licensing. Finally, since Python is
a vectorized language, it is suitable for high performance scientific computing. A python module
that is used to develop this toolkit is message passing interface for Python (mpi4py).

The remainder of this manuscript is arranged as follows. The next section provides a
background information on quantum computation and high performance computing. Section
3 discusses the implementation details of the simulator. It is followed by Section 4, which
discusses the simulation results obtained using this simulator. The last section concludes this
manuscript.

2. Background Information
2.1. Quantum Computation
As opposed to a classical computer, which has a binary digit (bit) as its basic unit of information,
a quantum computer has a quantum bit (qubit) as its unit of information. Additionally, a bit,
which can only exist in state 0 or 1, a qubit can exist in the superposition of states |0〉 and |1〉,
where states |0〉 and |1〉 are known as computational basis states. These computational basis
state can be represented as column vectors, where

|0〉 =

(
1
0

)
(1)

and

|1〉 =

(
0
1

)
. (2)

Mathematically, a qubit can be represented as

|ψ〉 = α|0〉+ β|1〉, (3)

where α and β, which are known as probability amplitudes, satisfy the condition

|α|2 + |β|2 = 1. (4)

Analogous to their classical counterparts, the building blocks of quantum circuits are quantum
gates. However, unlike some of the classical gates, which are not reversible, all quantum gates
are reversible. This owes to the fact that basically, a quantum gate is any unitary operation,
and unitaries are invertible, hence reversible. Some of the common quantum gates are

a) Hadamard gate, H

H = 1/
√

2

(
1 1
1 −1

)
.

b) Phase shift gate, R

R =

(
1 0
0 eiθ

)
.
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2.2. High Performance Computing
Although it is generally believed that classical computers cannot efficiently simulate universal
quantum computers, it is nevertheless possible to classically simulate some of the quantum
circuits, especially if such circuits are small (using few qubits). Because a stand-alone PC has
limited memory and computing speed, and computational resources for simulating quantum
circuits on a classical computer grow exponentially with an increase in input qubits, a PC puts
huge limitations on the quantum circuits that can be efficiently simulated. These limitations
can be overcome by classical simulation of quantum circuits on a high performance computing
platform. HPC deploys the aggregation of computing power among different nodes so as to
yield high overall computational power. It makes use of supercomputers and parallel processing
schemes to solve compute-intensive problems [17].

High performance computing can be implemented using either of the two computing
architectures, namely shared memory or distributed memory architectures. In the former
architecture, all the processors have access to the entire memory of the machine. In contrast, in
the latter architecture, each machine has a processing element (PE), which contains its processor
and its memory, where each processor could only access the memory in its PE.

2.3. Message Passing Interface
MPI is an industry-wide standard protocol for passing messages between parallel processors
[18] though generally, it can also run on shared memory machines. It is a de facto standard
for parallel programming on distributed memory architecture systems [19]. It’s goals are high
performance, scalability and portability. Furthermore, message interface passing supports both
point-to-point and collective communication.

It is worth noting that MPI is in itself neither an implementation nor a language, but
rather a specification or an application programmer interface (API). MPI has a number of
components such as user-defined datatypes, communication ports, communication operations
and communication contexts [20, 21]. Typical communication operations include broadcast,
reduce, scatter and gather [21].

2.4. Message Passing Interface for Python
One of the implementations of MPI standard for Python programming language is mpi4py [22].
It provides an object oriented approach to message passing which provides MPI bindings for
Python. In the work presented in this manuscript, mpi4py package was used because it offers
a number of benefits. These benefits include: clean and efficient MPI interface for Python,
extensible and compatible implementation and easy of use.

3. Implementation
The toolkit was implemented using a single physical host, with a dual-processor PC at the
clock frequency of 2.7 Gigahertz per processor, with a random access memory (RAM) of 4
Gigabytes. However, three virtual machines (VMs) were created and clustered together on
this physical host machine, with each VM having a RAM of 1 Gigabytes. Different quantum
circuits were then simulated, using various virtual nodes. Some of the circuits simulated include
Einstein-Podolsky-Rosen (EPR) pair generation circuit, Greenberger-Horne-Zeilinger (GHZ)
state preparation circuit and a three-qubit quantum Fourier Transform circuit [7, 12]. The
QFT circuit was further expanded to simulate up to nine qubits, so as to make a more realistic
comparison with the PC-based results obtained in [12]. The simulations were implemented using
Python programming language, using mpi4py for MPI implementation.

Quantum gate operations can include either multiplication of state vectors with unitary ma-
trices or tensor product for composite systems. As an example, consider the EPR pair generation
circuit in figure 1. Also, consider that the two inputs are |a〉 = 0 and |b〉 = 0 respectively. Then
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this can be mathematically represented as

epr generation(|00〉) → 1/
√

2∗


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

[(1 1
1 −1

)(
1
0

)
⊗
(

1
0

)]

= 1/
√

2*


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0




1
0
1
0

 .

This result can be naturally decomposed into smaller tensor matrices, which can then be
distributed over different prosessors for HPC [14, 23, 24]. A similar approach was taken for
other quantum circuits. The simulation results obtained are provided in the next section.

Figure 1. A circuit diagram of EPR pair generation circuit. It consists of two inputs |a〉 and
|b〉, together with two quantum gates (Hadamard and control NOT (CNOT) gates.

4. Evaluation
Efficiency tests were run for this high performance computing quantum circuit simulation toolkit.
Three quantum circuits were used, and the execution times of each circuit with respect to the
number of processes were recorded. The timer functionality Wtime() was used to record the
execution times. Figures 2, 3 and 4 show the results obtained for EPR pair generation, GHZ state
generation and three-qubit QFT circuits respectively. The results obtained underline the utility
of the simulator for quantum circuit simulation, since an increase in the number of processes
used results in a significant decrease in execution time. Furthermore, the results demonstrate the
feasibility of a portable, parallel simulation toolkit for quantum computing, written in Python.
A measure that is employed for the utility of the simulator reported in this manuscript is the
speed-up as compared to the stand-alone PC. This is given as:

speedup =
Tserial
Tparallel

, (5)

where Tserial is the execution time for a stand-alone PC given in [12], while Tparallel is the
execution time obtained in figures 2, 3 and 4. From the results, the speed-up of the EPR pair
generation circuit can be up to 3.4, that of GHZ circuit can be up to 3.2 while that of three-qubit
QFT can be up to 2.5. These speed-ups provide a good support for the utility of this quantum
circuit modeling toolkit.
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Figure 2. Execution time for EPR pair generation circuit as a function of number of processes.

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

2 3 4 5 6 7 8 9 10

E
xe

cu
ti

on
 T

im
e 

(s
)

Processes

Figure 3. Execution time for GHZ state generation circuit as a function of number of processes.

Finally, coupled with the speed-up mentioned above, since this simulator uses Python
programming language, it can be easily extended to simulate other quantum circuits, with a
very rapid development time. Additionally, since Python is one of the three leading progamming
languages in high performance scientific computing (the other two being C/C++ and Fortran),
coupled with the fact that it is the only one of the three that is vectorized, it makes it a good
candidate for quantum computing simulation toolkit. This circuit can then be used to simulate
different type of quantum circuits mentioned in this manuscript.
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Figure 4. Execution time for three-qubit QFT circuit as a function of number of processes.

It is worth noting that this current simulator in its current form is limited in terms of
functionality, since very few quantum circuits can be efficiently simulated. Additionally, the
focus is only on the increase in the number of processes in order to effect a speed-up. The
work is still on-going to increase the number of quantum circuits that can be simulated using
this toolkit, and the running of tests on a physical (as opposed to virtual) HPC platform with
multiple number of nodes and communication delays between the nodes.

5. Conclusion
In this manuscript, we have reported a quantum circuit modeling toolkit for HPC. This toolkit
was evaluated using standard stabilizer circuits. The simulation results confirm the utility of
the toolkit. However, this simulator still has some limitations. The quantum circuit that can
be simulated by this toolkit are very few. This is because the work presented in this manuscript
is still in progress. The next focus will be on the optimization of the simulator code, in order
to make it extensible and scalable. Additionally, it (future work) will focus on extending the
simulated circuits to any generalized quantum digit circuit, and implementing such circuits on
a physical HPC platform.
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Abstract. Much work has been done on the Alan Cousins Telescope over the last few years in
terms of testing and commissioning the telescope system and to prepare it for regular operation.
Many problems were encountered and overcome in the process. The result is a system that is
essentially ready for use by remote observers and that will soon be ready for regular, automatic
operation.

1. Introduction
The Alan Cousins Telescope is a 0.75 − m multi-purpose, robotic and remote access telescope
at the Sutherland site of the South African Astronomical Observatory. It has a modular
photoelectric photometer, currently with a Johnson-Cousins UBVRI filter set. Unlike the other
telescopes in Sutherland of a similar size, the ACT was designed and built to be controlled by
a computer, thus eliminating the need for an observer to be present.

Efforts to bring the telescope system to a point where it can be used regularly either under
automatic control of the computer or under manual control of a remote observer started in
2010 with the development of the first version of the ACT control software suite. In 2011 the
control software suite was installed on the control computer in the dome along with a new
Programmable Logic Converter (PLC) to remove many of the lower-level operational burdens
from the computer - in particular communicating with and managing the various devices that
form part of the telescope system (e.g. filter and aperture wheels, telescope focus, dome rotation,
dome shutter).

During the testing and commissioning process, many hardware and software related issues
were encountered - all of which (except for the most recent issues) have been solved, resulting in
a system that is essentially ready for operation with a remote user, albeit with limited efficiency.
Although a detailed discussion of all of these problems and their solutions fall beyond the scope
of this document, a brief overview of the more recent hurdles and their solutions are given here.

2. Flopping Acqusition Mirror
As with most telescope systems, the ACT has a folding mirror (acquisition mirror) with a circular
cut out in one half of the mirror in order to be able to direct the light within the telescope’s
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field of view (or part thereof) to either the science instrument or to a camera used to acquire
the target (depending on the position of the mirror).

Some large offsets were occasionally enountered while moving the telescope to a star and
centering it on the field of view. After some investigation it was noted that moving the acquisition
mirror in and out of the beam caused the star field to shift by tens of arcseconds - much too
large to be able to use the telescope efficiently and collect meaningful photometry.

This “flopping” effect was caused by the motorised screw mechanism used to move the
acquisition mirror back and forth and the two rails on which the mirror moved not being
sufficiently rigid. This issue was solved by tightening the screws holding the rails to the casing,
introducing a third rail to reduce the torsion on the existing two rails and connecting the rails
together at the free end.

3. Spurious Photons on PMT
While performing the first commissioning tests of the science instrument on the ACT (a
photomultiplier tube), some sharp spikes were occcasionally recorded in the photon counts
detected by the system. The peaks were so strong, in fact, that the photon count rate reported
by the PMT were very nearly at or greater than the maximum allowed by the control software,
which causes the control software to close the science instrument shutter and move the acquisition
mirror into the beam in an effort to protect the PMT from overillumination and eventual
temporary or permanent damage.

At the time, the spikes in the count rate reported by the PMT was thought to be noise
originating from the cables connecting the various devices that form part of the telescope,
instrument and dome to the PLC that controls them. PMTs are typically quite susceptible to
electronic noise from devices in the area. The spikes seemed to occur most frequently while
moving the acquisition mirror. It was noted that unplugging the cable for the acquisition
mirror from the PLC made the spikes disappear, however the system would not be usable if the
acquisition mirror could not be articulated.

Many attempts were made by the SAAO electronic technicians to remove (or at least
reduce) the noise, to the point where the cable was replaced completely. These attempts were
unsuccessful, but further investigation revealed that the spikes were in fact not electronic noise,
but real light eminating from the acquisition mirror. Opto-isolator switches are used on the rails
of the acquisition camera to sense when the acquisition mirror is at the limit of the rails.

The opto-isolator switches on the acquisition mirror rails were replaced with Hall-effect
sensors, which eliminated the noise problem.

4. Simplified Scheduler Programme
The scheduler programme is a component of the ACT control software suite which determines
what observations in the queue to observe whenever a block of observations are completed.
For the first version of the scheduler programme, it was decided to allow the user to schedule
observing blocks on-the-fly. This caused many problems, as it meant that the scheduler
programme needed to effectively multiplex between observing blocks in the queue and those
scheduled by the user. It also required that the other components of the software suite be
informed of whether or not an intelligent observer is present when the system is effectively
performing an observation automatically - this is because different safety and sanity checks
are performed by all software in the suite depending on whether or not an intelligent observer
is present, which is determined based on whether a command is received from the scheduler
programme or whether commands are given directly to the software components by the user.

This issue was resolved by significantly stripping down the scheduler programme, to the point
where it was simply a programme that reads the details of observing blocks from a database
and issues the necessary commands to complete the observations. In other words, the user
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can no longer issue any commands to the scheduler programme, except to cancel the block of
observations currently being completed or to modify the observing queue in the database, which
is done with an external programme that is not connected to the control software suite.

5. Pointing and Tracking Errors
Pointing errors are caused by misalignments and manufacturing flaws in the mount. For
telescopes with an equatorial mount (such as the ACT) it is quite common for the polar axis
to be offset from the Earth’s rotation axis. Another fairly common source of pointing errors is
a non-perpendicularity between the right ascension and declination axes. Such errors make it
difficult to find targets and so most telescope systems have a numerical model in the software
that corrects for them. Depending on the regularity and size of the errors, between a handful and
several dozen terms may be required in a pointing model that corrects for these pointing errors
and anything between tens to thousands of data points may be required in order to construct a
reliable model.

In the ACT’s case, the errors are quite large (up to ca. 10′), but fairly regular and stable -
see figure 1. This means that a fairly simple pointing model should be able to correct for the
pointing errors. However, given the size of the errors, misidentification of stars is not uncommon,
which greatly impedes progress in this regard.
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Figure 1. Hour angle and declination pointing errors. Note the parabolic profile in the hour
angle offsets, which is indicative of a misalignment in the polar axis. The declination errors
are more complex, but a major contributing factor is the non-circularity of the declination axis
running surface.

In addition to the pointing model, the ACT control software has an advanced pattern
matching system that can match the star pattern in the camera’s field of view with that of
a recorded template field. Offline tests of the pattern matching algorithm has shown that it can
effectively correct for initial pointing offsets of up to 4−5′. It should not be difficult to establish
a pointing model that can reduce the pointing errors to this level, however a moderate number
of reliable pointing offset measurements (on the order of 50) is required to in order to establish
a sufficiently accureate pointing model.

Due to the large pointing errors, the telescope is also not able to track a star and keep it in the
aperture of the science instrument for more than a few minutes at a time. This problem will also
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be solved by establishing an effective pointing model. Additionally, there are some small-scale
tracking errors (minor shifts in hour angle while the telescope is tracking a star) which cannot
be effectively removed with a good pointing model. However, these errors are small enough (a
handful of arcseconds at most) to still allow the telescope system to collect photometry. The
small-scale tracking errors are also highly regular, with frequencies that can be easily identified
from a few hours of tracking offset data.

6. Conclusion
In summary, the ACT has enjoyed much attention since 2010, with several thousands of hours
being spent testing the system, troubleshooting any identified problems and finding appropriate
solutions. Although many problems have been encountered, the system is now reaching a level
of stability and reliability that will enable it to operate automatically and without human
supervision in the near future.

The large pointing errors is the only issue at the moment that is preventing the telescope
from being operated automatically on a regular basis. However, it is at the moment possible for
a human observer to use the telescope system (albeit remotely) and collect photometry with it.
The observer will need to scout for the target star and the telescope will need to be re-centred
on the star every few minutes, but it is strictly speaking possible.
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Abstract – The demand for high-speed data transmission and higher bandwidth is 
increasing rapidly due to the growing consumer need for advanced 
telecommunication technology. All fibre optic cables have an inherent transmission 
limiting factor, known as chromatic dispersion. In this paper, a method for 
characterizing the chromatic dispersion in single mode fibre is described. Our 
approach is based on the phase shift technique, where the phase difference between 
two sinusoidal modulated signals is measured. A vertical cavity surface emitting laser 
(VCSEL) source was implemented to characterize the chromatic dispersion along 
different lengths of G.652, G.655 (+) and G.655 (-) single mode fibre, around the 
1550 nm wavelength region. A dispersion coefficient D, between 16.5 ps/nm.km to 
19.1 ps/nm.km for the G.652 single mode fibre, 2.6 ps/nm.km to 4.2 ps/nm.km for 
the G.655 (+) single mode fibre and -2.8 ps/nm.km to -3.2 ps/nm/km for the G.655 (-) 
single mode fibre was measured. The experimental results are in close agreement to 
those obtained in literature. 

Keywords: Chromatic dispersion, phase shift technique, VCSEL. 

1. Introduction
From as early as 500 B.C, when the ancient Greeks developed a telegraph system made up of 
beacon fires, smoke signals and mirrors, up until the early 1970’s when Corning Glass Works 
developed their first fibre optic cable for long haul transmission, mankind has relied heavily 
on communication across distance. Recent findings revealed that the gross domestic product 
(GDP) of a country is correlated to the development of the telecommunication infrastructure 
of a country [1]. The development of optical communications network systems has facilitated 
the growth in many areas such as, social, economic, business, education and politics [2]. 
Transmission speeds and fibre bandwidth capacity is limited by pulse broadening, due to the 
dispersive properties of an optical fibre. Chromatic dispersion is one  aspect  of  the  fibre 
causing an optical pulse to distort as it travels along the fibre [3]. In this paper, we 
experimentally demonstrated a method for measuring the chromatic dispersion in single mode 
fibre using a Vertical Cavity Surface Emitting Laser (VCSEL). Our technique is based on the 
phase shift measurement scheme.  The phase shift technique has been used for the precise 
measurements of the optical path length and for characterizing the chromatic dispersion in 
multimode and single mode fibres [4]. 

2. Theory
The majority of all chromatic dispersion measurements in single mode fibres are obtained by 
determining the group delay τg, with respect to a specific wavelength λ. Suppose an optical 
signal propagating along a fibre of length l, with a group velocity expressed [2] as 
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arrives at a receiver after a certain time.   The time here is referred to as the group delay τg, 
defined [2] as 
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(2) 
An optical signal  having  a  spectral  width  of  ⊗ω experiences  pulse  broadening  since  
the different  spectral  components,  with  respect  to  distinct  wavelengths  propagates  at 
different group velocities, as illustrated in  figure  1.  Chromatic  dispersion,  intramodal 
dispersion or group velocity dispersion (GVD) refers to the fact that the group velocity is 
dependent on the wavelength.  The  expression  quantifying  the  spreading  of  the  signal  can 
be  mathematically described as [2] 

⊗τ g  = 
dτ g 

dω 
″ l %

= 

∃ ′⊗ω 

dω # vg & 

= l d β ⊗ω 
dω 2 

 
 

(3) 

The  term  β2  = 
d 2 β 
dω 2 is  known  as  the  group  velocity  dispersion  (GVD)  parameter  and 

represents the amount of broadening the pulse experiences as it propagates along the fibre [2, 
5]. Since the spectral width ⊗ω is related to the linewidth of the optical source, ⊗λ, (3) 
can be rewritten [2] as 

d ″ l %
⊗τ g  = ∃ ′⊗λ 

where 

dλ # vg & 

D (λ) =  d ! 1

∃

(4) 

(5) 

# & 

By considering (4) and (5), it follows that 
dλ ″ vg % 

⊗τ g  = D (λ)⋅ l ⋅ ⊗λ 

⊗τ g
∴ D (λ) = 

 

l ⋅
⊗
λ 
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d
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where D(λ) is known as the chromatic dispersion coefficient and expresses the broadening of 
the optical signal as a function of wavelength and is given in ps/nm.km [6].  The  overall chromatic 
dispersion along a fibre of length l is mathematically expressed D (λ) = Dm + Dw, where Dm
and Dw are defined as the material and waveguide dispersion, respectively. Material dispersion is 
attributed to the wavelength dependence on the refractive index of the optical fibre whereas 
waveguide dispersion in optical fibre arises as a result of the geometric shape, 
structural design of the optical fibre [6]. By correctly adapting the material and 
waveguide dispersion properties, the chromatic dispersion across the fibre length can  be 
reduced, since material dispersion is negative in the transmission region below the zero- 
dispersion wavelength and positive in the wavelength region above 1.3 µm [5]. Waveguide 
dispersion is negative in the 1.1 µm to 1.7 µm spectrum, as illustrated in figure 2 [5]. A brief 
summary of the measurement techniques used for characterizing the chromatic dispersion in 
single mode fibre is given in table 1. 

Figure 1. Pulse broadening caused by the 
variation in speed in the time domain. 

For phase shift measurements, the change in phase ϕ(λ) of a sinusoidal modulated signal 
travelling along a fibre of length l is measured due to changes in the group velocity with 
respect to the wavelength. 

Figure 2. Material and  waveguide 
dispersion slopes for typical single mode 
fibre [5]. 

Figure 3. Chromatic dispersion slopes of 
the various single mode fibres [7]. 

Table 1. Properties of the chromatic dispersion measurement technique [8]. 

Measurement  Technique Measurement  Resolution Fibre length 

Pulse delay/ Time-of-flight 
Technique 

50 ps to 100 ps Exceeding 0.5 km 

Phase shift Technique 10 ps to 20 ps Exceeding 0.5 km 
Interferometric  Technique 0.1 ps Less than 5 m 
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The mathematical description of the phase difference is given as [9] 
ϕ(λ) = 2π fmτ g (λ) (7) 

where fm is the modulation frequency. The measurement accuracy of the phase shift technique 
improves when considering higher modulation frequencies as well as longer fibre lengths [4]. 

3. Experimental  Setup
Figure 4 shows the experimental configuration. A Vertical Cavity Surface Emitting Laser 
(VCSEL) was used for the characterization of chromatic dispersion along the single mode 
fibre. The directly modulated VCSEL is designed to operate in the 1545  nm to 1550 nm 
wavelength region. Two different types of single mode fibre were considered, the first type 
being G.652 standard single mode fibre. 

Figure 4. Schematic of the phase shift experimental setup. 

The second category of single mode fibre measured was the G.655 Non-zero dispersion shifted 
fibre (NZDSF) positive and negative. A summary of the  lengths of fibre used in the phase shift 
experiment is tabulated in table 2. A Laser Diode Controller (LDC) externally powered the VCSEL 
and by varying the bias current of LDC the wavelength of operation of the VCSELwas shifted. 

Table 2. Description of the fibre lengths (km) used. 

G.652 Standard Single ModeG.655 NZDSF (+) G.655 NZDSF (-) 
Fibre  

6.1 26.6 25.5 
11.5 51.4 
12.2 76.7 
18.3 
23.0 

A Programmable Pattern Generator (PPG) was required to sinusoidally modulate the VCSEL 
at a modulation frequency fm of 8.5 GHz. The phase difference between the reference and test 
signals of different wavelengths was measured with a wide band oscilloscope. This particular 
oscilloscope has an 8.5 GHz optical channel bandwidth and a -21 dBm optical sensitivity in 
the 1550 nm region. 

4. Results and Discussions
Figures 5 and 6 illustrate the direction of the shift occurring along the 26.6 km G.655 NZDSF 
(+) and 25.5 km G.655 NZDSF (-) respectively. The reference wavelength selected in both 
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Figure  5.  Phase  shift  along  26.6  km 
G.655 NZDSF (+). 

Figure 6. Phase shift along 25.5 km G.655 
NZDSF (-). 

instances was 1545.58 nm. From figure 5, the shift is occurring to the right of the reference 
signal as the wavelength is increased, whereas in figure 6 the shift occurs to the left of the 
reference signal with increasing wavelength. These occurrences are due  the  design  of  the 
optical fibre during manufacturing, where the refractive index of the fibre material is tailored 
in such a way as to define the sign of the chromatic dispersion along the fibre. If we consider 
the shift in figure 6 to be moving to the right of the reference wavelength, 1545.58 nm, as 
seen in figure 5. From figure 6, the sequence of wavelengths after the reference wavelength is 
given as 1547.56 nm, 1547.29 nm, 1547.03 nm, 1546.77 nm, 1546.50 nm and 1546.26 nm 
respectively. From this it can be inferred that, the longer wavelength signals travels slower 
along the G.655 NZDSF (-) fibre than the signals of shorter wavelength. This validates the 
property of the G.655 NZDSF (-), where it allows longer wavelengths to propagate slower 
and shorter wavelengths faster. 

Figures 7 and 8 show chromatic dispersion curves measured along the G.652 standard single 
mode fibre and G.655 NZDSF (+) for the respective fibre lengths tabulated in table 2. An 
indirect approach was formulated for determining the phase difference between two signals at 
different wavelength, since the oscilloscope referred to in figure 4 is not capable of directly 
measuring and calculating phase changes. The phase difference, with reference to a specific 
wavelength, between sinusoidally modulated signals was calculated according to 
From (8), T refers to the period of the clock signal and  tsep  refers  to  the  separation  time 
between the signals, given by the oscilloscope. After calculating the phase difference it is 
inserted into (6), in accordance with (7). The chromatic dispersion curves for the respective 
lengths of G.652 and G.655 single mode fibre experimentally derived, are in good agreement 
with the theoretical fit as displayed in figures 7 and 8. A minor deviation from the theoretical 
fit was observed for the chromatic dispersion  coefficient  experimentally  measured  at  the 
initial wavelength, in the 6.1 km G.652 SMF and in the 26.6 km and 76.7 km G.655 NZDSF 
(+). This observation can be attributed to the small wavelength spacing between the reference 
and test signal. As the wavelength spacing increased, the distance between the experimental 
curve and the theoretical curve reduced. Generally, the accuracy improved as the distance 
between the reference and test signal increased. 

2π ⋅ tsep

ϕ(λ) = 
T 

(8) 
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Experimental 
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1546.0 1546.5 1547.0 1547.5 1548.0 
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Figure 9. Chromatic dispersion spectra 
experimentally derived for the  G.655 
NZDSF (-). 

A chromatic dispersion coefficient of 17.81 
ps/nm.km was  experimentally  obtained 
along the 12.2 km G.652 single mode fibre 
as opposed to 16.78 ps/nm.km  for  the  6.1 
km G.652 single mode fibre. These 
measurements  were  taking  with  respect  to 
1547.56 nm. This  verifies  the  statement 
given in [4], that the longer fibre lengths 
improves the measurement accuracy of the 
phase shift technique. Figure 9 shows the 
measured  chromatic  dispersion  data 
obtained for the 25.5 km G.655 NZDSF (-). 
The experimentally determined data is in 
good    agreement    with    the    theoretically 

calculated chromatic dispersion curve and falls within the -1.4 ps/nm.km to -4.8 ps/nm.km 
range stipulated by OFS Optics. The phase shift occurring in the 25.5 km G.655 NZDSF (-) 
illustrated in figure 6 authenticates the negative sign for the experimental data given in figure 
9. 

5. Conclusion
We have successfully described an  accurate  system  for  characterizing  the  chromatic 
dispersion along any single mode fibre. The high modulation frequency selected was a major 
contributor to the accuracy of our phase shift technique. The results indicated that longer fibre 
lengths also improved the accuracy of the measurement technique. A range of fibre lengths 
was used for demonstrating chromatic dispersion measurements by the phase shift technique, 
from 6.1 km to 76.7 km. Therefore the measurement system describe in this work can used 
for characterizing the chromatic dispersion along the  last-mile  fibre  network  systems  for 
FTTx application. We showed that the direction of propagation along a G.655 NZDSF (-) is 
opposite to the conventional forward movement of the signal in the G.655 NZDSF (+) or the 
G.652 standard single mode fibre. By utilizing the properties of the NZDSF (-), it is possible 
to achieve a total chromatic dispersion of 0 ps/nm or a value very close to 0 ps/nm across an 
optical fibre network system. 
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Figure 7. Dispersion curves of chromatic 
dispersion measurement made in G.652 
standard single mode fibre. 

Figure 8. Dispersion curves of chromatic 
dispersion measurement made in G.655 
NZDSF (+). 
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Abstract. Solar energy harvesting is a growing industry in South Africa. De Aar is a favoured 

location for solar power stations, as it has high potential yield and is close to some of South 

Africa’s largest power lines. This paper uses standard methods of solar irradiance estimation to 

calculate the potential yield with respect to wavelength for De Aar. It is necessary to take 

wavelength into account as light is not extinguished uniformly with respect to wavelength. De 

Aar was chosen for this paper because there are many years of total surface irradiance data 

available and some data for irradiance in specific wavelength bands. Comparison of these values 

with actual data collected in De Aar was done to determine the accuracy of these models for the 

conditions in De Aar. These estimations were done for a typical midsummer’s day and a typical 

winter’s day, employing four different photovoltaic device spectral response functions. We use 

these calculations to determine the optimum panel alignments.  

1. Introduction

Solar irradiance research is necessary to provide information and knowledge regarding the optimum and 

expected energy yields to developers of photovoltaic solar power systems, whether these are on a 

domestic, medium or full solar power station scale. The specific location and meteorological conditions 

play a major role in the calculation of a photovoltaic system’s yield. The ability to evaluate the impact 

of these factors is vital in determining the economic viability of a proposed installation and the optimal 

design, and prediction of the system performance. The best way of determining the amount of solar 

irradiance at a site is through long-term data monitoring, but because of practical and cost considerations 

these data are measured only at a few stations, and mostly only as integrated flux rather than as 

wavelength specific intensity. 

In this paper we focus on the direct solar beam irradiance, which is under clear, moderately turbid 

skies by far the largest contributor to the total solar irradiance collected at ground level. Photovoltaic 

devices in addition also respond to the so-called diffuse light component, i.e. scattered sunlight reaching 

the ground from directions other than the solar position. This component is also a function of azimuth 

and zenith angle, and is particularly difficult to predict accurately. A full study of the solar irradiance at 

a site requires the full consideration of diffuse irradiance as well, and is in progress. Furthermore, while 

this paper restricts itself to photovoltaic devices, the end results of this study can also be applied to 

concentrated solar power (which only utilises the direct beam). 

For this study we chose to apply irradiance models to the estimation of direct solar radiation at De 

Aar in the Northern Cape, a town near an important electric power line node that has, in view of its 

ample sunshine, been chosen as the site of several major solar power station developments. De Aar has 
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the added advantage that it hosts a well-developed weather station which includes a node of the Baseline 

Surface Radiation Network (BSRN) [1]. Furthermore, there has in the past been an extensive study of 

the solar irradiance as a function of wavelength in De Aar [2]. Theoretical data from these calculations 

can therefore be compared to the recorded data for each wavelength-band. 

2. Theory

The direct beam spectral irradiance Eb is the solar light (in units of power per unit area per unit 

wavelength) that passes through the atmosphere and reaches the panel without being scattered away or 

absorbed by gases or aerosols. Direct beam irradiance is thus that part of the extra-terrestrial spectral 

irradiance E0 incident on a ground level panel normal to the beam. We adopted for E0 the 

synthetic/composite extra-terrestrial spectrum of Gueymard [3]. The factors that determine the 

magnitude of Eb are the atmospheric transmittances for the different extinction processes including 

Rayleigh and Mie (from aerosol) scattering, ozone, uniformly mixed gases and water vapour absorption. 

The direct beam irradiance for a specific wavelength is calculated as [4]:  

Eb = E0TRTaToTgTw (1) 

where TR, Ta, To, Tg and Tw are the transmittance factors for Rayleigh scattering, aerosol, ozone, mixed 

gasses and water vapour respectively, and are all functions of the wavelength λ. The transmittance 

factors are described by Bouguer’s Law [4]:  

T = exp(–m) (2) 

where  is the optical thickness, and m is the optical airmass. 

We describe the solar position in terms of the zenith angle  and the azimuth . Unless the Sun is 

close to the horizon, the airmass is then well approximated by the expression m = sec. 

The Rayleigh optical thickness has been calculated from the equation below, which was developed 

from a least-squares curve fit to the theoretical expression and deviates from this by 0.01% or less 

throughout the spectrum [4]: 

Rλ = (P/1013.25 mbar)(117.2594 λ4 – 1.3215 λ2 + 3.207310–4 – 7.684210–5 λ–2)–1 (3) 

To determine the ozone, mixed gas and water vapour optical thickness, we adopted the expressions 

and constants of the SMARTS2 model of Gueymard [4]. Water vapour has minimal effect on the 

transmission outside the near infrared. There however it is by far the most important absorber. The total 

precipitable water in the atmosphere may vary rapidly with time and thus so does the water vapour 

optical thickness.  

Detailed complete spectral determinations of the aerosol optical thickness are difficult and hence 

only rarely available. Hence the aerosol transmissivity can often only be estimated with the aid of 

climatological information. Alternatively, estimates of turbidity are sometimes based on meteorological 

visibility data. The lack of detailed knowledge of the aerosol properties justifies the use of a simplified 

methodology, the modified Angström approach, which considers two different spectral regions, below 

and above λ0 = 0.5 µm. The aerosol transmittance is obtained from [4]:  

a = (i)–i (4) 

where αi = α1 if λ < λ0 and α2 otherwise, and i = 22-1 if λ < λ0 and i =  otherwise.  is the Angström 

coefficient and expresses the turbidity. α is the wavelength exponent  it is related to the optical 

characteristic of the aerosols. The values of the wavelength exponents α1 and α2 were obtained by fitting 

the spectral optical coefficients of different reference aerosol models [4]. 

3. Procedure

We determined the solar zenith and azimuth angles through the PSA algorithm, which has average 

deviation in the solar vector of 0.147 minutes of arc [5].  
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We then examined data obtained from multifilter rotating shadowband radiometer measurements in 

De Aar for 4 August 2000 and 25 December 2000, previously presented by Winkler et al. [2]. These 

data contain measurement at 60 second intervals and for each of ~10 nm wide equivalent wavelength 

bands centred at 416 nm, 501 nm, 613 nm, 670 nm, 867 nm and 939 nm. We consequently also 

calculated the model fits at one minute intervals for each band. 

The multifilter rotating shadowband radiometer tracks the Sun so the direct beam irradiance is 

calculated as if the panel in the model is normal to the solar vector. Thus the surface in the model was 

set to be normal to the solar vector.  

The total precipitable water, which also depends on temperature and atmospheric pressure, only has 

an effect on one of the wavelength bands we are interested in: the one centred at 939 nm. Average 

temperatures for the days in question were determined from archived weather station data [6]. Air 

pressure was estimated from the altitude at the site. The parameters determining Ta and Tw were adjusted 

to find the best fit for the calculated data against each of the measured wavelength bands. The 1 and 2 

values are under most conditions such that the resulting aerosol transmissivity is at its minimum at the 

shorter wavelengths. 

The total daily ground level direct beam irradiance incident on a tilted panel was calculated for the 

two days examined by summing the amounts for each wavelength step and each time step. If the panel 

tilt angle is  and the panel azimuth is P, the panel inclination relative to the solar beam  is then given 

by [7] 

cos = sin cos( – P) sin + cos cos (5) 

The response curve for some typical solar cells was applied to the function of the incident light and 

the optimal stationary panel orientation was then calculated [8]. The azimuth angle of the panel was 

taken as zero, as this model is symmetrical around due north. The optimal stationary panel tilt was 

calculated by gradually varying the zenith angle of the panel and redoing the yield calculation until the 

maximum daily yield is reached. 

4. Results

The model predictions closely match the available empirical data. We display two examples of direct 

beam irradiance vs. time plots, for 4 August 2000, in figure 1 and figure 2. The discrepancies at 

approximately 8h30 are also visible in the other bands, and we believe these to be caused by an 

inaccuracy in the provided calibration of the instrumental angular response function for a particular solar 

zenith angle. 

Figure 1: Empirical (solid line) and calculated data 

(dashed line) for 416 nm for 4 August 2000 

Figure 2: Empirical (solid line) and calculated data 

(dashed line) 501 nm for 4 August 2000 
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The optical thicknesses calculated were assumed not to vary in the course of the day. For ozone we 

adopted a seasonal average, which is justified in view of the ozone transparency being equal or close to 

1 in all wave bands used. For this study we also ignore the mixed gas optical depth, as CO2 and O2 only 

absorb light at specific wavelengths, and these wavelengths do not correspond to the bands used in this 

study. The optical thickness for water vapour is zero for all the measured bands except at 939 nm where 

the values of 0.143 and 0.142 were determined for August and December respectively. The values for 

the Angström coefficient that yielded the best fits to the direct irradiance vs. time curves for 4 August 

2000 and 25 December 2000 were 0.0122 and 0.0223 respectively.  

The total daily direct beam irradiance was calculated to be 13064 Wh.m-2 for 25 December and 8798 

Wh.m-2 for 4 August. This would correspond to the yield of a ‘perfect panel’ (with 100% quantum 

efficiency) able to track and align itself to the Sun throughout the day. Because of cost considerations, 

solar panels are usually fixed rather than Sun tracking. They are then set up at a specific tilt angle and 

orientation that is considered optimal for maximum power generation, either annually or seasonally. 

This optimum configuration depends on site latitude, altitude, prevailing meteorological and 

atmospheric conditions as well as the panel’s efficiency (which is a function of wavelength).  

The optimal tilt angle for a fixed, ‘perfect’, north-south aligned solar panel was calculated as 52.6° 

north for 4 August and 4.4° south for 25 December, yielding 6930 Wh.m-2 and 9037 Wh.m-2 respectively. 

The ratio between the yield, at their optimum tilts, for 25 December and that of 4 August is 1.30. The 

apparent contradiction of deriving an optimal south-facing tilt angle in midsummer for a latitude south 

of the Tropic of Capricorn is explained by the fact that the early morning and late afternoon solar 

azimuths are south-east and south-west respectively at that time of the year. 

We repeated the calculations using relative spectral response functions typical for three photovoltaic 

technologies using CdS, CuInS and c-Si. The results of this are summarised in Table 1. 

Table 1. Optimal tilt angles and relative energy yield ratios calculated for 

different solar panel technologies. 

perfect panel CdS CuInS c-Si 

optimal tilt: 25 Dec 2000 4.4° S 1.7° S 3.8° S 5.4° S 

optimal tilt: 4 Aug 2000 52.6° N 51.4° N 52.3° N 53.0° N 

optimal tilt yield ratio: 

25 Dec vs. 4 Aug 
1.30 1.45 1.30 1.25 

5. Discussion

The work presented in this paper is the precursor of an ongoing wider study that seeks to determine 

optimal solar panel orientations and projected energy yields for photovoltaic technologies under South 

African conditions, through the construction of site-specific solar spectral irradiance models and the 

convolution thereof with instrumental spectral response characteristics. 

The results show that daily spectral irradiance curves calculated for specific wavelengths for selected 

days through the adopted model correlate to a good approximation to empirical data. Although the 

wavelength bands adopted in this study only represent a small part of the solar spectrum, they are well 

distributed across that part of the spectrum where photovoltaic cells are most sensitive. The greatest 

uncertainty is in those parts of the spectral irradiance curve affected by water vapour, such as near 939 

nm, especially because of the sometimes rapid humidity fluctuations. The spectral regions most 

influenced by water vapour are however deeper in the infrared, where most panels show little or no 

sensitivity. 

The case study presented here is based on calculations for two days that represent different times of 

year and thus different atmospheric conditions. The model’s data fit both times of year well. This gives 
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us confidence to continue developing this model and expanding the test sites and probing other time 

periods. Some error is expected as the model is using average aerosol characteristics of the atmosphere 

while in reality high turbidity episodes occur periodically [2].  

The Angström coefficient monthly averages determined by Power and Willmott [9] for Grootfontein 

Agricultural College, 140 km from De Aar, are 0.021 for December and 0.013 for August. These are in 

good agreement with the Angström coefficients that gave us the best fits for the days investigated. If 

these are typical for the site and season, as we believe they are, the Angström coefficient at De Aar is 

generally very low by international standards, confirming De Aar as a good location for solar power 

stations.  

The difference between the optimal tilt yield ratio of each photovoltaic technology and that of the 

‘perfect’ solar panel highlights the accuracy that may be gained when taking wavelength into account 

for solar power estimations. For a typical c-Si solar cell there is a lower fluctuation in yield with time of 

year than a ‘perfect’ solar panel (which represents a wavelength independent solar cell). 

For 25 December there is a difference of ~1° (and ~0.5° on 4 August) between the optimal fixed tilt 

angles of a ‘perfect’ solar panel and a typical c-Si solar cell. This may only be a small value, but it does 

highlight how detailed calculations that fully consider wavelength dependence can lead to different 

outcomes, both in terms of the optimum tilt angle of a panel as well as the total energy harvested.  
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Abstract. The evolution equations of the Yukawa couplings and quark mixings are performed
for the one-loop renormalisation group equations in six-dimensional models compactified in
different possible ways to yield standard four space-time dimensions. Different possibilities for
the matter fields are discussed, that is where they are in the bulk or localised to the brane.
These two possibilities give rise to quite similar behaviours when studying the evolution of the
Yukawa couplings and mass ratios. We find that for both scenarios, valid up to the unification
scale, significant corrections are observed.

1. Introduction

A theory of fermion masses and the associated mixing angles is unexplained in the Standard
Model (SM) providing an interesting puzzle and a likely window to physics beyond the SM. In
the SM one of the main issues is to understand the origin of quark and lepton masses, or the
apparent hierarchy of family masses and quark mixing angles. Perhaps if we understood this we
would also know the origins of CP violation. A clear feature of the fermion mass spectrum is
[1, 2]

mu ≪ mc ≪ mt , md ≪ ms ≪ mb , me ≪ mµ ≪ mτ . (1)

Apart from the discovery of the Higgs boson at the Large Hadron Collider (LHC), another
important goal of the LHC is to explore the new physics that may be present at the TeV scale.
Among these models those with extra spatial dimensions offer many possibilities for model
building and TeV scale physics scenarios which can be constrained or explored. As such, there
have been many efforts to understand the fermion mass hierarchies and their mixings by utilizing
the Renormalization Group Equations (RGEs) especially for Universal Extra Dimension (UED)
models and their possible extensions (see [3, 4, 5] and references therein).

In these UED models each SM field is accompanied by a tower of massive states, the Kaluza-
Klein (KK) particles. An extension of this scenario is to consider a type of model with two
extra dimensions. This extension is non-trivial and brings further insight to extra-dimensional
scenarios. It is theoretically motivated by specific requirements, such as, they provide a dark
matter candidate, suppress the proton decay rate, as well as anomaly cancellations from the
number of fermion generations being a multiple of three [6]. Different models with two extra
dimensions have been proposed, such as T 2/Z2 [5], the chiral square T 2/Z4 [7], T 2/(Z2 × Z ′

2
)

[8], S2/Z2 [9], the flat real projective plane RP 2 [10], the real projective plane starting from the
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sphere [11]. For simplicity, in this paper we assume that the two extra space-like dimensions
have the same size, that is R5 = R6 = R. However, this simpler case provides the opportunity
to compute in detail the RGEs and study the evolution of mass ratios, the renormalisation
invariance R13 and R23, and sinβ.

The four-dimensional chiral zero modes of the SM fermion are obtained by imposing a discrete
Z2 symmetry, this eliminates one 4-dimensional (4D) degree of freedom and allows us to have
a 4D chiral fermion [7]. However, this can also be obtained directly from the properties of the
orbifold, as in [10]. Higher massive modes are then vector-like fermions. Each of the gauge
fields have six components and decompose into towers of 4D spin-1 fields and two towers of real
scalars belonging to the adjoint representation [12].

The one-loop correction to the gauge couplings are given by

16π2
dgi
dt

= bSMi g3i + π
(

S(t)2 − 1
)

b6Di g3i , (2)

where i = 1, 2, 3, t = ln( µ
MZ

), S(t) = etMZR is the summation of all KK excited states, µ being

the energy, that is, for the evolution between MZ < µ < Λ (Λ is the cut-off scale, where we have
set MZ as the renormalisation point). More details about the calculation of the S2(t) factor can
be found in [12, 13]. The numerical coefficients appearing in equation (2) are given by:

bSMi =

[

41

10
,−

19

6
,−7

]

, (3)

and

b6Di =

[

1

10
,−

13

2
,−10

]

+

[

8

3
,
8

3
,
8

3

]

η , (4)

η being the number of generations of fermions propagating in the bulk. Therefore, in the two
cases we shall consider: that of all fields propagating in the bulk, η = 3; and for all matter fields
localized to the brane η = 0.
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Figure 1. (Colour online) Gauge couplings g1 (red), g2 (blue), g3 (green) with: in the left panel,
all matter fields in the bulk; and the right panel for all matter fields on the brane; for three
different values of the compactification scales (R−1 = 1 TeV (solid line), 2 TeV (dot-dashed
line), and 10 TeV (dashed line)) as a function of the scale parameter t.

The evolution of the Yukawa couplings were derived in [12, 13], where the one-loop RGEs in
the 2UED we study are:

16π2
dYi
dt

= π
(

S(t)2 − 1
)

Yi [Ti −Gi + T ] , (5)
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Table 1. The terms present in the various Yukawa evolution equations, see equation (5).

Scenarios Gu Gd Ge Tu = −Td Te

Bulk 5

6
g2
1
+ 3

2
g2
2
+ 32

3
g2
3

1

30
g2
1
+ 3

2
g2
2
+ 32

3
g2
3

27

30
g2
1
+ 3

2
g2
2

3(Y †

d Yd − Y †
uYu) 3Y †

e Ye

Brane 4(17
20
g2
1
+ 9

4
g2
2
+ 8g2

3
) 4(1

4
g2
1
+ 9

4
g2
2
+ 8g2

3
) 4(9

4
g2
1
+ 9

4
g2
2
) 6(Y †

d Yd − Y †
uYu) 6Y †

e Ye

where i = u, d, e , T = 2(3Tr(Y †

d Yd) + 3Tr(Y †
uYu) + Tr(Y †

e Ye)) and the values of Gi and Ti are
given in table 1. That is, when the energy scale µ > 1

R
or when the energy scale parameter

t > ln( 1

MZR
), we shall use equation.(5), however, when the energy scale MZ < µ < 1

R
, the

Yukawa evolution equations are dictated by the usual SM ones, see [12, 13, 14].
Yukawa coupling matrices can be diagonalised by using two unitary matrices U and V , where

UY †
uYuU

† = diag(f2

u , f
2

c , f
2

t ); V Y †

d YdV
† = diag(h2d, h

2

s, h
2

b).

The CKM matrix appears as a result (upon this diagonalisation of quark mass matrices) of
VCKM = UV †. The variation of the CKM matrix and its evolution equation for all matter fields
in the bulk is [15, 16]:

16π2
dViα

dt
= −6(π(S2

− 1) + 1)





∑

β,j 6=i

f2

i + f2

j

f2

i − f2

j

h2βViβV
∗
jβVjα +

∑

j,β 6=α

h2α + h2β
h2α − h2β

f2

j V
∗
jβVjαViβ



 . (6)

For all matter fields on the brane, the CKM evolution is the same as equation (6) but multiplied
by 2.

The mixing matrix VCKM satisfies the unitarity condition, providing the following constraint

VudV
∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0, (7)

that is, we have a triangle in the complex plane and the three inner angles α, β and γ are given
by

sinβ =
J

|Vtd||V
∗
tb||Vcd||V

∗
cb|

, sin γ =
J

|Vud||V
∗
ub||Vcd||V

∗
cb|

, (8)

with α = π − β − γ. The shape of the unitarity triangle can be used as a tool to explore new
symmetries or other interesting properties that give a deeper insight into the physical content
of new physics models.

On the other hand, in the quark sector both the mass ratios are related to mixing angles as

θ13 ∼
md

mb

, θ23 ∼
ms

mb

. (9)

In [2, 17] a set of renormalisation invariants is constructed

R13 = sin(2θ13) sinh

[

ln
mb

md

]

∼ constant, R23 = sin(2θ23) sinh

[

ln
mb

ms

]

∼ constant. (10)
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2. Results

For our numerical calculations we set the compatification radii to be R−1 = 1 TeV, 2 TeV and
10 TeV. Only some selected plots will be shown and we will comment on the other similar cases
not explicitly presented. We quantitatively anlayse these quantities in 2UED models, though
we observed similar behaviours for all values of R−1. The initial values we shall adopt at the
MZ scale can be found in [18].
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Figure 2. (Colour online) Evolution of the mass ratio mu

mc
with: in the left panel all matter

fields in the bulk; and the right panel for all matter fields on the brane. Three different values of
the compactification radius have been used R−1 = 1 TeV (solid line), 2 TeV (dot-dashed line),
and 10 TeV (dashed line), all as a function of the scale parameter t.
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Figure 3. (Colour online) Evolution of the mass ratio mb

mτ
, with the same notations as Fig.2

3. Discussions and Conclusions

As illustrated in figures 1 2, 3, the gauge couplings and mass ratios evolve in the usual logarithmic
fashion when the energies are below 1 TeV, 2 TeV and 10 TeV respectively. However, once
the first KK threshold is reached the contributions from the KK states become increasingly
significant and the effective 4D SM couplings begin to deviate from their normal trajectories.
One finds that the running behaviours of the mass ratios are governed by the combination of
the third family Yukawa couplings and the CKM matrix elements. This implies that the mass
ratios of the first two light generations have a slowed evolution well before the unification scale.
Beyond that point, their evolution diverges due to the faster running of the gauge couplings,
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Figure 4. (Colour online) Evolution of the R13, with the same notations as Fig.2
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Figure 5. (Colour online) Evolution of sinβ, with the same notations as Fig.2

where any new physics would then come into play, and we find the scaling dependence of md

ms

and me

mµ
is very slow.

On the other hand, Grand Unification Theories (such as SU(5) and SO(10)) imply the well-
known quark-lepton symmetric relation for fermion masses md = me. Due to power law running
of the Yukawa couplings, the renormalisation effects on these relations can be large for mb

mτ
, for

both scenarios, see figure 3. We have shown by numerical analysis of the one-loop calculation
that the mass ratio mb

mτ
, as one crosses the KK threshold at µ = R−1 for both scenarios, results

in a rapid approach to a singularity before the unification scale is reached, which agrees with
what is observed in the SM, however, the mass ratios decrease at a much faster rate. Note that
we observed similar behaviour for md

me
and ms

mµ
.

Let us now focus on the evolution of the set of renormalisation invariants R13 and R23 that
describe the correlation between the mixing angles and mass ratios to a good approximation.
With a variation of the order of λ4 and λ5 under energy scaling respectively, as shown in figure 4,
the energy scale dependence is weak because the increase of the mixing angles are compensated
by the deviation of the mass ratios. Therefore the effect is not large.

In figure 5 we present the evolution of the inner angle from the electroweak scale to the
unification scale by using the one-loop RGE for the 2UED model, and demonstrate that the angle
has a small variation against radiative corrections. To be more precise, the relative deviation for
sinβ is only up to 0.05% in the whole range studied. Similar analysis can also be found for the
angles α and γ. This result makes sense, since both the triangle’s sides and area become larger
and larger when the energy scale increases, the unitarity triangle (UT) is only rescaled and its
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shape does not change much during the RG evolution. The fact that inner angles are rather
stable against radiative corrections indicates that it is not possible to construct an asymptotic
model with some simple, special form of the CKMmatrix from this simple scenario. The stability
against radiative corrections suggests that the shape of the UT is almost unchanged from RGE
effects. In this regards, the UT is not a sensitive test of this model in current and upcoming
experiments.

In conclusion, the mass ratios in the 2UED model, with different possibilities for the matter
fields, were discussed, where they are either bulk propagating or localised to the brane. We found
that the 2UED model has substantial effects on the scaling of fermion masses for both cases,
including both quark and lepton sectors. We quantitatively analysed these quantities for R−1

= 1 TeV, 2 TeV and 10 TeV, observing similar behaviours for all values of the compactification
radius. We have shown that the scale dependence is not logarithmic, it shows a power law
behaviour. We also found that for both scenarios the theory is valid up to the unification scale,
leading to significant RG corrections.
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Abstract. In this paper Density Functional Theory with the inclusion of van der Waals
corrections is used to study the effect of Iron doping on the structural and electronic properties of
TcS2 (technetium disulphide) in the P1̄ structure. We show that Fe doped TcS2 is stable against
decomposition to its constituent solid components for the configurations examined and that it is
possible to modify the bandgap of these indirect bandgap materials by doping. Substitutional
Fe doping of TcS2 decreases the bandgap from the un-doped configuration. The degree of
decrease depends on the percentage doping and the doping configuration. We find that at 25
substitutional doping percentage the system is a magnetic semiconductor.

1. Introduction
Transition metal dichalcogenides (TMDCs) are a class of inorganic materials with the formula
MX2 where M is a transition metal (Tc, Mo, W, Nb, Re, Ti and Ta) and X is a member
of the chalcogen family (S, Se, Te) [1–3]. TMDCs tend to crystallise in a layered structures
that arises from the stacking of planes composed of transition metal atoms sandwiched between
two chalcogenide atoms in the form X-M-X as shown in figure 1 for TcS2 in the P1̄ structure.
This sandwich layer is internally strongly bonded while the interaction between layers is mainly
through van der Waal’s forces [4]. The weak inter-layer forces makes it possible to fabricate
ultra thin layer by exfoliation or cleavage. TMDCs have a wide range of useful properties,
ranging from optical, catalytic, electronic, mechanical, thermal and chemical and this makes
them materials of interest for researchers [5–7].
The electronic properties of TMCs range from metallic to semiconducting [8]. To achieve
the most practical application of TMDCs in nano-devices, solar energy application and other
electronic applications, their electronic and optical properties can be modulated by: the
application of external fields, forces, alloying [9, 10], modified layer stacking or doping [11–17].
Recent investigations have shown that application of strain can change the band gap of a TMDC
from indirect to direct, while transition from semi-conductor to metal has also been observed
in some TMDCs [18, 19]. The band gap of these materials can be tuned by the application of
external electric fields [20, 21].
Another method by which the electronic property of a TMDCs can be tuned is doping [16, 17].
It is the purpose of this paper to investigate the structural and electronic properties of pure and
Fe doped TcS2 in the P1̄ structure [22], a structure TcS2 has been synthesized in. To the best
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of our knowledge, this is the first time such an investigation is reported. In order to achieve a
possible modification of the electronic properties of TcS2, we use TcS2 with the substitution of
Fe for Tc. Based on Hick’s [23] rule for solubility, the ionic radius of the host and intercalating
metal should be close and the doped metal should come from a group adjacent to the host metal
in the periodic table. Based on this, we decided investigate substitutional doping of TcS2 by
replacing selected Tc atoms by Fe atom, an element from the adjacent group in the periodic
table, having one electron more than Tc in its d-shell. We calculated the DFT electronic band
structure of Tc1−xSFex and Tc1−xFexS (x = 0.25 or 0.5), corresponding to 25% and 50% Fe
doping respectively by considering modifications of the primitive unit cell only.

The electronic properties of TcS2 have been studied by some researchers using theoretical
and experimental approaches [24–27]. Wilson et. al [27] performed optical measurements which
yielded a band gap of 1.3 eV. Fang. et.al [25] using the localized-spherical-wave (LSW) method
and Weck et.al. [26] using GGA-DFT reported on the electronic properties of TcS2 structures.
Oviedo-Roa et. al. [24] used a periodic density functional approach to investigate catalytic
properties of 4d-transition-metal sulfides. The reported experimental band gap is very close to
the optimal band gap of 1.4 eV for solar energy applications. It is the focus of this paper to
investigate the possibility of engineering the electronic properties of the TcS2 for optimal solar
energy application through doping. However, due to page restrictions, only modifications of the
primitive unit cell of the structure will be considered. An in depth study of an extensive range
of configurations will be reported elsewhere.

2. Computational Method
We used Density Functional Theory (DFT) [28, 29] with the inclusion of van der Waals forces
as proposed by Grime (DFT-D2) [30]. Van der Waals corrections are necessary for the
accurate description of the structural properties of layered materials. The Projector Augmented
Wave (PAW) [31] as implemented in Vienna ab initio Simulation Package (VASP) [32, 33] is
used to mimic electron-ion interaction and the Perdew, Burke and Ernzerhof (PBE) [34–36]
parametrization of the generalised gradient approximation (GGA) [37–39] is used for the
exchange correlation potential. The van der Waals correction in DFT-D2 adds a correction
to the PBE approximation [30].

A 5 x 5 x 4 Γ− centred Monkhorst-Pack mesh was used for sampling the Brillouin zones
and the energy cut-off used in the calculations is 520 eV. These parameters were found to be
adequate to energy convergence of less than 0.1 meV.

3. Results and discussions
3.1. Structural Properties
In order to determine the equilibrium properties of each of the studied structures, we calculated
the cohesive energy per atom (Ecoh) as a function of volume per atom V (eV) and fitted a third
order Birch-Murnaghan equation of state (EOS) [40] to the calculated values. The volume which
corresponds to the lowest cohesive energy is taken as the equilibrium volume of the structure
and all subsequent calculations of the structure are carried out at this volume.

In the P1̄ structure, the chemical unit per unit cell is Tc4S8 (figure 1a). In the P1̄ equilibrium
structure the Tc layer is sandwiched between two layers of S atoms. The four Tc atoms do not
lie on a plane, but are slightly buckled. There are two Tc atomic positions that have different
environments, labelled Tc1, Tc4 and Tc2, Tc3, respectively, in figure 1b.

For the 25% substitutional doping case there are 2 symmetrically distinct possibilities for
replacing the Tc atom by Fe while for 50% doping there are 3 symmetrically distinct possibilities
as shown in table 1.
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(a) TcS2

(b) Positions of Tc atoms.

Figure 1: Primitive unit cell for Technetium Sulphide in the P1̄ structure and the positions of
the four Technetium atoms.

Table 1: Configurations for substitutional doping of Tc by Fe of TcS2 in the P1̄ structure.
Numbers in the top row refer to the labelling of atomic sites in figure 1b

1 2 3 4

un-doped Tc Tc Tc Tc
d1 0.25 Fe Tc Tc Tc
d2 0.25 Tc Fe Tc Tc
d1 0.50 Fe Fe Tc Tc
d2 0.50 Fe Tc Tc Fe
d3 0.50 Tc Fe Fe Tc

In table 2 the equilibrium parameters for the Technetium Sulphide and Iron doped structures
are listed.
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Table 2: Technetium Dichalcogenides equilibrium lattice parameters, bulk modulus, Cohesive
energy Ecoh per atom,volume, Formation energy (Ef ) per atom and magnetic moment per unit
cell in Bohr magnetons.

Material a(Å) c/a(Å) B0 (GPa) B′0 Ecoh (eV) V0 (Å3) Ef (eV) Magnetic moment

TcS2 (un-doped) 6.37 1.06 28.80 12.78 -5.22 217.08 -0.62 0.00
(6.37[a]) (1.04 [a]) (213.39[a])

50 percent doping
d1 0.50 6.32 1.20 29.09 9.98 -4.75 204.72 -0.51 0.00
d2 0.50 6.28 1.20 30.29 8.12 -4.72 205.92 -0.48 0.00
d3 0.50 6.28 1.20 32.34 11.15 -4.69 204.24 -0.45 0.00

25 percent doping
d1 0.25 6.40 1.31 29.63 10.12 -4.94 211.80 -0.52 1.00
d2 0.25 6.41 1.31 30.32 12.70 -4.95 211.92 -0.53 1.00

a = Experimental values, reference [22]

From the table 2 it is clear that the obtained TcS2 values for the lattice constants and volume of
the unit cell that our results agree well with the available literature. Since the cohesive energy
and formation energy (the quantities that are used to determine the stability of the studied
structures) follow the same trend, we will therefore resort to the use of formation energy which
is the energy liberated when the system is decomposed into its constituent solid components, as
measure of stability of the structures.

The formation energy is given by

Ef (SmTcnFesolido ) = Ecoh(SmTcnFesolido ) − mEcoh(Ssolid + mEcohTc
solid + nEcoh(Fesolid)

m + n + o
(1)

where m, n and o are integers representing the number of sulphur, technetium and iron involved
in the formation the system in question.
A positive value of formation energy at a given temperature and pressure signifies instability in
the structure and tendency of the structure to decompose to its constituent solid components. On
the other hand, the more negative the value of the formation energy, the more stable the structure
is. Our results suggest that the doped structures are stable with respect to decomposition to
their component solids and the energetically most favourable doped structures are in the order
of d1 0.50, d2 0.25, d1 0.25, d1 0.50, d2 0.50 and d3 0.50.
We note that there is induced magnetisation for 25% doping. Roughly half to the total
magnetisation is from the Fe atom and one Tc atom in a ferro magnetic arrangement, in both
cases. In the case of d1 0.25, there is induced magnetization on Tc 2 due to the presence of Fe 1.
For d2 0.25, the induced magnetization is on Tc 3 due Fe 2. Magnetic moments associated with
other atoms are negligible. Fot the 50% doping, there is no net magnetization and no magnetic
moments associated with any atom in the structures. The magnetic semiconductors are materials
of interest in the field of spintronics.

3.2. Electronic Properties
TcS2 and its Fe doped derivatives studied in this report are indirect band gap materials. In
table 3 the band gaps for the different configurations are listed. We can see that from the table
that the dominant contributing orbital character remains Sulphur p-type, S(p), in all cases,
apart from the d2 0.50 configuration, despite the relatively high doping levels considered. The
Fe orbitals have little contribution at the band edges. However, as a result of hybridisation
with the Fe s-orbitals in all cases apart form the d1 0.50 configuration where the dominant
hybridisation is with Fe(d), the band gap of the doped system is narrowed in all cases.
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Table 3: Band gaps DFT-D2 and MBJ (in brackets) for un-doped and Fe doped TcS2 systems
with their dominant contributing orbitals at the band edges

Dominant orbitals at the band edge
Configuration Bandgap (eV ) others VBM CBM

un-doped 0.94 (1.20) 0.9[b] S(p) S(p)
d1 0.25 0.22 (0.60) S(p) S(p)
d2 0.25 0.31 (0.54) S(p) S(p)
d1 0.50 0.36 (0.48) S(p) S(p)
d2 0.50 0.20 (0.41) S(p) S(s)
d3 0.50 0.18 (0.42) S(p) S(p)

b = reference [26]

The formation energies of the different doping configurations (see table 2) are relatively close
and it is likely that all configurations will be found in a real system. Local bandgaps of doped
systems will probably differ from region to region. From table 3 we note that substitutional
doping of TcS2 with Fe can significantly change the bandgap. In all cases studied here the
bandgap is decreased from that of the un-doped configuration.

4. Conclusions
In this preliminary report we numerically investigated the feasibility of substitutionally doping
TcS2 with Fe. We only explored a sub-set of possible doping configurations for a 25% and 50%
substitutional doping. Other configurations are possible if larger unit cells are considered and
this is part of ongoing work.

We found that by including van der Waals corrections to the PBE approximation, accurate
structural properties for TcS2 in the P1̄ structure, a layered structure, can be determined from
numerical simulations. This encourages us to believe that accurate predictions of the structural
properties for the Fe doped TcS2 configurations can be determined using the same approach. The
sub-set of doped configurations we considered are all predicted to be stable against decomposition
to their component solids. We are testing for stability against structural deformations.

The indirect DFT-D2 bangaps are sensitive to doping with the bandgaps of all the doped
configurations smaller than the bandgaps of the un-doped systems.

DFT bandgaps are not accurate predictors of the fundamental or optical bandgaps, though
the MBJ values tend to be reasonably accurate. Challenging numerical techniques such as
GW [41] and BSE [42] approaches must be used for accurate predictions of band gaps and
electronic structure. The general trend found here, that doping decreases the band gap, is
expected to prevail when more accurate GW and BSE techniques are used.

We found that the 25% substitutionally Fe doped TcS2 structures are magnetic semi-
conductors. These systems merit further investigation as materials of interest to spintronics.

In summary, we have shown numerically that Fe doped TcS2 can be stable and that it is
possible to engineer the band gap by doping.
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Abstract. The emerging field of Quantum Biology centres on the possibility that biological
systems might employ nontrivial quantum effects in their day to day behaviour. This surprising
result has given rise to the investigation of such quantum effects in areas as diverse as
photosynthesis and magnetoreception. In the case of avian magnetoreception, experiment
supports the role of a radical pair mechanism in how birds sense the magnetic field. Following
from radical pair theory and using the theory of open quantum systems we have completed the
analytical derivation of the master equation in the Born-Markov approximation for the simple
case of two electrons, each interacting with an environment of N nuclear spins as well as the
external magnetic field, then placed in a boson bath and allowed to dissipate. We have then
solved the master equation and analysed the dynamics of the radical pair.

1. Introduction
It is generally well accepted that birds employ the earth’s magnetic field in their remarkable
feats of migration. The exact mechanism of this use is less well understood. Of the two main
hypotheses, one suggests that ferromagnetic crystals in the birds’ beaks align themselves in the
earth’s magnetic field and thus allow the birds to orientate themselves [1]. However, experiment
demonstrates that these crystals sense magnetic intensities that are orders of magnitude big-
ger than the weak geomagnetic field [2]. Current consensus is that birds employ another more
sensitive mechanism, a chemical compass which utilises quantum effects to ‘see’ the magnetic
field. The detail of this compass, in the form of a radical-pair mechanism, was first proposed by
Schulten et al. in 1978 [3]. The mechanism relies on the photo-activated creation of a radical
pair in a singlet spin state, which then undergoes singlet-triplet mixing to result in different
chemical signatures. This hypothesis is supported by evidence that efficient avian magnetore-
ception is light-dependent, requires an undamaged visual system [4] and is sensitive to weak
magnetic fields [8]. One of the most convincing pieces of evidence in support of the radical pair
mechanism is the experimental demonstration that oscillating radiofrequency fields cause birds
to be disoriented. It was first noted in 2004 that birds are disoriented in oscillating fields of MHz
range, most remarkably at a frequency of 1.315 MHz [5, 6]. This, being the Larmor frequency
of a free electron in a geomagnetic field, led to speculation that one of the radicals of the pair
has no hyperfine interactions. Ritz et al. went on to specify the other specific frequencies at
which birds are disoriented, although to a much lesser degree, concluding that such disorienta-
tion would be explicable by the fact that for a radical with no hyperfine interactions the Larmor
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resonance would have greater effect than for a frequency corresponding to only one of the various
possible energy-level splittings of the hyperfine interaction [7]. Recent experiments conducted on
migratory birds over seven years at Oldenburg in Germany have also demonstrated that birds’
ability to navigate effectively is compromised by anthropogenic electromagnetic radiation over
a frequency range from 50 kHz to 5MHz [9].

The work documented in this paper revisits radical pair theory through an open quantum
systems approach. Firstly we derive a master equation in the Born-Markov approximation which
describes the dynamics of the radical pair as it dissipates in a boson bath approximating the
environment. We then solve the master equation and analyse the dynamics of the radical pair.
This approach is useful in its theoretical verification of experimental parameters used in other
models of the avian compass, such as the lifetime of the radical pair and the rates at which
singlet-triplet mixing occurs [10][11]. By varying the number of nuclear spins interacting with
the radical pair we can also investigate the effects of different nuclear environments and thus
conclude something about the structure of cryptochrome, the biological molecule in which it is
thought that the radical pair reaction takes place [14].

2. Modelling the Radical Pair Mechanism
2.1. The System
The heart of the magnetic compass, the radical pair, results from the photo-excitation of an
electron to form a spatially separated but spin-correlated electron pair. The radical pair begins
in a singlet state 1√

2
(|↑↓〉 − |↓↑〉), but the hyperfine interaction of each electron with its nuclear

environment, as well as with the magnetic field, induces singlet-triplet mixing. For the purposes
of this research we will neglect the dipole-dipole and exchange interactions between the two
electrons due to sufficient spatial separation [11][12]. We also neglect the interaction of nuclear
spins as the gyromagnetic ratio is small compared to the electronic case [12].

The Hilbert space of the system is given by Hs = H(1)
e ⊗H(2)

e ⊗H(1)
n ⊗H(2)

n where He refers to
the Hilbert space of either electron and is two dimensional while Hn refers to the Hilbert space
of the nuclear spin environment and is of dimension (2j + 1) × (2j + 1). In the following we

already take into account that, for example, S
(1)
z = S

(1)
z ⊗ I(2)

e ⊗ I(1)
n ⊗ I(2)

n where Ie and In are

the identity matrices for electron and nuclei. Thus an expression such as S
(1)
+ I

(1)
− uses ordinary

matrix multiplication. The Hamiltonian for this system models the two electrons, labelled (1)
and (2), each interacting separately, and can be written as

Hs = γe(
−→
BS(1) +

−→
BS(2)) + λ

2∑
k=1

3∑
n,l=1

A
(k)
nl S

(k)
n I

(k)
l (1)

where
−→
B is the magnetic field vector and

S = (Sx, Sy, Sz) I = (Ix, Iy, Iz)

are the vectors of spin operators for electron and nuclear spin respectively and γe
−→
BS is the

Zeeman interaction with electron gyromagnetic ratio γe = −gµB, where g = 2 and µB is
the Bohr magneton. The sum runs over k to include both electrons. The first electron is
anisotropically coupled to its spin environment while the second is isotropically coupled, with
respective hyperfine coupling tensors

A(1) =

 2 0 0
0 2 0
0 0 1

 A(2) =

 1 0 0
0 1 0
0 0 1
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and hyperfine coupling constant given by λ.

Following from work done in [13] we choose as a basis for the electron spin states {|0〉,|1〉},
with |0〉 the ground state and |1〉 the excited state. From this we can express the raising and
lowering operators as

S+ = |0〉 〈1| S− = |1〉 〈0|

Sz in this basis is

Sz =
1

2
(|0〉 〈0| − |1〉 〈1|)

For the nuclear spins, j is the total angular momentum of the N spin-half nuclei, which gives
2j + 1 possible states, from m = −j, ..., j where m is the magnetic quantum number. For N
spins the basis can be taken as {|j,m〉 ,m = −j, ..., j}. In this basis the raising and lowering
operators are

I+ =
j−1∑

m=−j
A+

jm |j,m+ 1〉 〈j,m| I− =
j∑

m=−j+1

A−jm |j,m− 1〉 〈j,m|

where A±jm =
√
j(j + 1)−m(m± 1). Iz in this basis is

Iz =
j∑

m=−j
m |j,m〉 〈j,m|

We now look again at the system Hamiltonian for a single electron, and, using SxIx + SyIy =
1
2(S+I− + S−I+), rewrite it as

H
(1)
S = γeB0S

(1)
z + λ(S

(1)
+ I

(1)
− + S

(1)
− I

(1)
+ ) +

λ

2
(S(1)

z I(1)
z )

where we have taken the magnetic field as pointing along the positive z axis. Using the relevant
expressions above we arrive at a Hamiltonian that is not diagonal in the basis

{|0, j, j〉 , |1, j,−j〉 , |1, j,m〉 , |0, j,m− 1〉}

By finding eigenvalues and eigenvectors we can write the new diagonal Hamiltonian in the basis
of its eigenvectors

{|0, j, j〉 , |1, j,−j〉 ,
∣∣∣λ−jm〉 , ∣∣∣λ+

jm

〉
}

In this basis the system Hamiltonian looks like

H
(1)
S =

1

2
[(γeB0 + λj) |0, j, j〉 〈0, j, j| − (γeB0 − λj) |1, j,−j〉 〈1, j,−j|]

+
j∑

m=−j+1

[v1(j,m)
∣∣∣λ−jm〉〈λ−jm∣∣∣+ v2(j,m)

∣∣∣λ+
jm

〉〈
λ+
jm

∣∣∣] (2)

The diagonal system Hamiltonian for the second electron is found in the same way.

As the evolution of the system is happening at physiological temperatures it is natural to assume
the system is embedded in a dissipative bosonic environment [16]. This can be written as

HI =
∑
n

[gnan + ḡna
†
n]⊗ [α(S(1)

x + S(1)
z ) + α(S(2)

x + S(2)
z )] (3)
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where a†n and an are creation and annihilation operators. The action of these operators will be
described in the discussion of the derivation of the master equation below. Typically in the the-
ory of open quantum systems one would use Sx or Sz coupling only, leading to either dissipation
or decoherence. As there is currently no evidence which is the dominant interaction we include
both here.

2.2. The Transition Operators
Following the approach suggested in [15] the jump operators which describe the transitions
between the possible levels the system can occupy are found by taking the commutators

[HS , Vk] = −ωkVk [HS , V
†
k ] = ωkV

†
k

where V = Sx + Sz follows from the interaction Hamiltonian. Transition operators Vk and

V †k for the first electron take the form

V1 =
∣∣∣λ−j,j〉 〈0, j, j| , V2 = |1, j,−j〉

〈
λ+
j,−j+1

∣∣∣ ...Vk
where k here labels the number of transition operators and |0, j, j〉, |1, j,−j〉,

∣∣∣λ−jm〉,
∣∣∣λ+

jm

〉
is

the diagonal basis of the system Hamiltonian for the first electron, as described above. Corre-
sponding transition frequencies ω1, ω2 ... ωk are expressed in terms of the magnetic field and
the hyperfine coupling constant where negative frequencies denote energy leaving the system
and vice versa. Transition operators and frequencies for the second electron are calculated in
a similar manner with the isotropy of the hyperfine interaction in this case resulting in slightly
different transition parameters.

The decoherence in the system is found by taking the commutator

[HS , V0] = 0

where the transition frequency of zero reflects the fact that there is no energy flow in or out of
the system.

2.3. The Master Equation
In the interaction picture we can rewrite the interaction Hamiltonian using the transition
operators as

HI(t) =
∑
n

[gnane
−iωnt + ḡna

†
ne

iωnt]⊗ [(
NT∑
j=1

α(V
(1)
j e−iw

T
j t + V

†(1)
j eiw

T
j t) + αV

(1)
0 )

+(
NT∑
j=1

α(V
(2)
j e−iw

T
j t + V

†(2)
j eiw

T
j t) + αV

(2)
0 )] (4)

Here the sum runs to NT which is the number of transition operators. As the number of
nuclei increase the number of transition operators also increase, for example with only a single
nucleus in the system there are only five transition operators whereas for all ten nuclei there
will be fifty.
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Figure 1. Radical pair dynamics for j = 1
2

Figure 2. Radical pair dynamics for j = 1

In the derivation of the master equation the bath correlation functions determine the rates
at which transitions happen, with the only contributions coming from〈

ana
†
m

〉
= TrB[ana

†
mρB] = δnm(n(ωn) + 1)

〈
a†nam

〉
= TrB[a†namρB] = δnmn(ωn)

where n(ωn) is the Planck distibution at a specific frequency. After applying the Born-Markov
approximations and completing the derivation the master equation can be expressed as

d

dt
ρIS =

2∑
k=1

γD[V
(k)

0 ρISV
(k)

0 − 1

2
{V (k)

0 V
(k)

0 , ρIS}] +
2∑

k=1

NT∑
j=1

γj
[
[V

(k)
j ρISV

†(k)
j − 1

2
{V †(k)

j V
(k)
j , ρIS}]

+n(ωT
j )[V

(k)
j ρISV

†(k)
j − 1

2
{V †(k)

j V
(k)
j , ρIS}] + n(ωT

j )[V
†(k)
j ρISV

(k)
j − 1

2
{V (k)

j V
†(k)
j , ρIS}]

]
(5)

where γj is the rate of spontaneous dissipation, γD the rate of decoherence and

n(ωT
j ) =

1

exp
(
h̄ωT

j

kBT

)
− 1

gives the number of thermal photons (bosons) in a mode of frequency ωT
j at a given

temperature T and kB is the Boltzmann constant. Here the sum also runs over k in order
to include both electrons. The first term describes the decoherence while the last three describe
the dissipation. The first of these dissipation terms accounts for spontaneous emission and the
last two terms account for stimulated emission and absorption processes respectively, these are
due to thermal fluctuations at a given temperature.
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3. Solving the Master Equation
3.1. Parameters
In order to investigate the dynamics of the radical pair we took the geomagnetic field to be
47µT [10]. In the relevant literature hyperfine coupling constants for organic molecules range
in value. We selected λ = 30MHz [11] for the purposes of this paper. To accurately apply the
model to biological systems we took the temperature to be 300K. To calculate the appropriate
frequency-dependent rates of dissipation we used

γj =
ω3
j

3ε0πh̄c3
|d|2 (6)

and by approximating our transitions as those of the equivalent Rydberg atom we were able
to calculate the transition dipole moment to be of the order of 1010ea0. With these parameters
we were then able to simulate the evolution of the radical pair.

3.2. Preliminary Results and Conclusions
The results for two possible variations of the radical pair mechanism can be seen above. Figure
1 demonstrates singlet-triplet mixing where each electron in the pair interacts with a single nu-
clear spin only, while Figure 2 shows singlet-triplet mixing for the electrons each interacting with
two nuclear spins, taking into account the different possible alignments of these spins. In both
instances the lifetime of the radical pair is of the order of microseconds, a surprisingly long-lived
coherence which nonetheless verifies values arrived at through various methods elsewhere in the
literature where coherence times have even been suggested to be of the order of milliseconds
[17]. The difference in our approach as compared, for example, to Gauger et al., [10] being that
instead of estimating rates from experiment we have derived our model from first principles. The
agreement of our derived lifetime with those estimated in the literature suggests the feasibility
of our open quantum approach.

Being as there are only two of the ten proposed cases reported here it is too early for any
absolute conclusions. One of the intentions of the research is to compare, for example, the
effects of half integer as opposed to integer spin for the nuclear environment. As it stands it
would appear that dissipation happens slower in the case of half integer spin, even though the
lifetimes are comparable. This would have to be verified for all ten cases. The dissipation in
the j = 1

2 case also appears smoother whereas in the j = 1 case there is an initial more rapid
decline in the singlet state. These results might suggest that the presence of additional nuclear
spins or their configuration in relation to the radical pair either enhance or destroy the coherence.

As mentioned already in the introduction to this paper Mouritsen et al. have recently
published a report gleaned from seven years of double-blind experiments that demonstrated the
disorientation of migratory birds under the influence of anthropogenic electromagnetic radiation
over a frequency range from 50 kHz to 5MHz [9]. This is important new evidence that radiation
at frequencies deemed safe can functionally disrupt complex biological organisms. The use of
quantum theory as applied to avian magnetoreception in the radical pair mechanism offers a
possible model to explain this effect and, as such, has a valuable contribution to make.
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Abstract. The numerical optimized shooting method for finding periodic orbits in nonlinear
dynamical systems was employed to determine the existence of periodic orbits in the well-
known Rössler system. By optimizing the period T and the three system parameters, a, b and
c, simultaneously, it was found that, for any initial condition (x0, y0, z0) ∈ <3, there exists
at least one set of optimized parameters corresponding to a periodic orbit passing through
(x0, y0, z0). After a discussion of this result it was concluded that its analytical proof may
present an interesting new mathematical challenge.

1. Introduction
The three-dimensional Rössler system (RS) was originally conceived as a simple prototype for
studying chaos [1]. With only one nonlinear term it can be thought of as a simplification of the
well-known Lorenz system [2] and as a minimal model for continuous-time chaos [3].

Over the past 38 years the RS has been studied extensively, both in its own right [4–15]
and as a model, to illustrate various nonlinear phenomena and different types of chaos [16–19].
Surprisingly, despite the literally thousands of scientific articles that have been devoted to the RS,
it still poses several open questions. For example, although the conjecture by Leonov [20], about
the Lyapunov dimension of the RS (and two other types of Rössler systems), has recently been
verified numerically [21], the exact Lyapunov dimension for the RS is not known analytically.
Leonov [22] has recently also provided an analytical estimate of the attractor dimension in the
RS, however, similar estimates for slightly more general Rössler systems remain a difficult open
problem. There is also an ongoing discussion about whether or not the RS can indeed produce
a strange attractor, in the same sense as that of the Lorenz system [17, 23].

More pertinent to the present study are the recent articles on the existence or non-existence
and/or classification of the periodic orbits of the RS, in terms of its three control parameters
a, b and and c. Starkov and Starkov [24] have shown that, when the parameters satisfy the
condition c2−4ab < 0, no periodic solutions can exist. They have also proved that, when ac < 0
(ac > 0) and ab > 0, the periodic orbits exist entirely in the negative (positive) half space, i.e.
z < 0 (z > 0).

There have been several attempts to demonstrate the existence of orbits more generally; such
as those by Genesio and Ghilardi [25], in which the existence of the quasi-periodic orbits in
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third-order systems like those of Rössler, Lorenz and Chua et al. [26] are proved. More recently,
instead of the focus of such studies being on the unstable orbits, the experimentally observable
chaotic and stable periodic orbits of simple chaotic flows, including the RS, have been classified
very generally in terms of their control parameters [16]. In the parameter space, families of stable
periodic solutions have been found to self-organize about the so-called isolated periodicity hubs
of the RS. (See Ref. [16] and the references therein.)

Another active area of related research is on the integrability of the RS [10–12, 14, 27, 28]. In
Ref. [12] it was shown that Darboux integrability of the RS for various parameter values leads
to surfaces in state space containing periodic orbits. The bifurcations and routes to chaos in the
RS have also been investigated [9, 29] and there is at least one exhaustive study on the complete
parametric evolution of the system [6]. (Also see Ref. [5] and the references therein.)

The present work developed as a result of using the RS as a test case for our recently-
developed numerical technique (called the optimized shooting method) for finding periodic
solutions in nonlinear dynamical systems [30]. During the course of testing our method we
discovered that it could optimize the system parameters to find at least one periodic orbit for
any initial condition. At first this finding was very surprising to us, and we assumed that it
was most likely due to a coding error. We therefore tested the codes more thoroughly and also
experimented with a variety of different integration schemes and platforms, in order to verify
the results independently. After confirming that our numerical results were indeed accurate, we
turned to the literature to establish if a similar result had been reported elsewhere for the RS.
However, in all of the related literature we found, there appeared to be no explicit proof (or
mention) of the result we had obtained. Hence we consider it worthy of a separate brief report.

We are certainly not the first to use numerical computations to ‘prove’, i.e. motivate, the
existence of certain analytical properties. Pilarczyk [18], for example, provides a computer
assisted ‘proof’ of the existence of a periodic orbit in the RS. Wilczak and Zgliczyński [19] have
also made use of a numerical method to ‘prove’ the existence of two period-doubling bifurcations
in Rössler’s system, as well as the existence of a branch of period two points connecting them.

The remaining material in this article is organized as follows. In Sec. 2 we provide a brief
description of the optimized shooting method. In Sec. 3 we state the main result in the form
of a conjecture and describe the procedure that was followed in order to motivate it. Section 4
ends with a short discussion and conclusion.

2. Optimized shooting method
Today there are a variety of numerical methods available for finding the periodic orbits of
nonlinear dynamical systems [31]. For the present purpose we make use of the optimized shooting
method [30], which originally enabled us to discover the reported new property of the periodic
orbits in the RS [1]. Briefly, this method makes use of Levenberg-Marquardt optimization to
find the periodic orbits by minimizing a residual (or error function) [32, 33].

To apply the method to the RS, we re-write the system equations as

ẋ = T (−y − z) , ẏ = T (x + ay) , ż = T (b + z (x− c)) , (1)

where T is the (as yet) unknown period of the desired solution and the overdot indicates
differentiation with respect to the dimensionless time τ = t/T . Since one period corresponds to
integration over τ from zero to one, we define the residual as

R = (x (1)− x (0) ,x (1 + ∆τ)− x (∆τ)), . . . ,x (1 + p∆τ)− x (p∆τ)) , (2)

where ∆τ is a fixed integration step size, p = 0, 1, 2, . . . and x ≡ (x, y, z). The residual is
a function of the initial conditions, period, and three system parameters; since it depends on
these through the solution to (1). Furthermore, since x(τ) = x(τ + 1) for periodic solutions, it
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can immediately be seen that such solutions correspond to a vanishing residual, i.e. the periodic
solutions are found by optimizing R to be as close as possible to zero.

3. Results
We state the main result of this work in the form of a conjecture.

Conjecture: For any initial condition (x0, y0, z0) ∈ <3, there exists real parameters,
a, b and c, for (1), such that its solution is periodic.

For initial conditions on plane z = 0, inspection of (1) shows that the conjecture is trivially
satisfied: for a = b = c = 0 the solutions are circles, with periods equal to 2π. The analytical
proof of the integrability of the system, for this case, is given in Refs. [15] and [11].

Off the z = 0 plane the validity of the conjecture is established numerically by performing
optimization of the four parameters, T , a, b and c, for sets of randomly selected initial conditions.
To facilitate the selection of these initial conditions it is convenient to rewrite (1) in terms of
scaled (primed) coordinates, defined by x = αx′, y = αy′, and z = αz′. Here α ≥ 1 is the scale
factor. In terms of the primed coordinates (1) is given by

ẋ′ = T
(
−y′ − z′

)
, ẏ′ = T

(
x′ + ay′

)
, ż′ = T

(
b/α + αz′

(
x′ − c/α

))
. (3)

For a given α, the procedure for selecting the initial conditions then consisted of generating 100
distinct random points, within or on the unit sphere. For each initial condition the optimized
shooting method was used to find the four parameters that produce a periodic orbit. Starting
from α = 1, the value of the scale factor was increased, in steps of 1, up to the maximum value
of 100. This procedure produced a total of 100× 100 random initial conditions. All 104 initial
conditions were successfully optimized, i.e. in each case the magnitude of R was successfully
optimized to be below the set numerical tolerance (|R| < 10−12 in this calculation).

Table 1 lists the optimized parameters for 13 arbitrarily chosen periodic orbits. For ease

Table 1. Thirteen of the 104 periodic orbits found for the Rössler system via the optimized
shooting method. The column headings are as follows: n is the orbit number (used to refer to
the orbit in the main text), α is the scale parameter introduced in (3), x′0, y′0 and z′0 are the
primed coordinates of the randomly selected initial conditions, T is the period, and the last
three columns give the optimized system parameters.

n α x′0 y′0 z′0 T a b c

1 1 -0.322 0.283 -0.827 6.285 -0.01832876699 -37.861974659 45.448602039
2 1 0.083 0.498 0.756 6.282 0.01659280123 34.3119795334 45.496814976
3 1 0.271 -0.033 -0.492 6.284 -0.01074867143 -22.256338664 45.495734090
4 1 -0.843 -0.154 -0.338 6.283 -0.00756927443 -15.661740755 45.483293583
5 1 0.920 -0.101 -0.062 6.285 -0.00133598606 -2.7619826425 45.463987246
6 10 0.274 -0.843 -0.019 6.280 -0.00346652925 -9.6387456311 53.299901841
7 10 -0.431 0.429 -0.132 6.287 -0.02714795455 -75.519091787 52.954713982
8 10 -0.762 0.094 -0.023 6.283 -0.00504377136 -13.929997631 52.959008822
9 10 0.721 0.212 0.532 6.303 0.09058831072 242.356061832 52.926271854
10 10 0.212 -0.008 -0.946 6.412 -0.18855060455 -483.78516338 53.074125658
11 100 0.370 0.525 -0.489 9.221 -0.72151348243 -2913.5197570 96.641076651
12 100 0.465 -0.177 0.111 6.506 0.27456932042 1.25094211568 35.351207642
13 100 0.045 -0.881 0.206 1.670 0.28422944418 0.06378881294 25.148204118
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of presentation, the randomly chosen initial conditions were first rounded off to three decimal
places, before applying the optimized shooting method. Thus the initial conditions, as listed in
columns 3-5 of table 1, are exact. On the other hand the periods listed in column 6 are given
approximately to three decimal places. Since they are not required to reconstruct the orbits,
their full 11 digit accuracy is not required here.

Two other features of table 1 are also worth mentioning. First, we notice that the signs of the
parameters a and b are always the same as that of z′0. This is a property of all the found orbits
and it confirms the analytical result proved by Starkov and Starkov [24]: when ac < 0 (ac > 0)
and ab > 0, the periodic orbits exist entirely in the negative (positive) half space. Second, in
Ref. [24] it was also shown that for c2 − 4ab < 0, no periodic orbits can exist. In table 1, and
indeed for all the found orbits, c2 − 4ab is positive. Thus our results are consistent with the
known classifications for periodic orbits in the RS.

In total more than 100 spot checks were made on randomly selected orbits taken from the set
of 104. Such checks were made by plotting and visually inspecting the selected orbits. Figure 1
shows the plots for four orbits that are listed in table 1, i.e. orbits numbers 1, 9, 12 and 13.
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Figure 1. Phase portraits of four arbitrarily selected periodic orbits, chosen from table 1.
The initial condition for each orbit is indicated by a blue square marker. Black filled circular
markers indicate points along the orbit, every 200 integration time steps. Since a fixed time
step of ∆τ = 1/1024 was used, the circular markers provide an indication of the velocity
(ẋ(τ), ẏ(τ), ż(τ)) along each orbit.

In figure 1(a) it can be seen that orbit one is confined to lie within the negative half space
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<3−{z ≥ 0}, while orbits 9, 12 and 13, shown in figures (b)-(d), occur in the positive half space
<3−{z ≤ 0}. This observation is consistent with the form of (1). If periodic orbits existed that
crossed from one half space into the other, they would have to intersect the plane z = 0 more
than once. Moreover, at z = 0 the sign of ż would have to be positive (negative) in going from
the negative (positive) half space to the positive (negative) half space. However, the form of (1)
clearly excludes this possibility, since for z = 0 the sign of ż is determined by the parameter
b. Therefore, for a given set of parameters, the sign of ż at z = 0 cannot change. Hence, the
non-trivial periodic orbits are confined to lie entirely within one half space or the other.

Finally, as an alternative way (i.e. without using the residual) of estimating the accuracy to
which the optimized shooting method is capable of determining the periodic solutions, several
initial conditions with z = 0 were also examined. In all such cases the magnitudes of the largest
optimized system parameters were found to be less than 10−11, with the expected period of 2π
also given accurately to eleven decimal places.

4. Discussion and conclusion
We have established a computer assisted ‘proof’ of the global existence of periodic solutions
in the Rössler system. By global we mean that, for any initial condition (x0, y0, z0) ∈ <3, our
numerical method was able to optimize simultaneously the period T and system parameters,
a, b and c, in order to find at least one periodic solution passing through the initial condition.
We have stated this result as a conjecture, as opposed to a proposition, because the latter
term is generally reserved for mathematical results that can be proved rigorously. The term
‘proof’, which we have written consistently in single quotes, should thus be understood to mean
a numerical justification/motivation, rather than a mathematical proof. This is also the sense
in which the same term is used elsewhere in the literature on computer assisted proofs. (See,
for example, Refs. [18] and [19].)

It is interesting to note that, in some cases, more than one solution passing though a given
initial condition could be found, i.e. two or more distinct sets of the optimized parameters could
be found for a given initial condition. For example, in the case of orbit number 12 (see figure 1(c)
and table 1), there also exists a different period orbit passing through the same initial point, with
precisely twice the period, i.e. T = 13.0116560813, at slightly different system parameters. This
multiplicity, of period doubled orbits all passing through the same point, offers an interesting
new possibility. Whereas conventionally the universal period doubling route to chaos (the so-
called Feigenbaum scenario [34, 35]) is usually achieved by varying one system parameter at a
time, we see here that it may also be possible (by following a very specific (three dimensional)
path in the parameter space) to obtain a special sequence of period doubling orbits which all
pass through the same point in the phase space. It remains to be seen whether such a special
sequence would also lead to chaos and follow Feigenbaum’s universal scaling laws.

In conclusion, we have formulated a conjecture about the global existence of periodic solutions
in Rössler’s system. Our conjecture is numerically supported (i.e. ‘proved’) and it postulates the
existence of periodic orbits passing through any point in the phase space, for a suitable choice
of the system parameters. While it is in principle possible to establish this result analytically,
to date there does not appear to be any mention in the literature of either the result itself or its
proof. Unfortunately we were not able to construct such an analytical proof ourselves. However,
in view of the compelling computational evidence which we have provided, we hope that some
theoretically inclined readers may find it interesting to devise a rigorous mathematical proof of
our conjecture.
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Abstract. We analyze the dynamics of homogeneous open quantum walks on a line for
a system with two internal degrees of freedom by analytically computing the probability
distribution of the system. These distributions are plotted numerically, allowing for the
interpretation of the dynamics of the system at any timestep. We also compute for the system’s
steady point at each point of the line on which the open quantum walk takes place.

1. Introduction

Recently, the open quantum walk was introduced in [1, 2], wherein the system undergoes a
random walk, and its internal state changes with each step. The dynamics is driven by the
coupling between the system and its associated environment. This open quantum walk may
occur over discrete or continuous time steps in a finite or infinite graph, with the continuous-
time limit investigated in [3, 4]. Previous work on open quantum walks resulted in the derivation
of a central limit theorem for its asymptotic probability distribution, which is shown to be a
normal distribution [5, 6]. Aside from showing rich dynamical behavior, possible applications
for open quantum walks have been discussed in [1]. Those possible applications are dissipative
quantum state preparation of single-and multiple-qubit gates, implementation of quantum logic
gates for single and multiple qubits, and efficient quantum transport of excitations.

A particular type of open quantum walk was studied in [7]. The open quantum walk
under consideration was a homogeneous open quantum walk on a line, with one jump
operator corresponding to one direction of motion for the system. The jump operators were
assumed to be simultaneously diagonalizable. The resulting distribution was shown to be,
for intermediate timesteps, a binomial distribution, which converges for large timesteps to a
Gaussian, distribution. The approach then allows us to determine the dynamics of the system
undergoing the open quantum walk at any instant of time.

In this paper, we extend the work done in [7] to consider systems with 2 internal degrees of
freedom undergoing homogeneous open quantum walks on the line with at least one of the jump
operators diagonalizable. We analyze the dynamics of the system undergoing the open quantum
walk, and we also derive the steady state of the system at each point of the line on which this
open quantum walk takes place.
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2. The Homogeneous Open Quantum Walk

A schematic diagram of the homogeneous open quantum walk is shown in figure (1). We
designate the Hilbert space corresponding to the position of the system undergoing the open
quantum walk as Hs = Z, which we designate as position space, and the Hilbert space
corresponding to the internal degrees of freedom of the system at each node as Hc, which
we designate as node space. The total Hilbert space corresponding to the open quantum walk is
then H = Hc ⊗Hs. If the open quantum walk occurs over discrete timesteps, then at timestep
n, the density matrix describing the system undergoing this open quantum walk is given as

ρ(n) =
M
∑

x=−M

ρx ⊗ |x〉 〈x| , (1)

where ρx is the density matrix that describes the system’s internal degrees of freedom at node
x, |x〉 is the ket in position space Hs, and 2M + 1 is the total number of nodes on which the
system can move at timestep n. We note that the density matrices ρx satisfy the condition
∑M

x=−M Tr(ρx) = 1.
In Hc, we define two bounded operators B and C that satisfy the condition

B†B + C†C = I, (2)

with this condition ensuring that probability is conserved at all timesteps n. These operators
B and C correspond to the change in the system’s internal degrees of freedom as it makes a
transition from node x to a neighboring node x±1. For these jump operators, we define a linear
mapping L on Hc as

L(ρ) = BρB† + CρC† (3)

Lifting this mapping from Hc to H = Hs ⊗Hc, and iteratively applying the resulting map, we
obtain an equation of motion for the system undergoing the open quantum walk at timestep n
and node x. In particular, the jump operators in the system’s Hilbert space H will now have
the form B ⊗ |x+ 1〉 〈x| and C ⊗ |x− 1〉 〈x|, while the mapping now has the form

M(ρ(n−1)) =

n
∑

x=−n

ρ(n)x ⊗ |x〉 〈x| , (4)

where
ρ(n)x = Bρ

(n−1)
x−1 B† + Cρ

(n−1)
x+1 C†, (5)

which is the time evolution equation for the density matrix at node x at timestep n. Also,

P [n]
x = Tr(ρ[n]x ) (6)

is the probability that node x is occupied at timestep n.
IfB is diagonalizable via a unitary transformation U , (2) can be transformed into the following

form:
B̃†B̃ + C̃†C̃ = I, (7)

where B̃ = U †BU and C̃ = U †CU . In particular, B̃ has the form

B̃ = b1 |1〉 〈1|+ b2 |2〉 〈2| , (8)

where bj are the eigenvalues of B. We note that the states |1〉 and |2〉 are internal states of the

system, which are 2 × 1 unit vectors in the node Hilbert space Hc. On the other hand, C̃ will
have the following form:
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Figure 1. A homogeneous open quantum walk on a line.

C̃ =
√

1− |b1|2(α |1〉 〈1| − β∗
|2〉 〈1|) +

√

1− |b2|2(β |1〉 〈2|+ α∗
|2〉 〈2|), (9)

where α, β are complex numbers that obey the condition |α|2 + |β|2 = 1. In general, the jump
operators for a homogeneous open quantum walk do not commute, except for the case where
both B and C are simultaneously diagonalizable, which has been covered in Ref. [7]. It is still
possible, as we demonstrate for a particular case below, the probability distributions can be
computed exactly for arbitrary timesteps n.

3. Computation of probability distributions

In this section we present two methods for computing the probability distributions for systems
undergoing open quantum walks. The first method, which uses the central limit theorem, allows
us to determine the asymptotic probability distribution over time for the system. The second
method, which makes use of Fourier transforms, gives us a brute force method for computing
the system’s probability distribution.

3.1. Central Limit Theorem for Jump Operators
Ref. [5] gives us a central limit theorem that tells us the asymptotic behavior of the probability
distribution for a system underoing an open quantum walk. In particular, for a homogeneous
open quantum walk, the theorem can be stated as follows:

Theorem (Attal et al, Ref. [5], Theorem 5.2). Consider the stationary open quantum
random walk on Z associated to the jump operators B and C. We assume that the completely
positive map L(ρ) = BρB† + CρC† admits a unique invariant state ρ∞. Let (ρn, Xn) be the
quantum trajectory process to this open quantum walk. Then Xn−nm√

n
converges in law to the

Gaussian distribution N (0, C) in <, with mean m = Tr(Bρ∞B†)− Tr(Cρ∞C†) and covariance
σ2 = Tr(Bρ∞B† + Cρ∞C†) − m2 + 2Tr(Bρ∞B†L − Cρ∞C†L) − 2mTr(ρ∞L) where L is the
solution to the equation L− L

†(L) = B†B − C†C − I.
In the theorem, (ρn, Xn) is the Markov chain with values on E(Hc)× Z, where E(Hc) is the

space of all density matrices on Hc, associated with the quantum trajectories of the mapping
M.

For intermediate timesteps, on the other hand, we can determine the dynamical behavior of
the system undergoing the open quantum walk by analytically computing for it. Also, using the
mapping given by (3), we can compute for the form of the steady state for the open quantum
walk at each node of the line by solving the system of equations specified by the following
equation:

ρ∞ = L(ρ∞) = Bρ∞B† + Cρ∞C†. (10)
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3.2. Fourier Transform Method for Computing Probability Distributions
To compute the probability distributions for the open quantum walk generated by the jump
operators B and C, we use the method of Fourier transforms and dual processes first described
in Ref. [6]. First, we compute for the following dual process:

Yn(k) = (eikLB†RB + e−ikLC†RC)
n(I), (11)

where for a given operator A acting on U , LAU := AU and RAU := UA. In (11), I is the N×N
identity matrix. This dual is defined in momentum space K, where k = {−π, π}. Once we have
determined the dual Yn(k), we then compute for the trace of the product ρ0Yn(k), where ρ0 is
the density matrix for the initial state of the system, with explicit form

ρ0 = P1|1〉〈1|+ P2|2〉〈2|+ q12|1〉〈2|+ q∗12|2〉〈1|. (12)

The trace of ρ0 is then P1 + P2 = 1. Finally, we compute for the probability distribution of
the system in position space at point x and timestep n by taking the Fourier transform of
Tr(ρ0Yn(k)) as follows:

P (n)
x =

1

2π

∫ π

−π

dk e−ikxTr(ρ0Yn(k)). (13)

3.3. Computation of the probability distribution for a particular form of jump operators
To demonstrate how we can compute for the probability distribution of a system undergoing an
open quantum walk analytically, let us consider transformed jump operators of the form

B̃ = b1(|1〉〈1| − |2〉〈2|), C̃ =
√

1− |b1|2(|1〉〈2|+ |2〉〈1|). (14)

With this form of B and C, it can easily be seen that B and C both satisfy (2), and B and C

will not commute. Let us now compute for the probability distribution P
(n)
x . Evaluating (11),

then substituting the resulting dual form and the initial state given by (12) in (13), we obtain
the following probability densities at timestep n and position x:

P (n)
x =

(

n

(n− x)/2

)

(|b1|
2)(n−x)/2(1− |b1|

2)(n+x)/2. (15)

This is a binomial distribution, which converges to a normal distribution as n → ∞. Hence, for
this very special case, we have demonstrated that it is possible to compute for the analytic form
of the probability distribution for a system undergoing a homogeneous open quantum walk at
any instant of time.

4. Numerical Analysis of the Probability Distributions of a Homogeneous Open

Quantum Walk

In general, even if B and C have been transformed into the forms given by Eqs. (8) and (9),
the resulting analytic form of the probability distribution is not as simple as that given in (15).
In fact, the resulting expression only reduces to well known simple probability distributions at
any instant of time n only for certain special cases. Thus, to properly analyze the probability
distribution, we must plot it at a given instant of time n and see how the distribution evolves
numerically, in order to obtain a physical interpretation for the system’s dynamical behavior.

The first important feature to note is that if neither b1 nor b2 are equal to either zero or 1, the
distribution converges numerically to a normal distribution with a well-defined peak for large
timesteps. This is not surprising in light of Attal et al’s central limit theorem for open quantum
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Figure 2. Probability distributions for a homogeneous open quantum walk at timestep n = 400,
with B and C given by Eqs. (8) and (9), respectively. The solid circles denote a distribution
corresponding to B̃ with eigenvalues b1 = 0.45 and b2 = 0.55, while the unshaded circles denote
a solitonic distribution corresponding to B̃ with eigenvalues b1 = 1 and b2 = 0. For both

distributions, the initial state ρ
(0)
0 ’s matrix elements are ρ11 = 0.3, ρ22 = 0.7, ρ12 = 0.33 + 0.11i

and ρ21 = ρ∗12.

walks. However, by plotting the analytic form of the distribution for any given timestep, we can
see how the distribution will evolve towards a normal distribution.

Second, we note that if b1 = 1 and b2 = 0, or vice versa, in (8), then α = 1 and β = 0, or
vice versa, in (9). We then obtain a solitonic distribution, which is an infinitely narrow peaked
distribution with constant height moving with constant speed to the left or to the right. We
illustrate this in Fig. (2), where we plot a normal distribution and a solitonic distribution, the
latter represented by the single point on the right hand side.

5. Steady States for a Homogeneous Open Quantum Walk in Hc space

We now turn to the question of determining the steady states ρ∞ for the linear mapping L in Hc

space of this homogeneous open quantum walk, and in so doing determine whether the central
limit theorem for open quantum walks holds for this case. To do so, we must solve (10), and to
simplify our task, we transform (10) by diagonalizing B, such that B and C will be transformed
into the forms B̃ and C̃ given by Eqs. (8) and (9) for the diagonal blocks of C̃, respectively.
Then (10) will have the form

ρ̃∞ = B̃ρ̃∞B̃† + C̃ρ̃∞C̃†, ρ̃∞ = Uρ∞U †. (16)

We assume that ρ̃∞ has the general form

ρ̃∞ = ρ11 |1〉 〈1|+ ρ12 |1〉 〈2|+ ρ21 |2〉 〈1|+ ρ22 |2〉 〈2| . (17)
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Substituting Eqs. (8), (9) and (17) into (16) and simplifying, we obtain a system of 4 equations
in 4 unknowns for the matrix elements ρjk of ρ̃∞:

0 = (1− |b1|
2)(|α|2 − 1)ρ̃11 + (1− |b2|

2)|β|2ρ̃22 + αβ∗
√

(1− |b1|2)(1− |b2|2)ρ̃12

+ α∗β
√

(1− |b1|2)(1− |b2|2)ρ̃21

0 = |β|2(1− |b1|
2)ρ̃11 + (1− |b2|

2)(|α|2 − 1)ρ̃22 − αβ∗
√

(1− |b1|2)(1− |b2|2)ρ̃12

− α∗β
√

(1− |b1|2)(1− |b2|2)ρ̃21

0 = −αβ(1− |b1|
2)ρ̃11 + αβ(1− |b2|

2)ρ̃22 +
[

b1b
∗
2 − 1 + α2

√

(1− |b1|2)(1− |b2|2)
]

ρ̃12

− β2
√

(1− |b1|2)(1− |b2|2)ρ̃21

0 = −α∗β∗(1− |b1|
2)ρ̃11 + α∗β∗(1− |b2|

2)ρ̃22 − (β∗)2
√

(1− |b1|2)(1− |b2|2)ρ̃12

+
[

b∗1b2 − 1 + (α∗)2
√

(1− |b1|2)(1− |b2|2)
]

ρ̃21

(18)

However, the second of these four equations is actually linearly dependent on the first, so that
at this point, we have 3 equations in 4 unknowns. In order to return the system to 4 equations
in 4 unknowns, we impose the following additional constraint, following Ref. ([1]):

Tr(ρ̃∞) = ρ11 + ρ22 = 1 (19)

Thus, solving the resulting system of linear equations gives us a unique solution for ρ̃∞:

ρ̃∞ =
(1− |b1|

2)(1− |b2|
2)

2− |b1|2 − |b2|2

(

1

1− |b1|2
|1〉 〈1|+

1

1− |b2|2
|2〉 〈2|

)

. (20)

6. Conclusion

We have shown in this work that, for a particular homogeneous open quantum walk for a
system with 2 internal degrees of freedom, with one of the jump operators diagonalizable, it is
possible to compute analytically for the probability distribution of the open quantum walk for
a given timestep n. At the same time, we have also shown numerically that such a probability
distribution will converge for large timesteps to a normal distribution with 1 peak or a solitonic
distribution if the non-diagonalizable jump operator for this open quantum walk is transformable
to a particular form given by (9). We also determined a unique steady state of the mapping L

at each node of the line for this homogeneous open quantum walk.
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Abstract. Puzzles and discoveries abound in the results from the Relativistic Heavy Ion
Collider (RHIC) and from the relativistic heavy ion collisions at the Large Hadron Collider
(LHC) including what seems to be the creation of the world’s most perfect fluid and the stunning
disappearance of large momentum particles into a dense, opaque quark-gluon plasma (QGP).
Surprisingly, the methods of string theory appear to provide a better description of the QGP for
observables associated with lower momentum particles while the completely opposite approach
with an application of perturbative quantum chromodynamics (pQCD) works best for particles
at the highest momenta. We discuss work attempting to bridge the divide between these two
opposing descriptions of the properties of the QGP, the state of the universe a microsecond after
the Big Bang.

1. Introduction
The great difficulty currently facing heavy ion physics is the apparent contradiction between
the interpretation of low-pT and high-pT observables. A consensus has formed in which the
distribution of low momentum particles is the result of rapid thermalization followed by nearly
ideal hydrodynamic evolution. The best explanation of the early onset of thermalization [1]
and nearly ideal fluid flow [2] is the existence of a strongly-coupled fluid best described by
the methods of the AdS/CFT correspondence. On the other hand, naive application of the
AdS/CFT correspondence to high-pT probes yield results in contradiction with data. At the
same time leading order pQCD predictions predicated on a weakly-coupled plasma weakly
coupled to a high momentum probe [3] systematically describe the high-pT data within a factor
of 2 [4]; higher order correction seem likely to lead to an even better description of data [5].
Leading order [6] and sophisticated next-to-leading order [7] calculations based on the same
weak-coupling perturbative picture of the plasma, though, yield a thermalization time and a
viscosity to entropy ratio an order of magnitude larger than suggested by data. A hybrid
strong-weak approach might reconcile these two pictures.
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2. Energy Loss in AdS/CFT
2.1. Heavy Quarks
The now well-known leading order analytic energy loss formula for heavy quarks strongly-coupled
to a strongly-coupled N = 4 SYM plasma is

dp

dt
= −µ p, where µ =

π
√
λT 2

2Mq
. (1)

λ = g2Nc is the ’t Hooft coupling for the theory, T is the temperature of the plasma, and Mq

is the mass of the heavy quark [8, 9]. The form of this energy loss is very different from that
found assuming a probe weakly coupled to a weakly-coupled plasma: incoherent Bethe-Heitler
bremsstrahlung energy loss [10] goes as

dp

dt

∣∣∣∣
BH

∼ − T 3

M2
q

p, (2)

but the radiative energy loss in the deep-LPM regime is

dp

dt

∣∣∣∣
LPM

∼ −LT 3 log(p/Mq), (3)

where L is the length of the medium through which the heavy quark has passed [11].
Now N = 4 SYM in the Nc →∞ and λ large and fixed limit is not QCD. However one hopes

that the results from AdS/CFT can provide some useful insight into QCD processes. One of the
complications of the dissimilarity of the two theories is that there is not a unique, reasonable
mapping of the parameters in QCD to those in AdS/CFT. Using a set of these reasonable
mappings, one finds a good description of the suppression of heavy quark decay fragments seen
by RHIC experiments; see figure 1 (a). (A more detailed description of the model and parameters
used to compute the figure can be found in [12].)

(a) (b) (c)

Figure 1: (a) AdS/CFT (and pQCD) predictions [12] for non-photonic electron decay products
of heavy c and b quarks at RHIC [13, 14] and (b) D meson and (c) B meson suppression
predictions from AdS/CFT [15] at LHC [16, 17]

Using this exact same set of mappings one may make predictions for D and B meson
suppression at LHC, shown in figure 1 (b) and (c). As seen in (c), given the current uncertainties
in the theoretical predictions and experimental measurements, the B meson predictions are
consistent with data. The D mesons, however, as shown in (b), are falsifiably oversuppressed
compared to ALICE data.
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Previous calculations [12] included estimates of a “speed limit” for the applicability of the
heavy quark drag calculations. Several independent lines of reasoning [18, 19] imply that the
formalism does not apply to heavy quarks propagating faster than

γ . γcritical =

(
1 +

2Mq√
λT

)2

∼
4M2

q

λT 2
. (4)

This speed limit is parametrically smaller than an estimate for the momenta at which the
fluctuations in momentum loss become important [18],

γfluc ∼
M2
q

4T 2
; (5)

however, it turns out that numerically this latter speed limit is reached first. Efforts are underway
to quantify the importance of momentum fluctuations in the suppression of high momentum
heavy quarks.

2.2. Light Flavors
A critical test of any energy loss formalism is a simultaneous description of both heavy and light
flavor suppression. The original calculations of light flavor energy loss require difficult numerics
as the endpoints of the string are allowed to dynamically fall in the 5th dimension [20]. More
recent work using an alternative setup yields a simple analytic solution [21]. However, it is not
yet entirely clear what is the most appropriate setup in the AdS space to model light flavor
energy loss. In the following, we will attempt to infer the physical consequences of the original
light flavor energy loss calculation.

One of the first observations of the original setup was a generic Bragg peak in the energy loss
such that the maximum stopping distance scaled as

∆xmax ∼
(

E√
λT

)1/3 1

T
. (6)

One can create a very naive energy loss model based on this maximum stopping distance [22]:
assume that any light flavor created with L < xmax gets out of the plasma unaltered while
flavors created with L > xmax are completely absorbed. There are large uncertainties in this
model; in addition to the usual unknown mapping from QCD to AdS/CFT, one also does not
know which single value of T to plug into Eq. (6). A maximal uncertainty band can be created
by taking two extreme values for T : 1) the temperature at the point of creation at the moment
of thermalization or 2) the transition temperature between the deconfined and confined phases
of QCD matter. The predictions resulting from these two extremes are shown as a band in figure
2 () and (); the data at RHIC and LHC fall within the very large theoretical uncertainties.

Since the most naive calculation is not obviously falsified by the data, it is worth pursuing
a more precise theoretical model. Preliminary investigations [25] show that results depend very
sensitively on the “jet” prescription chosen, to the extent that one can even make the Bragg peak
in the energy loss appear and disappear. Additional, large sensitivity comes from the precise
initial string profile propagated from early times in the collision; see figure 2 (). It turns out
that very little of the 2×∞ dimensions of the space of initial conditions has been explored. We
will return to these issues later in this proceedings.

3. pQCD Energy Loss
One may also choose to determine the consequences of alternative picture of a weakly-coupled
plasma weakly coupled to a high momentum probe. Jacksonian intuition suggests that at the
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(a)
(b) (c)

Figure 2: Predictions from a simple Bragg peak model for AdS/CFT light flavor energy loss [22]
compared () to PHENIX data at RHIC [23] and () ALICE data at LHC [24]. () The stopping
distance in AdS/CFT for light flavors depends strongly on the initial conditions.

GeV scale radiative energy loss dominates over collisional. However detailed calculations [26]
show that the elastic energy loss is of the same order of magnitude as inelastic at the energy
regimes applicable at RHIC and LHC; see figure 3. The PHENIX collaboration performed

(a) (b)

Figure 3: Comparison of magnitude of radiative and collisional energy loss in pQCD for (??)
RHIC and (b) LHC [26]. Due to the LPM effect, elastic energy loss is the same order of
magnitude as inelastic for all particle energies.

[27] a rigorous statistical analysis of the WHDG energy loss model [3] that incorporates both
radiative and collisional energy loss in a reasonable geometric background that extracted the one
free parameter in the calculation: the proportionality constant between the participant density
and the number density of the color deconfined medium produced in heavy ion collisions. The
value found by PHENIX corresponds to a central gluon rapidity density of dNg/dy = 1400+200

−375.
Keeping the proportionality constant fixed, varying the medium density at different centralities
and center of mass energies only by the measured multiplicities, the model robustly describes
qualitatively a wealth of high-pT observables; see figure 4, in which the theoretical uncertainty
band is due only to the 1-σ range of values from the PHENIX proportionality constant extraction.

There are a very large number of sources of theoretical uncertainty not shown in the results
above. Some of these sources of uncertainty include higher order contributions in: coupling
αs; collinearity, or kT /xE, where kT is the radiated gluon’s perpendicular momentum, and
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(a) (b) (c)

(d) (e) (f)

Figure 4: Constrained zero parameter WHDG predictions compared to data for (a) vπ
0

2 (Npart)
at RHIC [23, 3], (b) 0-5% centrality RAA(pT ) for light flavors at LHC [28, 29], (c) RDAA(pT ) at

0-20% centrality at LHC [16, 22], (d) Rπ
0

AA(Npart) at RHIC [23, 3], (e) v2(pT ) at LHC for light

flavors at 40-50% centrality [30, 22], and (f) RB→JψAA (Npart) at LHC [31, 15].

xE is the fraction of the leading parton’s initial energy carried away by the emitted gluon;
softness, x; quark mass to energy of the leading heavy quark, Mq/E; and opacity, the ratio
of the mean free path to the pathlength, λmfp/L. An early attempt [32] to estimate the
sensitivity of the calculation to higher order contributions in αs varied the value of αs from
0.2 to 0.4 and found a strong dependence of the suppression on the value of αs chosen, not
surprisingly as dp/dtcoll ∼ α2

s and dp/dtrad ∼ α3
s, although the amount of dependence absorbed

by reevaluating the proportionality constant as αs was varied was never explored. More recent
work with a running coupling ansatz found in fact a better agreement with pion suppression as a
function of pT than the fixed coupling calculation [5]. Others showed that [33] pQCD calculations
rather significantly violate the assumption of collinearity at RHIC and LHC energies and are
very sensitive to the treatment of wide angle radiation. Predictions appear stable, i.e. not
sensitive, once the proportionality constant is fixed for a given prescription for the treatment
of the wide angle radiation [29]. However the inferred properties of the medium depend on the
proportionality constant, which may vary by a factor of 3 due to the uncertainty in the treatment
of wide angle radiation [33]; quantitative information regarding the medium therefore requires
a detailed understanding of the higher order corrections in collinearity.

4. Discussion and Conclusions
How can we move forward to resolve the seeming contradiction between the weakly- and strongly-
coupled pictures? How can we narrow down the theoretical uncertainties due to 1) the jet
definition prescription and 2) the initial conditions in AdS space setup? We hope to address
both of these issues simultaneously with a hybrid weak-strong energy loss model. Perhaps the
early energy loss evolution is dominated by weak-coupling physics but later evolution, as the
medium cools, is dominated by strong-coupling physics. We are in the process of creating a
model that interfaces these two regimes by matching the finite time energy-momentum tensor
of a high momentum colored object created in a heavy ion collision as calculated in pQCD to
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that calculated in AdS/CFT.
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Abstract. A post-selection technique was introduced by Christandl, König and Renner [Phys
Rev. Lett. 102, 020504 (2009)] in order to simplify the security of quantum key distribution
schemes, yet it has not been worked out in detail for any specific and realistic protocol. Here,
we demonstrate how it can be applied to study the security of the Phoenix-Barnett-Chefles 2000
trine state (PBC00) protocol, a symmetric version of the Bennett 1992 (B92) protocol.

1. Introduction
Quantum key distribution (QKD) enables secure real-time distribution of a cryptographic
key between two parties, Alice and Bob, who are connected by a quantum channel and an
authenticated classical channel in the presence of a competent malicious party, an eavesdropper
called Eve [1]. This technique is based on two laws of quantum mechanics, namely the
uncertainty principle and the no-cloning theorem [1]. The first, and most established, operable
QKD protocol, BB84, was proposed by Bennett and Brassard [2] in 1984, basing on Wiesner’s
idea of conjugate coding [3]. In 1991, Ekert [4] extended the idea by introducing quantum
entanglement and the violation of Bell’s theorem [1]. Ever since, several protocols have been
invented by both theorists and experimentalists. These include: Bennett 1992 (B92) [5], six state
[6], the Scarani-Aćın-Ribordy-Gisin 2004 (SARG04) [7], the differential-phase shift (DPS) [8],
the coherent-one-way (COW) [9] and the Phoenix, Barnett and Chefles 2000 (PBC00) protocol
[10]. The PBC00 protocol is based on the B92 protocol and the main difference between the two
is that the latter uses two states whilst the former uses three states. Consequently, the PBC00
protocol is more symmetrical (in the sense that either Alice or Bob, but not both, can declare
unused observables) and shows lower qubit losses than the B92 protocol.

Since the first unconditional security proof by Mayers [11], various techniques for proving
the security of QKD protocols have been developed [12]. An unconditional security proof is
a proof that considers an unbounded adversary. The construction of security proofs generally
depend on the steps of the protocol and also on their practical implementation. For example,
the unconditional security proof for the BB84 based protocols have long since been introduced
[13]. This is because they share a common property of being symmetrical. However, the security
proofs for the class of distributed-phase-reference (which consist of DPS and COW) protocols
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still remain unknown [12], mainly because their construction and encoding deviates from the
usual symmetry that exists in BB84-type protocols [8]. The study of security proofs of QKD
protocols in the asymptotic key length has been studied in several papers [14, 15, 16, 17, 18, 19].

The unconditional security proof of the PBC00 protocol independent of the channel’s qubit
loss rate loss has been given in Ref [20]. The security proof was done by transforming the
protocol to a secure QKD protocol based on the entanglement distillation protocol initiated
by state rotations and a local filtering operation, followed by error correction. In this paper
we compute the secret key rates against coherent attacks for the PBC00 protocol by using the
post-selection technique when given a finite amount of resources.

In order to prove security against coherent attacks, one can use either the de Finetti theorem
[21] or the post-selection technique [22]. The former technique was developed by Renner where
one uses the fact that a permutation invariant state is close to an independent and identically
distributed (i.i.d) state [23]. The latter technique gives a way to bound the diamond distance
between two maps from a quantity evaluated for a very specific quantum state, called a “de
Finetti state”. The two techniques are independent, therefore one can use either of them to
prove security of a protocol provided the protocol is permutation invariant [22]. However, it has
been shown that the post-selection technique gives better bounds than the de Finetti theorem
[16], so one can always proceed by using the post-selection technique. Moreover, the symmetry,
hence permutation invariance that exists in the PBC00 protocol enables us to directly apply the
post-selection technique.

2. PBC00 QKD protocol
The PBC00 protocol proceeds as follows:

Preparation and Measurement. Alice prepares randomly with equal probability each qubit in
one of the mutually non-orthogonal states {|ψ1〉, |ψ2〉, |ψ3〉} and encodes her bit on the states

as in the original B92 protocol [24]. These states are defined as |ψ1〉 ≡ 1
2 |0x〉 +

√
3

2 |1x〉, |ψ2〉 ≡
1
2 |0x〉 −

√
3

2 |1x〉 and |ψ3〉 ≡ |0x〉, where {|0x〉, |1x〉} is the X basis of a qubit state. The Z basis

is defined by {|jz〉 ≡ [|0x〉 + (−1)j |1x〉]/
√

2} where (j = 0, 1). She creates a large trit string r
and a large bit string b of the same length N . For each ri, the ith trit value of the trit string r,
she chooses the set {|ψ1〉, |ψ2〉} (if ri=0), {|ψ2〉, |ψ3〉} (if ri=1), and {|ψ3〉, |ψ1〉} (if ri=2). If the
ith bit value bi is 0, she prepares the first state of the chosen pair, however if the bit is 1, she
prepares the second state. Alice sends all the prepared states to Bob.

On the receiving side, Bob performs measurements on each qubit he receives. These
measurements are described by the POVM

{2

3
|ψ̄1〉 ¯〈ψ1|,

2

3
|ψ̄2〉 ¯〈ψ2|,

2

3
|ψ̄3〉 ¯〈ψ3|}. (1)

These states can be defined as |ψ̄1〉 =
√

3
2 |0x〉 −

1
2 |1x〉, |ψ̄2〉 =

√
3

2 |0x〉+
1
2 |1x〉 and ¯|ψ3〉 = |1x〉 and

are orthogonal to |ψ1〉, |ψ2〉 and |ψ3〉 respectively.

Sifting. In this sifting step, both parties agree which signals to discard. Bob announces when
all his measurements are done, and Alice in turn announces the trit string r. Bob regards the
ith measurement outcome |ψ̄1〉 (if ri = 0), |ψ̄2〉 (if ri = 1), and |ψ̄3〉 (if ri = 2) as the bit value
0. Bob also considers |ψ̄2〉 (if ri = 0), |ψ̄3〉 (if ri = 1), and |ψ̄1〉 (if ri = 2) as the bit value
1. All other events are considered as inconclusive and they discard the data. Bob announces
whether his measurement outcome is inconclusive or not. Alice and Bob keep the data when
Bob’s outcome is conclusive, discarding the rest.
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Parameter estimation. The role of parameter estimation is to decide whether the input given to
the protocol can be used to distill a secret key. On the conclusive measurements, Alice randomly
chooses chooses m < N samples as test bits in order to estimate the Quantum Bit Error Rate
(QBER) on the code bits, and announces her selection to Bob. If the error rate is small, they
use the post-processing methods to extract the key otherwise if the error rate is too high Alice
and Bob abort the protocol. If the statistics λm are obtained by measuring m samples of ρAB
according to a POVM with d possible outcomes and if λ∞(ρAB) denotes the perfect statistics
in the limit of infinite measurements, then for any state ρAB

Γξ := {ρAB : ||λm − λ∞(ρAB)|| ≤ ξ(εPE,mi)}. (2)

Γξ is a set of states from which a key is extracted with a non-negligible probability. By the law
of large numbers [23]

ξ(εPE,mi) :=

√
ln(1/εPE) + 2 ln(m+ 1)

2m
. (3)

where εPE,mi is the measured QBER in the direction |ψ1〉, |ψ2〉 and |ψ3〉.

Error correction. In this step Alice and Bob apply a one-way error correction protocol by
using authenticated classical communication channel to correct their strings. As result they will
exchange LEC bits on the channel and is given as

LEC = fECnh(Q) + log2

(
2

εEC

)
, (4)

where n is the length of the raw key, fEC is a constant larger than 1 which represents a deviation
of the real protocol from the asymptotic one, h(Q) = −Q log2Q − (1 − Q) log2(1 − Q) is the
binary Shannon entropy and Q is the QBER and εEC is the error in error correction step.

Privacy amplification. In this step, the quantity of the correct information which the
eavesdropper may have obtained about Alice’s and Bob’s reference raw key is minimized by
the use of a two-universal hash function resulting in a string called a key [23].

3. Security against collective attacks
The PBC00 protocol belongs to the class of prepare and measure schemes. It employs
polarization-encoded qubits to transmit information. This simply involves a sequential exchange
of n signals. Based on that, Alice and Bob’s systems can be described by an n-partite density
operator which is permutation invariant. This allows us to analyze the protocol based on the
fact that it consists of states which are independent and identical copies of each other. More
formally, the states |ψ1〉, |ψ2〉 and |ψ3〉 all occur with the same probability.

The aim of the eavesdropper is to extract as much classical information as possible from
the strings that are held by Alice and Bob. In the PBC00 protocol, the probability that Eve
maximizes her probability of correctly distinguishing between the exchanged states is expressed
as PD =

∑
iXiP(i,i), where PD is the discrimination probability, Xi represents the a priori

probability of the state |i〉 and P(i,i) denotes the probability that the state |i〉 is sent and that
the Eve’s measurement reveals the result i. For symmetric states, the maximum discrimination
probability is equal to Pmax

D = 2/3. Based on this probability, without losing generality the

number of states that can be unambiguously discriminated satisfies the inequality N ≤ 2
3

(
n+d−1
n

)
,

where d is the photon Hilbert space i.e., d=2 for the PBC00 protocol. This gives us the necessary
condition for unambiguous discrimination between N states each spanning a d-dimensional space
when given n-copies of the state. The dimension of the symmetric subspace, gn,d can be expressed
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as gn,d = 2
3

(
n+d−1
n

)
≤ 2

3(n+ 1)d−1. Since the PBC00 protocol uses symmetric encoding as in the
BB84 protocol, it is then possible to parametrize the most general attacks. This leads to the
unconditional security. The expression for the secret key rate rN,col against collective attacks is
written as

rN = rN,col −
2(d4 − 1) log2(N + 1)

N
. (5)

The bound for collective attacks for the PBC00 protocol is expressed as

ε ≤ 2

3
· 2−cδ2N+(d4−1) log2(N+1) (6)

and is calculated via the total security parameter ε defined later in (13), where c for (c ≥ 0) is
the cost of reducing the key size by fraction δ [22].

4. Finite key analysis
Scarani and Renner have provided a general security formula to calculate the lower bound on
the secure key rate of the BB84 protocol [14]. This has been followed by the derivation of many
bounds for different protocols based on the BB84 encoding. In the same spirit, we use this
intuition of finite size key analysis to derive the upper bound for the secure key rate against
collective attacks for the PBC00 protocol.

Let ρKE be the quantum state that describes the classical key K of length ` distilled at the
end of the run of the QKD protocol. Then for any ε ≥0, a final key K is said to be ε-secure
with respect to an adversary Eve if the key ρKE satisfies

min
ρE
||ρKE − τK ⊗ ρE ||1 ≤ ε, (7)

where || · ||1 is the trace distance, ρKE =
∑

k∈K Pk(k)|k〉〈k| ⊗ ρkE where Pk is the probability
distribution of the key K and {|k〉}k∈K is an orthonormal basis of some Hilbert space Hk,
τK =

∑
k∈K Pk

1
|K| |k〉〈k| is a fully mixed state on Hk, ρE is the state held by an eavesdropper

[23]. The parameter ε represents the maximum failure probability of the key extraction
procedure. Therefore, the classical key K is indistinguishable from a random and uniform
key with probability 1− ε.

In order to arrive at our security bounds for the PBC00 protocol, we follow closely the
definitions found in Ref. [23] and the formalism in Ref. [14]. If H denotes a finite-dimensional
Hilbert space and P(H) is the set of positive semidefinite operators on H then the set S(H) :=
{ρ ∈ P(H) : trρ = 1} represents normalized states and the set S≤(H) := {ρ ∈ P(H) : trρ ≤ 1}
represents the set of sub-normalized states on the Hilbert space. Let ρAB ∈ S≤(HAB) and
σB ∈ S(HB), then the min-entropy of A conditioned on B of the state ρAB relative to σB is
defined as

Hmin(A|B)ρ|σ := max
σ

sup{λ ∈ R : ρAB ≤ 2−λ1A ⊗ σB}, (8)

where the maximum is taken over the states σB ∈ S(HB). Furthermore we define,

Hmin(A|B)ρ := max
σB∈S(HB)

Hmin(A|B)ρ|σ. (9)

For some ε ≥ 0, it has been found that the achievable length of secret key can be expressed as
[25]

` ≤ H ε̄
min(Xn|En)− LEC − 2 log2(1/ε), (10)

where ε̄ = (ε/8)2 is the smoothing parameter. In above expression, H ε̄
min(Xn|En) gives the

amount of a key that can be extracted from a string X when given E, the uncertainty of the
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Figure 1. (Color online) Upper bound
on the secret key fraction, r, for the
finite PBC00 protocol as a function of
the exchanged quantum signals N for bit
error rates Q= 0.5%, 2%, 2.5%, 3.5%,
ε = 10−5 and εEC = 10−10.
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Figure 2. (Color online) Upper bound
on the secret key fraction, r, for the
finite PBC00 protocol as a function of
the exchanged quantum signals N for bit
error rate Q= 2.5%, ε = 10−5, εEC =
10−10 for (a) collective attacks (b) post-
selection technique.

adversary about X measured by using the smooth min-entropies. The smooth min-entropy of
the state shared between Alice and the eavesdropper is lower bounded as

H ε̄
min(Xn|En) ≥ n( min

σXE∈Γ
H(X|E)−4), (11)

where 4 = (2 log2 d + 3)
√

[log2(2/ε̄)]/n. For a finite number of signals, the achievable secure
key rate was derived to be [14]

r =
n

N

[
min
σXE∈Γ

H(X|E) +4(n)− LEC

]
+

2

N
log2(2εPA). (12)

The total security parameter, ε of a QKD scheme depends on the sum of probabilities of failures
of the classical post-processing protocols which can be written as

ε = ε̄+ εPA + εEC + εPE, (13)

where ε̄ denotes the error in the smooth min-entropy. In the PBC00 protocol, the secret key
rate is obtained by measuring both the bit (e1) and phase error (e2) rates. The secret key rate
for the bit error rate and the phase error rate is expressed as pc[1− h(e1)− h(e2)], where pc is
the probability of the conclusive outcome. It has been found that the protocol is secure for a
bit error rate of up to 9.81%. For an asymptotic formula e1 = e2 = Q, the lower bound for the
protocol can be expressed as

H(X|E) = pc[1− h(Q)− h(
5

4
Q)], (14)

where H(X|E) is evaluated by using the QBER from the parameter estimation step.
In figure 1, we show the variation of the secret key rate r, with the number of signals N ,

which Alice sends to Bob when given a finite amount of resources. We found that the minimum
number of signals required in order to extract a reasonable amount of secret key compares with
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those of the BB84 protocol [14]. In figure 2, we show the variation of the secret key rate r, with
the number of signals N for bit error Q = 2.5%. In this figure, it can be observed that the post-
selection technique gives optimal bounds when a finite amount of signals are used. Therefore,
for a large number of signals the optimal attack is close to a collective attack. This shows that
this technique is a powerful tool which can be considered in simplifying security proofs and also
leads to improved key rates.

5. Conclusion
We have shown how one can apply the finite-key analysis formalism and the results of the
post-selection technique in order to find the secret key rates for finite amount of resources.
We have shown that the secret key rate largely depends on the number of signals sent. In
particular, reasonable key rates are obtained for N ≈ 105-106 signals. We have also shown
that the post-selection technique leads to optimal security bounds for the PBC00 protocol.
These results also appear in the longer version of our paper in Ref [26]. Therefore, in the
absence of bounds for collective attacks one can appeal to the bounds given by the post-selection
technique. These results can be applied to other protocols which are symmetric as well. This
study has demonstrated the feasibility of applying the post-selection technique to the PBC00
QKD protocol, which is a specific and realistic protocol.
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[12] Scarani V, Bechmann-Pasquinucci H, Cerf N J, Dušek M, Lütkenhaus N and Peev M 2009 Rev. Mod. Phys.

81 1301–1350
[13] Shor P and Preskill J 2000 Physical Review Letters 85 441–444
[14] Scarani V and Renner R 2008 Phys. Rev. Lett. 100(20) 200501
[15] Cai R and Scarani V 2009 New Journal of Physics 11 045024
[16] Sheridan L, Le T P and Scarani V 2010 New Journal of Physics 12 123019
[17] Abruzzo S, Kampermann H, Mertz M and Bruß D 2011 Physical Review A 84 032321
[18] Tomamichel M, Lim C C W, Gisin N and Renner R 2012 Nature communications 3 634
[19] Mafu M, Garapo K and Petruccione F 2013 Physical Review A 88 062306
[20] Boileau J, Tamaki K, Batuwantudawe J, Laflamme R and Renes J 2005 Physical Review Letters 94 40503
[21] Renner R and Cirac J 2009 Phys. Rev. Lett. 102 110504
[22] Christandl M, König R and Renner R 2009 Physical Review Letters 102 20504
[23] Renner R 2008 International Journal of Quantum Information 6 1–127
[24] Bennett C 1992 Physical Review Letters 68 3121–3124
[25] Kraus B, Gisin N and Renner R 2005 Phys. Rev. Lett. 95 080501
[26] Mafu M, Garapo K and Petruccione F 2014 Phys. Rev. A 90(3) 032308

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 595



Quark-gluon plasma physics from string theory

Razieh Morad and William A Horowitz

Department of Physics, University of Cape Town, Private Bag X3, Rondebosch 7701, SA

E-mail: razieh.morad@uct.ac.za and wa.horowitz@uct.ac.za

Abstract. The goal of high-energy nuclear physics is to create and study quark-gluon plasma
(QGP), the predicted deconfined state of QCD matter at energy densities greater than 1
GeV/fm3 that permeated the universe a microsecond after the Big Bang. Contrary to
original expectations, the properties of the QGP seem best described by the strong-coupling,
phenomenological string theory methods of the AdS/CFT correspondence instead of the usual
weak-coupling, Feynman diagram methods of perturbative QCD (pQCD). In particular, the
AdS/CFT paradigm predicts a very small value for the viscosity to entropy ratio of the QGP, in
remarkable agreement with data collected from the Relativistic Heavy Ion Collider (RHIC) and
the Large Hadron Collider (LHC). In search of a consistent description for all observables related
to QGP, we extend the AdS/CFT theory to that of high-momentum probes of the plasma and
compare our results to data from LHC.

1. Introduction
Recent experiments performed at the Relativistic Heavy Ion Collider (RHIC) and the Large
Hadron Collider (LHC) has provided spectacular evidence that suggests that a deconfined state
of hadronic matter has been formed which is called quark gluon plasma (QGP) [1–4] with a
small ratio of shear viscosity to entropy density [5; 6]. The experimental discovery that QGP is
a strongly coupled plasma with low viscosity, poses a challenge to theorists. While lattice QCD
is the proper tool for understanding the static equilibrium thermodynamics of such strongly
coupled plasma, it does not allow us to calculate its dynamics evolution on heavy-ion collision.

Recently, a novel tool called ”the AdS/CFT correspondence” [7–11] provide valuable insight
into the strongly coupled plasma. In according to the original conjecture of Maldacena, the
N = 4 SYM theory in the large Nc and large ’t Hooft coupling is dual to classical supergravity on
ten-dimensional AdS5×S5 geometry [7]. In order to study the theory at finite temperature, one
can add black hole (BH) to the geometry [8] which yields to the AdS-Sch metric. Fundamental
quarks are described by open strings moving in the 10d geometry. In the large λ limit, the
quantum fluctuation of string world sheet are suppressed and the dynamics of string are described
by the classical string theory.

Jets are produced within the expanding fireball and probe the QGP. Analyzes the energy loss
of these energetic partons as they travel throw QGP may reveal extremely valuable information
about the dynamics of the plasma and exhibit distinctive properties such as jet-quenching which
can clearly be observed at RHIC [1–4] and more recently LHC [12–14].

In this paper, we study the light quark jet energy loss in both gravitational dual to static
and expanding plasma. We propose a new prescription of jets in string theory based on the
separation of hard and soft sectors. We demonstrate that the light quark jet energy loss reveal
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the “Bragg peak” at late times. Then we compute the nuclear modification factor of jets RjetAA,
renormalise the quantity, and compare the results with the preliminary CMS data [15].

2. Light quark jet energy loss
According to the AdS/CFT correspondence [10], the N = 4 SYM theory at finite temperature
is dual to a 10d black hole geometry with the AdS-Schwarzschild (AdS-Sch) metric as follows,

ds2 =
L2

u2

[
−f(u) dt2 + dx2 +

du2

f(u)

]
, (1)

where f(u) ≡ 1 − (u/uh)4 is the blackening factor and L is the AdS curvature radius. Four
dimensional Minkowski coordinates are denoted by xµ and the coordinate u is an inverse radial
coordinate. So, the boundary of the AdS-Sch spacetime is at u = 0 and the event horizon is
located at u = uh. The temperature of the equilibrium SYM plasma relates to the event horizon
as T ≡ 1

(πuh)
. World sheet coordinates are as σa where τ ≡ σ0 is denoted as the timelike world

sheet coordinate, while the spatial coordinate is σ ≡ σ1.
Fundamental representation quarks added to the N = 4 SYM theory are dual to open strings

moving in the 10d geometry. Addition of a N = 2 hypermultiplet to the N = 4 SYM theory is
performed by adding D7 branes to the 10d geometry [16]. These branes extend along the radial
coordinate from the boundary at u = 0 down to maximal coordinate at u = um as well as fill
the whole 4d Minkowski space. Also, they wrap on S3 from the S5 sphere. The bare mass M
of quark is proportional to 1/um [17], so for massless quarks the D7 brane should fill the whole
radial direction. Open strings that are attached to the D7 brane are dual to the quark-anti
quark pairs on the field theory side. In the 5d geometry these strings can fall unimpeded toward
the event horizon until their end points reach the radial coordinate um where the D7 brane ends.
Since for sufficiently light or massless quarks um > uh, open string end points can fall into the
horizon.

We are interested in studying the back-to-back jets so we consider the configurations in
which the two endpoints of string move away from each other as the total spatial momentum
of the string vanishes. By choosing the appropriate frame, one half of the string has a large
spatial momentum in x direction, and the other half of the string carries a large negative spatial
momentum. We will limit our attention to strings which move in one direction in the R3 space, x
direction, so the embedding function of string Xµ(τ, σ) will be a map to (t(τ, σ), x(τ, σ), u(τ, σ)).
So, the profile of an open string which is created at a point in space at time t = tc is given by

t(0, σ) = tc , x(0, σ) = 0 , u(0, σ) = uc . (2)

By these conditions, the string created at time tc and by time evolution, the string evolves from
a point into an extended object and the string endpoints fall toward the horizon. Polyakov
action for the string has the form

SP = −T0
2

∫
d2σ
√−η ηab ∂aXµ∂bX

ν Gµν . (3)

Variation of the Polyakov action with respect to the embedding functions Xµ lead to the
equation of motion as

∂a
[√−ηΠa

µ

]
=

1

2

√−η ηab∂Gνρ
∂Xµ

∂aX
ν∂bX

ρ, (4)

where Πa
µ are the canonical momentum densities associated to the string obtained from varying

the action with respect to the derivatives of the embedding functions.
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One then has the problem of finding the proper object in the dual string theory that
corresponds to a jet, a slippery object even in field theory; jets are truly only defined by the
algorithm used to measure them. Presumably the ideal way to compute jet observables in the
dual theory is to compute the energy momentum tensor associated with a high-momentum probe
and “run” a jet finding algorithm on the result. However, one can define a jet prescription in
the AdS/CFT and calculate the rate of energy loss from the string profile itself.

The authors of [18] are motivated by the localization of the baryon density on the boundary
which is of scale of order ∆x ∼ 1/π T and defined jet as a part of string which is in the ∆x
spatial distance from the endpoint. We called this as the “∆x− prescription” of jet [18].

Figure 1. Illustration of the ∆x and ∆u
prescriptions of a jet in the string theory;
see text for details.

In this paper, motivated by the separation of energy scales in, e.g., thermal field theory, we
propose rather a ∆u prescription which we believe will ultimately provide a closer approximation
to the result of a more complete calculation, figure 1. Since the radial coordinate in the string
theory sets an energy scale in the field theory, in our ∆u prescription the portion of the string
above some cutoff u = u∗ in the radial direction is considered part of the jet; the portion of the
string below the cutoff is considered part of the thermalized medium. By choosing any value
of u above the black hole horizon as the cutoff, we regain the natural result that a jet that is
thermalized no longer has detectable energy or momentum.

We evaluate the energy loss rate of jet in the radial σ = u parametrization for both
prescriptions of jet and plot in figure 2(a,b). In order to define jet using the ∆x−prescription,
we choose σκ(t) as ∆x = 0.3/π T . Our result on the energy loss rate of light quark using the
∆u−prescription shows a Bragg peak at late times which means the explosive transfer of quark
energy to the plasma at late times and is consistence with the previous works [18].

Since the quark-gluon plasma produced at ultra-relativistic heavy ion collision is an expanding
and cooling medium, we study the light quark jet energy loss in a time dependent gravity dual
to the boost invariant flow [19]. This geometry is similar to the static black hole geometry,
but the location of the horizon moves in the bulk as τ1/3 where τ is the proper time. Also the
temperature of plasma cools as T (τ) τ−1/3.

We calculate the energy loss rate of light quark using both ∆x − prescription and ∆u −
prescription of jet. We consider the initial temperature of plasma in JP metric Tc the same
as the temperature of plasma in AdS-Sch metric. The result is shown in figure 2(c,d) which
demonstrates that the behavior of light quark energy loss in the JP metric is same as the AdS-Sch
metric, but the distance that quark traveled before thermalizing increases.

3. Jet Nuclear Modification Factor
To compare our toy model with experimental data, we calculate an approximation of the nuclear
modification factor RAA for jet in the following way. We consider the contributions of both quark
and gluon jets. We assume that the produced parton with initial energy piT loses a fraction of its
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propagate to infinity. Choosing the initial condition for the string where tune how far the jets
travel means how long the quasi-particle lives before thermalizing. There is no known unique
definitions to relate the string profile to a measured jet on the boundary. Matching calculations
in AdS/CFT and pQCD requires computing a gauge invariant observable in both region such as
energy-momentum tensor. Carrying out the corresponding analysis for our non-stationary light
quark worldsheet is computationally demanding and will be left for future work.

However, one can define a jet prescription in the AdS/CFT and calculate the rate of energy
loss from the string profile.

The authors of [16] are motivated by the localization of the baryon density on the boundary
which is of scale of order �x ⇠ 1/⇡ T and defined jet as a part of string which is in the �x
spatial distance from the endpoint. We called this as the “�x � prescription” of jet [16].

In this paper, we propose a novel jet prescription in the dual theory motivated by perturbation
of the stress-energy tensor of SYM theory on the boundary. In fact the radial coordinate which
is the energy scale in AdS space encodes the size of fluctuation on the boundary theory. In our
definition, which is called “�u� prescription”, we separate hard and soft modes such as a part
of string which lies above the critical energy scale u = u? is a part of jet (hightpT modes) and
the rest of string belongs the plasma. We assume a critical energy scale u?(�, t) is of order
⇠ 1/⇡T . We choose u?(�k, t) such that the critical energy scale for jet definition would be equal
to around 500 MeV because these low-pT modes could not be measured by the detectors and
lost. Two jet prescription are illustrated at Fig. (1) (b). We believe that this definition describe
jet more physically.

We evaluate the energy loss rate of jet in the radial � = u parametrization for both
prescriptions of jet and plot in Fig. (2) (a,b). In order to define jet using the �x�prescription,
we choose �(t) as �x = 0.3/⇡ T . Our result on the energy loss rate of light quark using the
�u�prescription shows a Bragg peak at late times which means the explosive transfer of quark
energy to the plasma at late times and is consistence with the previous works [16].

(a) (b) (c) (d)

Figure 2: The instantaneous energy loss of light quark as a function of time in both AdS-BH
metric using the (a) �x � prescription of jet and (b) �x � prescription of jet and JP metric
using the (c) �x � prescription of jet and (d) �x � prescription of jet. The normalization
constant Eq is the energy of half of the string and T = 1/(⇡uh) is the temperature of plasma.
Our jet’s definition reconstruct the Bragg peak in the energy loss rate of light quark in both
static and expanding plasma.

Since the quark-gluon plasma produced at ultra-relativistic heavy ion collision is an expanding
and cooling medium, we study the light quark jet energy loss in a time dependent gravity dual
to the boost invariant flow [46]. This geometry is similar to the static black hole geometry,
but the location of the horizon moves in the bulk as ⌧1/3 where ⌧ is the proper time. Also the
temperature of plasma cools as T (⌧) ⌧�1/3.

Figure 2. The instantaneous energy loss of a light quark jet as a function of time in the AdS-
Sch (a,b) and JP metrics (c,d) in the ∆x prescription and ∆u prescription. The normalization
constant Eq = 100 GeV is the initial energy of the jet, which has a virtuality of 175 GeV2, and
T = 350 MeV is the temperature of the plasma.

energy ε with probability P
(
ε|piT , L, T

)
as the final energy of parton is given by pfT = (1− ε)piT .

Also, we suppose that the the AdS energy loss is approximately independent of the initial energy
[20], and the gluons loss their energy by the factor of 2 in the large Nc limit respect to the quarks.

We suppose that the production spectrum can be approximately by a power law [20], with
slowly varying with respect to pT , then we may find a simple equation for the jet nuclear
modification factor as follows,

RR→jetAA (pT ) =

〈∫
dε P (ε|pT , L, T )

(
1− εR

)nR(pT )−1〉
. (5)

For an absolutely uniform nucleus that is a 1D line, the geometric average is carried out as an
integral over a line of production points with a parton that propagates through the line. In this
case, RR→jetAA (pT ) is obtained from the below line integral [20]

RR→jetAA (pT ) =

∫ Lmax

0

dl

Lmax

(
1− εR(pT , l, T )

)nR(pT )−1
. (6)

We calculate RAA of jet by using our results of jet energy loss in both AdS-Sch and JP metric.
Our results are shown in figure 3. The purple curve shows the RAA obtained from the AdS-Sch
metric, while the blue curve is the RAA obtained from the JP metric. The AdS/CFT results of
jet energy loss show an over suppression of jets in both static and expanding plasma.

The point-like initial condition falling string that we consider here is dual to creation of a
pair of quark-antiquark which fly away each other in the strongly coupled plasma, interact and
loss their energy. We expect that jets produced in the pp collision do not loss their energy. So,
we consider the falling string with the same initial conditions in AdS5 metric. Our results show
that the string falls in the empty AdS5. So, jet loses its energy in the vacuum! We calculate the
RAA for a falling string in AdS5 metric and show in figure 3 (a) in red curve.

In order to compare our results with the experimental data, we define a renormalized RAA
in AdS/CFT as

RrenormAA =
RmediumAA

RAdS5
AA

(7)

We plot the renormalized RrenormAA for jets in both AdS-Sch and JP metric in figure 3
(b) and compare with the CMS preliminary data for the most central Pb-Pb collision at√
sNN = 2.76GeV [15]. A suppression factor of 0.5 for high pT jets is observed in central

Pb-Pb collision in comparison to the pp collisions. Our results also show surprisingly agreement
with CMS preliminary results on jet RAA.
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(a) (b)

Figure 3: (a) Jet RAA as a function of pT in the most central Pb-Pb collision obtained via
AdS/CFT in AdS5 (red), JP (blue) and AdS-Sch (purple) metrics. (b) AdS/CFT jet RAA as
a function of pT compared with the preliminary CMS data in di↵erent e↵ective cone sizes for
anti-kT jets using the Bayesian unfolding method for most central Pb-Pb collision at the LHC
with

p
s = 2.76 TeV per nucleon [43]. The results of our calculations in AdS-Sch and JP metrics

are shown by the purple and blue curves, respectively. The vertical lines indicate uncorrelated
statistical uncertainty, and the wide band the systematic uncertainty for Bayesian unfolding
R=0.3. The green box above 300 GeV/c represents the overall combined uncertainty from TAA

and luminosities.

radial coordinate u? near the event horizon. Our motivation is defining the jet as hard partons.
The instantaneous energy loss of light quark is identified with the energy flux from the point at
u(⌧,�) = u?. We have shown that using the �u � prescription of jet, the light quark energy
loss exhibit the Bragg peak again at late times in both static and expanding plasmas. This late
time behavior of jet energy lost implies that after traveling substantial distances through the
plasma, the thermalization of light quark ends with a large amount of energy transferring to the
plasma which is similar to the energy loss rate of a fast charge particle moving through ordinary
matter.

We considered a brick of plasma and calculated the nuclear modification factor of jet in both
AdS-Sch and JP metric. We assumed that the temperature of plasma around 350 MeV at AdS-
Sch metric and at initial time in JP metric. Our results show an aver suppression of jet of order
of ten respect to the data. We investigated that it is because of the falling string setup at AdS
space. In fact, RAA of jet using the falling string in AdS5 which is dual to jets in vacuum is
not one, even though it is less than one. We introduced a renormalized Rrenorm

AA by dividing the
RAA in the medium to the RAA in the vacuum. Surprisingly, our ratio shows good agreement
with the experimental data on the Rjet

AA of most central Pb-Pb collision at LHC Fig. (3) (b).
On the other hand, the light quark energy loss is highly depends on the initial conditions

of falling string Fig. (1) (a). The only way to determine the energy loss of a jet precisely in
strongly coupled regime is solving the gravitational bulk-to-boundary problem. One can solve
Einstein’s equations for the perturbation in the 5d geometry due to the presence of the string
and according to the bulk to boundary map interpret the near boundary behavior of the metric
perturbation as the perturbation in the SYM energy-momentum tensor by the presence of jet
which will be left for the future work.

Figure 3. (a) Jet RAA as a function of pT in the most central Pb-Pb collision obtained via
AdS/CFT in AdS5 (red), JP (blue) and AdS-Sch (purple) metrics. (b) AdS/CFT jet RAA as
a function of pT compared with the preliminary CMS data in different effective cone sizes for
anti-kT jets using the Bayesian unfolding method for most central Pb-Pb collision at the LHC
with

√
s = 2.76 TeV per nucleon [15].

4. Conclusions
In this paper we have purposed a novel prescription of jet in the context of string theory and
AdS/CFT correspondence. We have defined jet as a part of a falling string which lies above the
radial coordinate u? near the event horizon. Our motivation is defining the jet as hard partons.
The instantaneous energy loss of light quark is identified with the energy flux from the point at
u(τ, σκ) = u?. We have shown that using the ∆u − prescription of jet, the light quark energy
loss exhibit the Bragg peak again at late times in both static and expanding plasmas. This late
time behavior of jet energy lost implies that after traveling substantial distances through the
plasma, the thermalization of light quark ends with a large amount of energy transferring to the
plasma which is similar to the energy loss rate of a fast charge particle moving through ordinary
matter.

We considered a brick of plasma and calculated the nuclear modification factor of jet in both
AdS-Sch and JP metric. We assumed that the temperature of plasma around 350 MeV at AdS-
Sch metric and at initial time in JP metric. Our results show an aver suppression of jet of order
of ten respect to the data. We investigated that it is because of the falling string setup at AdS
space. In fact, RAA of jet using the falling string in AdS5 which is dual to jets in vacuum is
not one, even though it is less than one. We introduced a renormalized RrenormAA by dividing the
RAA in the medium to the RAA in the vacuum. Surprisingly, our ratio shows good agreement
with the experimental data on the RjetAA of most central Pb-Pb collision at LHC figure 3 (b).

On the other hand, the light quark energy loss is highly depends on the initial conditions of
falling string. The only way to determine the energy loss of a jet precisely in strongly coupled
regime is solving the gravitational bulk-to-boundary problem. One can solve Einstein’s equations
for the perturbation in the 5d geometry due to the presence of the string and according to the
bulk to boundary map interpret the near boundary behavior of the metric perturbation as the
perturbation in the SYM energy-momentum tensor by the presence of jet which will be left for
the future work.

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 600



References
[1] Adams J et al. (STAR Collaboration) 2005 Nucl.Phys. A757 102–183 (Preprint

nucl-ex/0501009)

[2] Adcox K et al. (PHENIX Collaboration) 2005 Nucl.Phys. A757 184–283 (Preprint
nucl-ex/0410003)

[3] Arsene I et al. (BRAHMS Collaboration) 2005 Nucl.Phys. A757 1–27 (Preprint
nucl-ex/0410020)

[4] Back B, Baker M, Ballintijn M, Barton D, Becker B et al. 2005 Nucl.Phys. A757 28–101
(Preprint nucl-ex/0410022)

[5] Policastro G, Son D T and Starinets A O 2001 Phys.Rev.Lett. 87 081601 (Preprint
hep-th/0104066)

[6] Kovtun P, Son D T and Starinets A O 2005 Phys.Rev.Lett. 94 111601 (Preprint
hep-th/0405231)

[7] Maldacena J M 1998 Adv.Theor.Math.Phys. 2 231–252 (Preprint hep-th/9711200)

[8] Witten E 1998 Adv.Theor.Math.Phys. 2 253–291 (Preprint hep-th/9802150)

[9] Gubser S, Klebanov I R and Polyakov A M 1998 Phys.Lett. B428 105–114 (Preprint
hep-th/9802109)

[10] Aharony O, Gubser S S, Maldacena J M, Ooguri H and Oz Y 2000 Phys.Rept. 323 183–386
(Preprint hep-th/9905111)

[11] Casalderrey-Solana J, Liu H, Mateos D, Rajagopal K and Wiedemann U A 2011 (Preprint
1101.0618)

[12] Yin Z B (ALICE Collaboration) 2013 Acta Phys.Polon.Supp. 6 479–484

[13] Aad G et al. (ATLAS Collaboration) 2010 Phys.Rev.Lett. 105 252303 (Preprint 1011.6182)

[14] Chatrchyan S et al. (CMS Collaboration) 2011 Phys.Rev. C84 024906 (Preprint 1102.1957)

[15] Collaboration C (CMS Collaboration) 2012

[16] Karch A and Katz E 2002 JHEP 0206 043 (Preprint hep-th/0205236)

[17] Herzog C, Karch A, Kovtun P, Kozcaz C and Yaffe L 2006 JHEP 0607 013 (Preprint
hep-th/0605158)

[18] Chesler P M, Jensen K, Karch A and Yaffe L G 2009 Phys.Rev. D79 125015 (Preprint
0810.1985)

[19] Janik R A and Peschanski R B 2006 Phys.Rev. D73 045013 (Preprint hep-th/0512162)

[20] Horowitz W A 2010 (Preprint 1011.4316)

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 601



First principle study of structural, thermal and

electronic properties of the chalcopyrites

AlAgX2(X=S,Se,Te)

GM. Dongho Nguimdo, Daniel P. Joubert

School of Physics, University of the Witwatersrand, Private Bag 3, Johannesburg 2050, South
Africa, tel.: +27 (0)11 717 6804, fax: +27 (0)11 717 6830.

E-mail: GuyMoise.DonghoNguimdo@students.wits.ac.za

Abstract. First principles density functional theory calculations of structural, thermal and
electronic properties of the bulk chalcopyrites AlAgX2 (X=S,Se,Te) were performed using the
local density approximation and the modified Becke Johnson approximation. The optimized
structure and lattice constants are obtained after a full relaxation of the structure while
equilibrium volumes, bulk moduli and derivatives are extracted by fitting the Birch Murnanghan
equation of state. For each compound, a systematic study of the density of states, the bandgaps
and the band structure was carried out for the different approximations. We found that the
modified Becke Johnson approximation gives the most accurate fundamental gap when compared
to the experimental data. Phonon frequencies are used to predict the dynamical stability of the
structure at the ground state. Thermal properties including free energy and heat capacity are
also discussed.

1. Introduction
Increasing energy demand and the search for sustainable, environmental friendly and cheap
sources of energy have been a challenge for the scientific community over the last decades. The
ternary chalcopyrite semiconductors AIBIIIXVI (A=Ag,Cu; B=Al,Ga,In; X= O,S,Se,Te) are
promising materials to investigate for meeting this challenge. They are also predicted to have
potential uses in many other technology applications including low dimensional transistors and
optoelectronic devices and photocatalytic splitting [1–3]. Several studies, both experimental
and theoretical, have been carried out on these compounds. Hai et al. [4] showed from ab
initio calculations that the bandgaps of CuInSe2 and CuGaSe2 are well predicted by the hybrid
functional B3PW91 than any others hybrids functionals. Tsuyoshi et al. [5] studied the effect
of Cu vacancies on the stability of CuXSe2(X=In,Ga,Al). Lekse et al. [6] investigated the effect
of the solid state microwave synthesis methods on the purity of AgInSe2.

Our interest in the properties of the AlAgX2(X=S,Se,Te) stems from the fact that in these
coumpounds, unlike to the other chalcopyrites families, properties such as vibrational and
thermal behaviour have yet not been studied. Moreover, because of the well known problem of
discontinuity of the functional derivative on the traditional functionals such as LDA and GGAs,
previous studies led to a significant underestimation of the fundamental bandgap [7, 8].

To overcome this issue, more elaborate functionals have been developed including the
LDA+U [9], the modified Becke-Johnson functional(MBJ) [10], the hybrid functional HSE [11],
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and the GW approach [12]. In first principle calculations, a balance should be found between
accuracy of the result and computational time. GW and HSE methods are usually accurate,
but are computationally very expensive. Recently, Tran and Balha [10] have developed the
MBJ potential which seems to be meeting both requirements and also for a large number of
semiconductors and insulators. The MBJ potential is defined as:

vMBJ
x,σ (r) = cvBR

x,σ(r) + (3c− 2)
1

π

√
5

12

√
2tσ(r)

ρσ(r)
, (1)

where vBR
x,σ(r) is the Becke-Roussel potential, ρσ(r) and tσ(r) are the electron and the kinetic

energy density. The c parameter depends on the unit cell volume and some free parameters
whose values are obtained according to a fit to experimental data.

In this paper, we use the MBJ potential to investigate the bandgaps and the density of states
(DOS) of AlAgX2. LDA bandgap is also included for comparison. Dynamical stability and
thermal properties are also studied by means of phonon calculations. Our paper is organised as
follows: In section 2, we outline the computational method. Section 3 is dedicated to results
and discussion while the summary is given in Section 4.

2. Computational details
We employ the first principle DFT method as implemented in the vasp package [13] with
inclusion of the plane wave Projector Augmented Wave PAW [14]. To determine the size of
the plane wave basis set and k-points mesh for sampling the Briouillon Zone (BZ), a series of
convergence tests were performed in order to minimize the total energy. We choose a cut-off
energy of 520 eV which leds to total energy tolerence of about 0.1 meV. For the integration over
the BZ, a Γ-centered Monkhorst-pack grid [15] of 7× 7× 7 was found sufficient. The LDA [16]
and MBJ are used as exchange-correlation potential. The geometry optimization of the structure
and lattice vibrational calculations are performed using LDA only. The linear response method
within the density function perturbation theory (DFPT) [17] was used the calculation of phonon
and thermal properties The phonopy package [18] is used to extract information from DFPT
calculations. Initial structures were obtained from Materials Project database [19, 20]. The
high symmetry points for plotting the band structure and and phonon dispersion curves were
generated using the online version of the aflow software [21].

3. Results and discussions
3.1. Structural properties
As with other chalcopyrites, AlAgX2 compounds crystallise in the zincblende structure with
the space group I4̄2d (No. 122). In first principle calculation, the geometry optimization
and ionic relaxation are performed through a self-consistent minimization of the forces and
total energy. Usually, in the construction of the exchange-correlation potentials, the energy
is approximated and the potential is then determined as a functional derivative of the energy

functional, Vxc =
(
δExc[n]
δn

)
. The MBJ potential was originally constructed as an approximate

potential itself [10]. In such cases, it it suggested to use the van Leeuwen-Baerends line
integral [22] or the Levy-Perdew virial relation [23] to obtain the energy. Recently, Gaiduk
et al. showed that the Becke-Jonshon potential doest not satisfy those conditions and therefore
is not a functional derivative [24]. Hence for the structural calculations, it is advised to use
other functionals. We use the LDA functional for our calculations. Our results are summarized
in Table 1 and compared with previous DFT calculations as well as experimental data. The
lattice parameters are underestimated because of the well known problem of overbinding in
LDA. Nevertheless, our results are within 5% of the experimental values. The slight difference
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with other calculated results might come from the method used. Bulk modulus (B0) and its
derivative (B

′
0) are extracted by fitting the energy per atom and the volume per atom to the

Birch Murnangan [25] equation. Results show that these compounds are not hard materials
with AlAgTe2 been the softest of the series. We could not find any previous theoretical or
experimental values for B0 and B

′
0. These results therefore may serve as a reference.

Compounds Functional a(Å) c/a V0(Å
3) B0(GPa) B′

0

AlAgTe2

LDA 6.25 1.91 29.04 55.14 4.83
LDAa 6.22 1.97 - - -
Expa. 6.29 1.88 29.31 - -

AlAgSe2

LDA 5.88 1.84 23.36 67.16 4.92
LDAa 5.78 1.99 - - -
Expa. 5.95 1.81 23.83 - -

AlAgS2

LDA 5.61 1.82 20.07 80.5 5.65
LDAa 5.48 1.99 - - -
Expa. 5.72 1.77 20.86 - -

a = Ref. [7]

Table 1: Structural parameters of AlAgX2(X=S,Se,Te) compared to the available experimental
and theoretical data.

3.2. Electronic properties
Using the relaxed structures from previous calculations, we calculate the band structure and DOS
using MBJ potential. The LDA calculations are also included for comparison. Bandstructures
are depicted in Figure 1 and it can be noted that the overall features are similar. The main
difference is on the size of the gap. The minimum of the conduction band (MCB) and the
maximum of the valence band (MVB) both occur at the Γ point, indicating that these compounds
are direct bandgap in the ground state. From Table 2, one can note that LDA dramatically
underestimated the bandgap for all the tree compounds. Such behaviour is common to LDA
calculations. Previous studies have predicted bangaps in the range of our LDA results (see
Table 2). MBJ predicts bandgaps of 3.15 eV, 2.38 eV, and 2.14 eV for AlAgS2, AlAgSe2 and
AlAgTe2, respectively. These values are in good agreement with 3.14 eV, 2.55 eV, and 2.27 eV,
respectively, obtained from experiment. It is expected that similar results would be obtained
with more sophisticated techniques, namely, GW and HSE, but with a very long computational
time. The advantage of MBJ is that it combines the accuracy and less computational time.
Although the band structure gives information on the size and the nature of the bandgap, it is
not obvious to state which orbital contribute to the formation of the bandgap. More details can
be obtained from the Density of States (DOS).

Figure 2 displays the partial density of states (PDOS) of the compounds. The conduction
band is mainly from Al-p, X-p and Ag-s states. It is worth to note that the small X-p peak which
contributes to the formation of the edge of the MCB in AlAgS2 tends to reduce in intensity and
shifts to lower energy in AlAgSe2 and does not exist on the AlAgTe2 spectrum. It is rather
the Al-p orbital which has the most significant contribution. This could be related to the bond
lengths of the chalcogenide atoms with the transition metal atoms which tend to increase with
atomic radius and hence, the volume per atom of AlAgTe2 is the largest of the series. We believe
such character to be the essence of the narrowing of the bandgap. The edge of the valence band
is dominated by Ag-d and X-p orbitals and the strong hybridization between the two orbitals
in AlAgS2 reduces gradually in the two other compounds.

3.3. Dynamical stability and thermodynamic properties
Performing phonon calculation is usually a very delicate task because of the difficulty of
calculation of the exact force constant acting on an atom. A reliable force constant is usually
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Table 2: Bandgap Eg (eV) of AlAgX2 compared to the available experimental and theoretical
data. The calculations in Ref. [7] were performed using the tight- bonding linear muffin-tin
orbital (TB-LTMO) method.

AlAgTe2 AlAgSe2 AlAgS2

LDA LDA MBJ Exp. LDA LDA MBJ Exp. LDA LDA MBJ Exp.

Eg(eV) 1.12 1.36a 2.14 2.27a 1.07 1.59a 2.38 2.55a 1.83 1.98a 3.15 3.13a

a = Ref. [7],

Figure 1: Band structure of AlAgX2 calculated using MBJ. Both the minimum conduction and
maxi,um valence band occur at the Γ point indicating a direct bandgap for all the compounds.

Figure 2: (Colour online) Density of states of AlAgX2. The Fermi level EF is shifted to zero.

obtained by using a supercell since in the normal unit cell, interaction between the displaced
atoms and their images is important. A supercell of 64 atoms and with a 2× 2× 2 k-points grid
were used for our calculations. The calculations should also meet the total energy convergence
criterion. Hence because of the non existence of MBJ exchange correlation energy as stated
above, LDA is used as exchange correlation functional. A structure is predicted to be stable
with respect to phonon when no vibration modes have imaginary real frequencies.. The phonon
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Figure 3: (Colour online) The phonon-dispersion curves of AlAgX2.

spectrum along the high symmetry points is depicted in Figure 3. A careful observation shows
that apart from the acoustic modes going to zero frequencies around the Γ point, all the phonon-
dispersion curves remain positive throughout the BZ attesting to the stability of the structures.
Moreover, there is not a clear limit between the acoustic and the optical modes for all the three
spectra with AlAgS2 having the highest optical modes.

Phonons contribute to a range of thermodynamic properties including Helmholtz free energy
F (T ), entropy S(T ) and heat capacity at constant volume Cv(T ). F (T ) and Cv(T ) are displayed
in Fig.(4) up to 1000K. In this temperature range, it is assumed that phonon interactions is
still small such that anharmonic interaction are not occurring yet. The Helmholtz free energy is
defined as F = U−TS with U the internal energy. Since entropy S is an increasing function of the
temperature, F should decrease with increment of temperature. All the three compounds satisfy
that condition. F (T ) does not go to zero at 0K indicating a zero point motion in the systems.
Cv(T ) increases rapidly at lower energy [0− 200K] as predicted in the Debye model [26]. From
the room temperature ∼ 300K, it converges to a limit close to 200J/K.mol . This asymptotic
behaviour is in agreement with the Dulong-Petit law which states that Cv(T ) should tend to
3Rn at high temperature with R = 8.31J/K.mol the gas constant and n the number of atom in
the unit cell [26]. Each of our unit cells has n = 8 atoms and leads to Cv(T ) ' 199, 44J/K.mol
which corresponds to the limit obtained in Fig.(4-b).

Many factors contribute to the heat capacity and are of varying importance. For insulators
and semiconductors, the principal contribution comes from lattices vibration at low temperature.
By increasing the temperature, electrons get excited and their contribution cannot be neglected.
The population of electrons in the conduction band starts increasing when the thermal energy
KBT (KB, the Boltzmann constant) approaches the energy gap (KBT ∼ Eg). The maximum
temperature in our study was set at 500K which leads to a thermal energy of 0.042 eV. This
value is lower than all the calculated bandgaps. We can conclude that up to 500K, the phonon
contribution to Cv is still the most important for the compounds under investigation.

4. Conclusion
In this work, we have studied the structural, electronic and thermal properties of the
chalcopyrites AlAgX2 (X=S,Se,Te) using LDA and MBJ approximations. In spite of the
overbonding in LDA, lattice parameters obtained from our calculations were in the range of
experimental values. Band structures spectrum show that all the three compounds have a direct
bandgap. By the mean of the MBJ potential. we obtained very accurate bandgaps compared to
experimental data. The advantage of using the MBJ is that it is known to be as cheap as LDA
and GGAs in term of computationally time. Similar agreement with experimental data is usually
obtained with very computational expensive methods such as HSE and GW methods. The PDOS
spectra show that the p orbitals from chalcogenide and Al atoms contribute significantly to the
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Figure 4: (Colour online) Free energy and Heat capacity of AlAgX2.

formation of the MCB and therefore are at the essence of the bandgap difference between the
three compounds. Using the supercell methods with the DFPT, we study the dynamic stability
of AlAgX2. Because of the absence of negative frequencies along the phonon-dispersion curves,
AlAgX2 are predicted to be dynamically stable at the ground state. Heat capacity follow the
Debye model at low temperature and converges to the Dulong-Petit limit at high temperature.
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Abstract. Neuroscience and quantum physics have a central feature in common: both
disciplines study objects that largely remain a mystery to scientists. While a century after
the discovery of quantum theory, physicists still struggle to interpret their quantum objects’
counterintuitive behaviour, biologists are not even close to understanding the mechanisms
underlying the remarkable performance of our brain. The research field of quantum neural
networks (QNNs) combines both ‘mysteries’ by investigating how established models of neural
networks can be formulated in the language of quantum theory. Far away from the rather
esoteric discourses of a ‘quantum brain’, QNN models first and foremost aim at developing
efficient algorithms to run on future realisations of quantum computers. QNNs thereby promise
to provide a substantial speed-up or increased memory capacity relative to classical neural
networks. However, beyond questions of powerful computing technology, a success in the yet
relatively small field of QNN research could give a first hint that our brain makes use of quantum
mechanics to master its incredible tasks. In that sense, QNN research can be seen as a subfield
of the ‘dawn’ of quantum biology which evaluates the question of how nature employs quantum
effects in macroscopic (i.e. hot and dense) environments to optimise its processes.

1. Introduction
One of the most important scientific questions yet to answer is the problem of how the ‘hardware’
of our brain leads to its functioning in terms of thoughts, memory and consciousness. Some
voices claim that an important ingredient of an explanation of ‘how the mind emerges from
matter’ is quantum mechanics. On the more populist side, the discourse seems to be fuelled
by the fascination of merging two scientific mysteries, namely the counterintuitive behaviour of
the microscopic world and the black-box our most important organ still appears to be.1 But
also more established physicists argue in favour of a brain based on quantum mechanics as a
potential avenue of solving the open problem of computation in the brain works. The most well-
known is Sir Roger Penrose who, in collaboration with the anaesthesiologist Stuart Hameroff,
located quantum computing in the microtubules or cytoskeleton of neural cells [1]. Another
approach is the quantum brain model by Ricciardi and Umezawa [2] and further developed by
Pessa and Vitiello [3] in which the states of neural networks are understood as collective modes
using the formalism of Quantum Field Theory. The nonlocal properties of both quantum waves

1 Popular science debates on a ‘quantum brain’ lead to journals of controversial scientific scope such as
QuantumNeurology.
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and consciousness gave rise to notions of a ‘quantum consciousness’ [4, 5]. However, solving the
mind-matter problem through quantum physics is highly controversial [6, 7, 8].
Another meeting point between neuroscience and quantum physics are quantum neural networks
(in short, QNNs). Conventional neural networks are simplified mathematical or computational
models of the neural setup of our brain. QNNs are then models or devices that integrate
quantum computing and neural networks as two promising paradigms of information processing
in order to improve classical neural networks. Besides their potential computational power,
QNNs contribute important arguments towards the debate on the role of quantum physics in
the brain. If it can be shown that neural computation (which is widely assumed to be the basic
mechanism of how the brain works) is dramatically improved by introducing quantum effects,
we could further investigate if on a biological level, quantum neural computing can be observed.
It turns out that QNN research feeds the arguments against quantum brain models: neural
networks, characterised by nonlinear neural activation functions, and quantum systems based
on a probabilistic description of linear operations, show very distinct mathematical structures.
However, apart from their questionable biological explanation power, QNNs constitute an
exciting research topic from a computational perspective. Increasing the performance of classical
neural networks would have a significant effect on applications of machine learning and would
extend the potential field in which future quantum computers could be useful.
This brief contribution intends to introduce into the theoretical foundations of QNNs (Section
2) and QNN research (Section 3) in order to reflect on the question if these have the potential
to serve as realistic models of the brain. It comes to the conclusion that we have to see QNNs
rather from a computational than a biological perspective, and that the challenges in merging
quantum physics and neuroscience rather point towards the fact that quantum brain models are
not that easy to derive (Section 4).

2. Information processing with neurons and quantum objects
To understand the basics of how neurons process information, we have to look at how they feed
signals into one another through synaptic connections. Neurons are tube-like cells that transmit
so called action potentials. An action potential is a localised depolarisation of the equilibrium
membrane potential of usually −70mV traveling along the neuron2. A neuron transmitting an
action potential is called ‘active’ or ‘firing’ as opposed to a ‘resting’ neuron.
Each of the approximately 1011 neurons in our brain has 1 to 104 synaptic connections to other
neurons, making up for a total number of 1014 synapses [9]. When an action potential reaches a
(chemical) synapse, neurotransmitters are released into synaptic cleft and open up ion channels
in the membrane of the subsequent or post-synaptic neuron, so that a post-synaptic potential is
created. In simple words, neurons produce signals in other neurons that depend on the synaptic
strength with which they are connected. If all these incoming signals to a neuron exceed a
certain threshold, the neuron produces an action potential and becomes active.
This synaptic activation mechanism can be translated into a simple mathematical model called
perceptron and first introduced in [10]. It is based on binary neurons proposed by [11] in the
1940s. In a perceptron setup, N input neurons x1, ..., xN with values of either 0 (resting) or 1
(active) feed into a neuron y with threshold θy, and the strength of the synaptic connections
between xi and y is simulated by a weight wiy. Neuron y is activated (represented by setting
it to 1) if the input signal from x1, ..., xN multiplied by their respective weights exceeds the

2 The resting potential of the membranes of neural cells is kept up by the relative ion concentration inside and
outside the membrane permeable through voltage-guided ion channels.
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Figure 1. (Colour online) Neural computing derived from biological synapses. Top left: A
neuron fires action potentials if the combined signals from neurons feeding into it through
synaptic connections lead to an above threshold post-synaptic signal. Top right: Synaptic
connections can be mathematically modelled by perceptrons with binary neurons x1,2,3 connected
to output neuron y through the connections weighted by w1y,2y,3y and a step or sigmoid activation
function. Bottom: In neural networks, neurons are either recurrently connected (recurrent
neural network on the left) or structured in subsequent layers (feed-forward neural network on
the right).

threshold. The mathematical formulation is the activation or updating function

y =

 1, if
N∑
i=1

wiyxi ≥ θy,

0, else.

This binary perceptron is often replaced by continuous versions, for example by choosing

xi, y ∈ [−1, 1] and y = sgm(
N∑
i=1

wiyxi + θy), where sgm denotes the sigmoid function.

A neural network is a set of interconnected neurons whose dynamics are defined by the activation
mechanism. After setting neurons to an initial value, they are successively updated in a given
sequence and the output of the neural network can be read out of the final state of the neurons.
In recurrent neural networks, all neurons take part in this process until the network states
converges to a stable point, while in feed-forward neural networks the information processing
goes through layers and the output is read out at a final set of neurons [12]. Neural networks
are consequently like computers that convert an input signal into an output signal, and their
success is based on the fact that through adjusting the weights, neural networks can learn a
input-output mapping just as our brain does.

If we want to design a quantum neural network derived from biological foundations, we need
to find a way to introduce quantum effects in the perceptron updating mechanism. What do
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we mean by quantum effects? Quantum theory is a mathematical framework used by physicists
to describe the behaviour of very small particles under isolated conditions. The physical laws
on small scales are thereby very different from Newton’s classical mechanics. Our description
of atoms, electrons or photons for example assigns a wavefunction to a particle, that can be
modelled by a vector with the notation |ψ〉 in a special vector space called Hilbert space. The
wavefunction contains information on the probability of the particle to be in a certain state
(e.g. position, momentum or energy). The central fact is that this probabilistic description
does not correspond to our lack of knowledge on the system, but derives from the fact that the
particle is in general in a so called superposition of different states, sometimes referred to as
being in ‘all states at the same time’. The interaction with a macroscopic environment such
as a measurement then picks one of these states with the given probability and ‘collapses’ the
particle superposition (which is why we could never observe quantum effects directly on our
macroscopic scales).
This remarkable property of the microscopic world can be exploited for information processing,
for example through a quantum system that encodes binary information like a computer, but
is able to ‘do calculations’ on a superposition of all possible bit strings at the same time, and
consequently retrieves a result by measuring the system. It is not easy to invent algorithms on
such a quantum computer, but since two decades a number of powerful quantum routines are
known to outperform classical computers, and many scientists think that it is only a question
of time until quantum computers will become reality. The art of developing a quantum neural
network which draws on neural computing is to use insights from quantum information theory
in order to improve the performance of neural networks. We will briefly sketch the scope and
results of QNN research before we discuss the central question of this article, namely what QNNs
can tell us about the feasibility of a quantum brain.

3. Quantum neural network research
The development of a quantum neural network first and foremost aims at improving the
computational efficiency of neural networks through the introduction of quantum effects.
Neural networks are powerful devices with important application in tasks of machine learning
[13, 14, 12], but they can be very costly in terms of computational resources. This is where the
quantum speed-up is supposed to help.
The basic idea of introducing quantum properties into classical NNs is to replace the McCulloch-
Pitts neuron x = {0, 1} by a qubit |x〉 of the two-dimensional Hilbert space H2 with basis
{|0〉 , |1〉}. The state of a network with N neurons thus becomes a quantum product state of the
2N -dimensional Hilbert space

|ψ〉 = |x1〉 ⊗ |x2〉 ⊗ . . .⊗ |xN 〉 = |x1x2 . . . xN 〉 ∈ H2N = H2 ⊗ . . .⊗H2︸ ︷︷ ︸
Ntimes

.

Apart from the ‘qubit neuron’ (or ‘quron’), proposals for QNN models vary strongly in their
proximity to the basic idea of neural networks. Some try to directly translate the activation
mechanism into quantum mechanics [15, 16], a task which is nontrivial because of the structural
differences between the mathematical formalism of quantum computing and neural computing.
In a more liberal approach, researchers introduce a hypothetical quantum evolution that
corresponds to the nonlinear function, the so called dissipative operator D [17], but they fail
to find a possibility to create such an operator. Others implement a quantum neural network
through interacting quantum dots [18], a task that requires advanced technologies in controlling
the interaction strengths, especially if the systems are scaled up from mere proof-of-principal
examples.
An important approach is also the development of a quantum associative memory (QAM) which
attempts to simulate the functioning of a neural network without considering the neuroscientific
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basics [19, 20]. In our previous research, we followed this idea and used so called stochastic
quantum walks in order to impose dynamics on an abstract quantum system that reproduces
the basic features of an associative memory [21]. Quantum walks are equivalents to classical
random walks which describe a stochastic process in which a walker jumps between nodes of a
graph with predefined probabilities. We were able to show that a specific quantum version of
these processes together with a certain construction of the underlying graph can lead the walker
from a node representing an intial firing state of a neural network to a node representing the
desired output. The quantum nature of the walk thereby led to a slight speed-up in a specific
parameter range.
Altogether, QNN research is still in its infancy and a successful QNN model based on biological
foundations is still outstanding. However, the efforts are part of the new emerging field of
quantum machine learning, and might gain more importance if one day quantum computers are
accessible for real applications.

4. Conclusion: Is the brain a quantum computer?
As mentioned above, it is difficult to combine quantum theory and neural computing. Neural
networks rely on nonlinear activation functions, which in the case of the threshold function works
as a switch to activate a neuron through an incoming signal. On the other hand, quantum theory
is a probabilistic description and formulated through linear transformations of amplitudes that
carry information on the probability of measuring a certain state. Even if we could understand
neurons as quantum objects, neural quantum computing seems to fail with this incompatibility.
As formulated in [17], we would require a dissipative quantum operator D that imitates the
threshold activation function, but up to today there are no proposals known to the authors of how
such a transformation could look like. Other ideas that translate neural networks into quantum
mechanics while preserving the biologically observed activation mechanism fail to incorporate
compatible (unitary) process of learning [15].
The difficulty in creating a powerful quantum version of neural computation supports arguments
against simple notions of our brain to be a ‘quantum computer’ (as it was previously framed in
a Nature contribution [22]). This adds to other important points made regarding the possibility
of observing quantum effects in biological systems like the brain. First, the brain is a ‘hot
and messy’ sphere of high temperatures and high particle densities. These properties destroy
quantum coherence thereby rendering quantum effects irrelevant on observable timescales.
Tegmark in fact estimated the decoherence time for collisions between the roughly 106 ions
involved in the process of generating an action potential at a membrane site to be τ = 10−20s
[8]. Since this time scale is much smaller than the 10−3s of a firing event in fast neurons, he
concludes that “the computations in the brain appear to be of a classical rather than quantum
nature,” [8, 12, italics left away]. Litt et al. add that the brain also lacks a mechanism for the
complex task of quantum error correction [23]. Second, from what we know today, information
processing in the brain is executed through the above described transmission of action potentials
along neurons and their connections [24]. To explain how the brain performs quantum computing
based on neuroscientific insights, we would have to introduce the entire (macroscopic) neuron
as a quasi-particle and its complex firing process as a quantum state. This seems to be far away
from quantum objects studied up to today.
As a conclusion, we can summarize that the challenge to express the neural updating function
within the framework of quantum theory might be taken as an additional argument against the
hypothesis that our brain is a quantum computer, adding towards the decoherence concerns put
forward by various authors. Despite this fact, QNNs provide an exciting research field focusing
on the potential of quantum computing to increase the performance of neural networks. These
attempts are not confined to approaches preserving biological features of neural computing but
can use the entire toolbox of quantum computing to develop a powerful QNN model that is
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applicable for central machine learning tasks.
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Abstract. Under the system-environment interaction the dynamics of the open system can be
described by a set of quantum trajectories satisfying some stochastic Schrödinger equation. Such
an approach can be extended to the non-Markovian regime by replacing white noise with colored
noise. This approach is efficient for simulations with the help of the time-discrete stochastic
wave-function methods. As an illustrative example we consider the model of a dissipative qubit.
The adaptive Platen method has been derived in order to introduce the colored noise to the
iteration algorithm. Also, we test the validity of the approximation based on the Nakajima-
Zwanzig method in the stochastic sense. This method is not well studied and needs further
investigations.

1. Introduction
A first aim of the theory of open quantum systems is the description of the time evolution of a
system S (the open system) interacting with an external environment E. One of the ways to
describe the partial dynamics of such a system is to use the generalized master equation for the
reduced density matrix η(t). In this situation the simple approach is based on the absence of
memory effects of the environment and is provided by the Markov approximation. Nevertheless,
this approach is no more valid when the memory effects can not be excluded: strong coupling,
correlation, and entanglement in the initial S-E state and the system at low temperature. This
gives rise to the theory of non-Markovian quantum dynamics, for which a general theory does
not exist, but only approaches, for example [1, 2, 3].

Under the system-environment interaction the dynamics of the system can be described by
a set of quantum trajectories satisfying some stochastic Schrödinger equation. In this case, the
density matrix of the system is recovered as an average over all possible number of trajectories
of the state vector E[|ψ(t)〉〈ψ(t)|] = η(t). Such an approach can be extended to the non-
Markovian regime by replacing white noise with colored noise [3]. Specifically, the colored noise
is represented by an Ornstein-Uhlenbeck process.

We describe the numerical investigation of the dynamics of a non-Markovian dissipative qubit,
studied analytically in [3]. The stochastic simulations were done with the help of the extended
Platen method.

The results of the simulations are compared with an analytical approximation firstly presented
in [4] which is based on the Nakajima-Zwanzig projection method but conceptually is different
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due to the appearance of the stochastic terms in the non-Markovian master equation. This
method is not well studied and needs further investigations.

2. The linear SSE with colored noise and the closed stochastic master equation
In this section we will show two methods, presented recently in [3] and in [4]. Both the methods
describe the non-Markovian dynamics. One method is based on the introduction of memory
effects with the help of the colored noise and can be used for the simulations. Another method
is an analytical approach, that is based on the Nakajima-Zwanzig method utilized to get a
closed stochastic master equation. Furthermore, the simulation results will be compared with
this analytical approach.

Let us start from the method, presented in [3]. A generic homogeneous linear stochastic
differential equation for the non-normalized state φ(t) with W = {Wj(t), t ≥ 0, j = 1, . . . , d},
a continuous d-dimensional Wiener process:

dφ(t) = K(t)φ(t) dt+
d∑

j=1

Rj(t)φ(t) dBj(t), (1)

where φ(0) = ψo, ψ0 ∈ H, the coefficients Rj(t),K(t) are (non-random) linear operators on
separable, complex Hilbert space H. The normalized vector ψ(t) = φ(t)/ ‖φ(t)‖ corresponds to
the conditional state of the system given the observed output up to time t and is often called the
a posteriori state. For the case of measurement in continuous time the output is not discrete, but
it is a whole trajectory of some observed quantity; this brings into play the stochastic processes.
Apart from this complication, the linear stochastic Schrödinger equation is an evolution equation
for the non-normalized vectors φ(t).

The stochastic differential equation (1) is to be intended in integral sense and the solution φ
is the continuous, adapted Itô process [5] satisfying

φ(t) = ψ0 +

∫ t

0
K(s)φ(s) ds+

d∑
j=1

∫ t

0
Rj(s)φ(s) dWj(s).

The last term in the above equation is a stochastic Itô integral (see [5] ). The coefficient in the
drift part of (1) has the structure:

K(t) = −iH(t)− 1

2

d∑
j=1

Rj(t)
†Rj(t), (2)

where H is the effective Hamiltonian of the system.
Finally, the linear stochastic Schrödinger equation (diffusive type) [6] is given by

dφ(t) =

(
−iH(t)− 1

2

d∑
j=1

Rj(t)
†Rj(t)

)
φ(t) dt+

d∑
j=1

Rj(t)φ(t) dWj(t), (3)

φ(0) = ψ0, ψ0 ∈ H, ‖ψ0‖ = 1, H(t) = H(t)†. (4)

The extension of the Markovian approach allows to describe the random dynamics for open
quantum system with memory by introducing colored noise in the linear stochastic Schrödinger
equation. In our case the model represents a dissipative evolution with memory, but without
any observation of the quantum system.
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The colored stationary Ornstein-Uhlenbeck (O-U) process X(t) is defined by

X(t) = e−kt
Z√
2k

+

∫ t

0
e−k(t−s)dW (s), k > 0, 0 ≤ s < t < +∞, (5)

and satisfies the stochastic differential equations:

dX(t) = −kX(t)dt+ dW (t), X(0) = Z/
√

2k, (6)

where W (t) is a one-dimensional Wiener process and Z is a standard normal random variable.
We note, that Z is independent from the Wiener process. The non-Markovianity of the O-U
process follows from the fact that its correlation function is no more a δ-function (the Markovian
regime is recovered in the limit k ↓ 0):

E[Ẋ(t)Ẋ(s)] = δ(t− s)− k

2
e−k|t−s|. (7)

Let us consider a one-dimensional driving noise X(t) and three non-random operators C, D and
R on H. The starting point is the basic linear stochastic Schrödinger equation

dφ(t) =
(
A+BX(t)

)
φ(t) dt+Rφ(t) dX(t), (8)

where X(t) is the stationary O-U process. This can be rewritten by changing dX according to
its definition:

dφ(t) =
(
A+X(t)B − kX(t)R

)
φ(t) dt+Rφ(t)dW (t), (9)

and the initial condition is a wave function ψ0 ∈ H, such that ‖ψ0‖2 = 1. To perform the
normalisation condition for the probability E[‖φ(t)‖2] = 1 we need to impose two self-adjoint
operators K and H0 such that

B = −iK +
k

2

(
R+R†

)
, A = −iH0 −

1

2
R†R. (10)

As a consequence the initial Eq. (8) becomes

dφ(t) =

(
−iH(t)− 1

2
R†R

)
φ(t) dt+Rφ(t) dW (t), (11a)

H(t) := H0 +X(t)L, L := K +
ik

2

(
R† −R

)
. (11b)

Apart from the randomness introduced by the random Hamiltonian H with colored noise X(t)
we have the same situation of the linear (3).

For the case of a random unitary evolution we take B = 0 in Eq. (8), which gives also K = 0.
Moreover, the conditions (10) become

R = −iV, V † = V, A = −iH0 −
1

2
V 2.

Then, we get

L = −kV, H(t) = H0 − kX(t)V. (12)

As it was demonstrated in [7], the linear stochastic Schrödinger equation reduces to :

dφ(t) = −i

[
(H0 − kX(t)V ) dt+ V dW (t)

]
φ(t)− 1

2
V 2φ(t)dt. (13)
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The evolution of the quantum system is completely determined by the time-dependent, random
Hamiltonian H(t) of an isolated and closed system incorporating a random environment
characterized in terms of O-U process.

Sometimes, it is convenient to study the state corresponding to the statistical operator η(t)
which is the state we attribute to the system at time t, when the output is not known and this
is the second method, derived in [4]. The a priori state that corresponds to the master equation
(which is not closed) is:

η(t) = E[|ψ(t)〉〈ψ(t)|], (14)

where E corresponds to the mean value and ψ(t) = φ(t)/ ‖φ(t)‖.
Using the definition (14) and (13) the stochastic master equation is obtained. The closed

stochastic master equation has been derived by the adapting Nakajima-Zwanzig method (for
full derivation see [4, 7]):

η̇(t) ' L0[η(t)] +
k

2

∫ t

0

[
V, e(L0−k)(t−s)[[V, η(s)]

]]
ds. (15)

The methods presented above will be considered for the model of the dissipative qubit. Also,
in the next section it will be shown, how to introduce the colored noise to the simulation
algorithm.

3. The simulation
The description of open quantum systems by using stochastic wave-function methods has
recently received a great deal of attention. By using the wave function instead of the density
matrix, one can significantly speed up computer simulations as the dimension of the system
increases [8].

Let us consider the two presented methods on the concrete example, namely the dissipative
qubit. For this model we have the following parameters:

H0 =
ω0

2
σz, ω0 > 0, V =

√
γ

2
σy, γ > 0. (16)

The linear stochastic Schrödinger equation (13) then becomes:
dφ1(t) = −1

2

(γ
2

+ iω0

)
φ1(t) dt−

√
γ

2
φ2(t) dX(t),

dφ2(t) = −1

2

(γ
2
− iω0

)
φ2(t) dt+

√
γ

2
φ1(t) dX(t),

(17)

and the operator L0:

L0[σ] = − iω0

2
[σz, σ]− γ

2
[σy, [σy, σ]].

We use the Platen scheme [9] for which it will be convenient to rewrite the system (17) in
the matrix Itô form:

dφφφ = Qφφφdt+ CφφφdW, (18)

where the corresponding support matrices are:

Q =

−1/2(γ/2 + iω0)
√
γ/2kx 0

−
√
γ/2kx −1/2(γ/2− iω0) 0
0 0 −k

 , C =

 0 −
√
γ/2 0√

γ/2 0 0
0 0 1/x

 , (19)

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 617



and the vector φφφ is

φφφ =

φ1

φ2

x

 . (20)

Here the main difference from the classical Platen scheme is the presence of an O-U process with
an extra variable x that have been added to the vector φφφ to provide an element of the colored
noise.

The Platen scheme has the form:

φφφn+1 = φφφn +
1

2
(aaa(Υ) + aaa) ∆ (21)

+
1

4

(
bbb(R+) + bbb(R−) + 2bbb

)
∆W

+
1

4

(
bbb(R+)− bbb(R−)

){
∆W 2 −∆

}
,

with corresponding:

aaa(φ) = Qφ, bbb(φ) = Cφ,

Υ = φφφn + aaa∆t+ bbb∆W, R± = φφφn + aaa∆± bbb
√

∆.

Finally, we can extrapolate the results to provide a higher order approximation of the resulting
functional. The order 4.0 weak extrapolation [5] has the form:

V ∆
g,4(T ) =

1

21

[
32E(g(Y ∆

T ))− 12E(g(Y 2∆
T )) + E(g(Y 4∆

T ))

]
,

where E denotes the mean value of the simulated function g with the time steps ∆, 2∆ and 4∆
correspondingly (for our case ∆ = 0.05).

The solutions of (15) for different values of k are shown in figure 1. One can see that the
memory effects (increasing k) slow down the decay. In figure 2 and figure 3 the analytical
approximation (15) is presented together with the simulation of (18). Each simulation was done
for 104 realisations with the help of the Platen method adapted for the presence of O-U noise,
with an additional term in (20), while the initial state was taken as:

η(0) =

(
1 0
0 0

)
. (22)

The choice of parameters for figure 2 and figure 3 has been optimized for the simplest case
of equation (15).

4. Conclusion
One of the ways to describe the dynamics of an open quantum systems is to use the stochastic
Schrödinger equations. The properties of this approach leads to effective computer simulations
with the help of stochastic wave-function methods. These methods may also be used to describe
systems with memory.

One of the strategies to describe memory effects in the system is to introduce the colored
noise. In particular, the colored O-U noise has been added to the linear stochastic Schrödinger
equation. This procedure was presented in [3] and was used to perform the simulations. To get
the correct results, we adapt the Platen algorithm, with an additional term in (20), due to the
presence of the colored noise.

Also, we have tested some approximation, derived in [4]. It is based on the Nakajima-Zwanzig
technique but in connection to the stochastic equations. The final master equation was shown
and its solution compared with the results of the simulations. The obtained curves show a good
agreement for both methods.
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Figure 1. The solutions of (15) for different
values of k: k = 0 (solid line), k = 1 (dot-
dashed line), k = 2 (dotted line).
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√
37/2, k = 1. The solid

line comes from the analytical approximation
(15), while the dashed line and dots show the
results of the stochastic simulation of (18).
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Abstract. Structural and equilibrium properties of armchair (cnt(12,12)) and two chiral 
(cnt(12,10) and cnt(10,12)) carbon nanotubes are studied using classical molecular dynamics. 
The formulation uses the Tersoff potential under the NVT ensemble to study these properties. 
Structural properties are studied using the radial distribution and structure factor functions. The 
equilibrium properties are studied using the total energy against lattice parameter variation. 
Similarities and differences in cnt(12,12), cnt(12,10), and cnt(10,12) symmetries are discussed.  

1. Introduction
Carbon materials are widely used in various industries because of their exclusive mechanical 
properties [1]. It is now a known detail that the covalent bonding between carbon-carbon atoms 
contribute heavily to the strength of tetrahedral diamond bonds and to the in-plane hexagonal bonds. 
Therefore, carbon nanotubes, which are cylindrical hexagonal arrangements of carbon atoms along 
one given axis, represent the ideal carbon fibre, which should automatically hold the best mechanical 
properties [1-4]. This characteristic feature is crucial in the application of nanotubes, given the 
importance of strong light weight composites. Theoretical calculations have predicted the Bulk 
modulus B of single walled carbon nanotubes to be in the range of 38 to 191 GPa [5,6] disregarding 
the chirality. These calculations are based on the bulk modulus of graphite of which experimental 
measurements give 27-42 GPa [7,8]. Due to minute size effects, most of the experimental works have 
eluded measurements of the bulk modulus in multi-walled carbon nanotubes (mwcnt). But Young’s 
modulus measurements, which can be described as the stiffness of the mwcnt in one dimension, were 
performed by Treacy et al. [9] to be in the range of ~2.0 TPa. Furthermore, atomic force microscopy 
techniques were used by Salvetat et al. [10] to obtain a Young’s modulus of ~1.2 TPa. Measurements 
of single walled carbon nanotubes (swcnt) can pose a serious challenge due to their small diameters 
(~1.5 nm) and the fact that swcnt tend to form bundles. In so saying, measuring bundle nanotubes 
properties may not easily be projected to unit nanotubes and vice versa. 
    Various theoretical calculations of some small radii carbon nanotubes have focused on their 
electronic properties. First principles local density functional [11] and empirical tight binding 
approximations [12] predict that these nanoscale fibres will show conducting properties varying from 
metallic to semiconducting depending on the radii and chiral symmetry. Apart from these electronic 
and elastic properties, very little has been reported about their lattice and formation energies. It is such 
information which could facilitate optimal conditions essential for producing carbon nanotubes with 
high strength-to-weight ratios [13]. 
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      In this study, classical molecular dynamics (MD) is used to investigate the structural and 
equilibrium properties of swcnt. Structural configurations are extracted from the radial distribution 
functions and structure factors of the nanotubes. This is worked out at various temperatures in order to 
observe the flexibility of the potential used. Equilibrium properties are studied through structural 
optimizations along the a-axis using the Evans NVT ensemble at 300 K temperature and zero pressure. 
Here total energy is observed with little changes in the a-axis values at constant temperature. The 
implications of our results are then discussed with reference to earlier experiments and calculations 
and the accepted graphite and other nanotube results. 

2. Computational aspects
Classical MD approach is used to solve the Newton’s equations of motion for three types of swcnts 
discussed in this paper [14]. This MD simulation is performed under the Evans NVT ensemble for 
both structural and equilibrium properties. The Newtonian equations of motions are integrated using 
the leapfrog Verlet algorithm with the time step of 1.0 x 10-3 ps. Total energy is averaged after 2000 
iterations with equilibration every 200 steps. The interaction between the carbon atoms is described by 
the well-known Tersoff two-body potentials [15,16]. Tersoff potentials have been used in many 
carbon and related materials calculations, and have proved that a wide range of structural properties 
can be determined using this formalism [15,16]. In addition, many studies relating bond length and 
bond order to total energy and force constants are interpreted correctly, suggesting that this method is 
a good start in predicting composite properties as discussed in this paper [17-19].  
    Swcnts modelled in this paper are an armchair (12,12) carbon nanotube, two chiral structures 
(12,10), and (10,12) nanotubes, thereafter all referred to as cnt(12,12), cnt(12,10), and cnt(10,12) 
respectively. The structure were chosen such that all have comparable number of carbon atoms; i.e 
cnt(12,12) has 312 carbon atoms, whilst cnt(12,10) and cnt(10,12) both have 264 and 260 carbon 
atoms respectively. Furthemore, cnt(12,12) and cnt(12,10) have equal values of a and b-axis, likewise, 
for cnt(12,12) and cnt(10,12) the c-axis values are equal. Loosely articulating, cnt(12,10) can be 
thought of as the projection of cnt(12,12) along the a and b-axis whereas cnt(10,12) can be thought of 
as the projection of cnt(12,12) along the c-axis. It need to be mentioned that all the literature studied 
works only with chiral structures of the (2n,n) form [13,20,21]. The radial distribution functions (g(r)) 
and structure factors (S(k)) were calculated at 300, 3000, and 5000 K temperature, to observe the 
behaviour of atomic configurations and interatomic interactions with elevated temperatures. In order 
to obtain the equilibrium configurations of these models a-axis values were varied with total energy at 
constant temperature of 300 K until a convincing minimum energy is found.  Based on the optimized 
structures and their energies, various equilibrium properties of these models had been extracted. 

3. Results and discussion
3.1 Structural properties 
In order to draw confidence on the empirical bond-order potential, radial distribution functions g(r) for 
swcnt in two chiral forms have been calculated. When searching for the minimum of the three 
symmetry configurations; chiral cnt(10,12) configuration produced a maximum value instead of a 
minimum, so this symmetry was discontinued from the study. Even though g(r) gives information 
only up to the second nearest neighbour, the insight upon the arrangement of carbon atoms in 
nanotubes can be extracted. This can be quantitatively compared with carbon atoms distribution in 
graphene and graphite formations. Using the peak positions of g(r), the nearest neighbour and the 
second nearest neighbour carbon atoms in swcnt can be determined. The peak positions appear at 1.45 
and 2.50 Å for both armchair cnt(12,12) and chiral cnt(12,10), in good agreement with other 
theoretical calculations and experiments [22-24]. The radial distribution function for cnt(12,12) at 300, 
3000, and 5000 K is shown in figure 1. Detailed information from g(r) along with experimental results 
of Boiko et al. [23] can be harvested in table 1. Figure 2 displays the structure factor functions (S(k)) 
for the same cnt(12,12) at 300, 3000, and 5000 K. S(k) is the Fourier transform of the g(r) from the 
real space to the reciprocal space. 

Proceedings of SAIP2014

SA Institute of Physics  ISBN: 978-0-620-65391-6 621



Table 1 Quantities calculated from the radial distribution functions. 𝑟1and 𝑟2 represent first and second 
nearest neighbour distances. 𝑛1 and 𝑛2 represent the coordination number of atoms in the first and 

second nearest neighbour distances. 

𝑟1 (Å) 𝑟2 (Å) 𝑛1 𝑛2 
cnt(12,12) 1.45 2.50 4.25 2.70 
cnt(12,10) 1.45 2.50 4.35 2.90 
Graphite[23] 1.43 2.53 3.30 - 

    Using a pictorial scrutiny of the g(r) in figures 1 and 2 and comparison of experimental results in 
table 1, it appears that the carbon nanotubes tubular structure is robust with cylindrically stable 
structure even at extremes of temperature. This toughness is comparable to that of diamond according 
to table 1 standards. Atomic distribution around the first nearest neighbour is uniform in all 
temperature ranges and it resembles that of diamond according to Kakinoki et al. [24] even though the 
peak positions are for graphite. At second nearest neighbour distance (2.50 Å) coordination is 
diamond-like at 300 K but becomes more graphitic at 5000 K. Wiggles at 3000 and 5000 K peaks on 
cnt(12,12) suggest that armchair (figure 3) is not as robust as chiral cnt(12,10). 

Figure 1. Radial distribution function for the 
armchair cnt(12,12) configuration at 300, 3000, 

and 5000 K. 

Figure 2. Structure factor functions for the 
armchair cnt(12,12) configuration at 300, 3000, 

and 5000 K. 

3.2 Equilibrium properties 
The structural optimization was performed under the Evans NVT ensemble at zero pressure and 300 K 
temperature. In this environment, equilibrium bundle lattice constant, bulk modulus, bulk modulus 
derivative, equilibrium energy, and equilibrium volume were calculated. Figures 3 and 4 show how 
the total energy per atom in nanotube bundles behaves with the varying a-axis in both the cnt(12,12) 
and cnt(12,10) tube bundles. The total energy against a-axis data was further least-squares fitted to 
Murnaghan’s [25]equation of state in order to obtain the bulk modulus and its derivative. The results 
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obtained together with other carbon nanotube calculations [19] and graphite experimental results [7,8] 
are organized in table 2. 

Figure 3. Equilibrium energy as a function of a-
axis for the armchair cnt(12,12). 

Figure 4. Equilibrium energy as a function of a-
axis for the chiral cnt(12,10). 

     The equilibrium lattice constant a for the unit cells of the cnt(12,12) and cnt(12,10) bundles were 
found to be 19.014 and 19.628 Å for  nanotube radii of 8.14 and 7.47 Å respectively. Reich et al. [19] 
demonstrated that the spacing between the tubes in a bundle cannot exceed the graphite equilibrium 
spacing of 3.35 Å. Applying this concept, tubes with bigger radii will have smaller inter-tubular 
spacing. To complement this, Tang et al. [26] merged x-ray measurements and elasticity theory 
calculations to show that the wall-to-wall distance between tubes within a bundle may not exceed the 
graphite equilibrium interlayer spacing. The bulk modulus for the armchair cnt(12,12) and chiral 
cnt(12,10)  were computed to be 21.12 and 44.56 GPa respectively. These results are within the 
allowed limits of the graphite x-ray measurements of Hanfland et al. [7] and Zhao and Spain [8]. 

Table 2. Calculated lattice constants 𝑎, bulk modulus 𝐵0 and its first derivative 𝐵′, equilibrium energy 
𝐸0, and equilibrium volume 𝑉0 of two carbon nanotubes symmetries compared with graphite 

experimental results [7,8] and calculated results of carbon nanotubes [19]. 

cnt(12,12) 
this work 

cnt(12,10) 
this work 

Graphite 
experiment[7,8] 

Nanotubes 
bundles[19] 

𝑎 (Å) 19.01 19.63 2.603 11.43 
𝐵 (GPa) 21.12 44.56 33.80 37.00 
𝐵′ 1.000 18.37 8.900 11.00 
𝐸0 (eV) -7.078 -7.091 - - 
𝑉0 (Å3) 27.21 28.93 35.12 - 
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3.3 Dynamical properties 
Transport properties of carbon ions and even impurities within a tube can be extracted from the 
simulations using the time-dependent mean square displacement (msd), which is defined by: 
〈𝑟𝑖2(𝑡)〉 = 1

𝑁
∑ [𝑟𝑖(𝑡) − 𝑟𝑖(0)]2𝑁
𝑖=1 , where 𝑁 is the total number of ions in the system, 𝑟𝑖(0), and 𝑟𝑖(𝑡) 

are initial and advanced position of ions respectively. At elevated temperatures, the carbon ions gain 
momentum and become highly mobile and so the msd increases with time. The argument can be 
confirmed by the msd data plotted as function of time for armchair cnt(12,12) and chiral cnt(12,10) 
configurations as shown in figures 5 and 6. 
    As it can be seen, at room temperatures, both configurations demonstrate somewhat constant 
behaviour with time, which suggest that there is no notable carbon ion diffusion. A periodical rise and 
fall conduct of carbon ions with time at 3000 K is notable to both cnt(12,12) and cnt(12,10). At 5000 
K, carbon function in cnt(12,10) increases with increasing time, indicating ion diffusion, whereas 
oscillatory behaviour is still observed in cnt(12,12). From the slope of carbon ions as function of time 
in cnt(12,10) at 5000 K, a diffusion coefficient of 0.108 Å2/ps and a thermal factor of 1.029 Å2 were 
computed according to the equation: 〈𝑟𝑖2(𝑡)〉 = 6𝐷𝑡 + 𝐴0, where 𝐷 is the diffusion coefficient and 𝐴0 
is some small thermal factor due to atomic vibrations. 

Figure 5. Mean square displacement (msd) of 
carbon ions in an armchair cnt(12,12) at 300, 3000, 

and 5000 K. 

Figure 6. Mean square displacement (msd) of carbon 
ions in an achiral cnt(12,10) at 300, 3000, and 5000 K. 
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4. Conclusion
The structural configuration and equilibrium properties of some swcnts symmetry configurations were 
studied. g(r) and S(k) results demonstrate the strength and rigidity of atomic distributions even at 
extremes of temperature. This in turn validates the flexibility and transferability of the Tersoff 
potential to nanoscale level. The bulk modulus of the bundles is found to be within the graphite 
acceptable range. Specifically for cnt(12,12) and cnt(12,10), the larger radius implies smaller bulk 
modulus and the other way round. The equilibrium volumes are smaller than those of graphite. 
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Abstract. High Performance Computing is relevant in many applications around the world,
particularly high energy physics. Experiments such as ATLAS, CMS, ALICE and LHCb
generate huge amounts of data which need to be stored and analyzed at server farms located
on site at CERN and around the world. Apart from the initial cost of setting up an effective
server farm the cost of power consumption and cooling are significant. The proposed solution
to reduce costs without losing performance is to make use of ARMR© processors found in nearly
all smartphones and tablet computers. Their low power consumption, low cost and respectable
processing speed makes them an interesting choice for future large scale parallel data processing
centers. Benchmarks on the CortexTM-A series of ARM processors including the HPL and
PMBW suites will be presented as well as preliminary results from the PROOF benchmark in
the context of high energy physics will be analyzed.

1. Introduction
High energy physics (HEP) at the Large Hadron Collider (LHC) [1] creates an enormous amount
of data that need to be stored for later analysis. Dedicated server farms have been built at
CERN (Tier 0) as well as around the world (Tier 1’s and Tier 2’s) and are connected through
The Worldwide LHC Computing Grid (WLCG). The initial setup costs of these server farms
can be immense and the costs to maintain such a server farm can be even larger. Cooling and
the power required to maintain such servers at their peak performance make server farms an
expensive venture. In early 2013 Tier 0 had a power capacity of 3.5MW.

The proposed solution is to make use of ARM R© processors [2] from here on referred to as
ARM. These are found in smartphones and tablet computers where the combination of low power
consumption and high performance is the top priority. Significant savings might be achieved if
ARM processors are able to cope with the huge amount of data processed. This letter serves to
explore the capabilities of ARM processors through parallel processing benchmarks.

2. Hardware and software
The ARM processor was designed to perform only a few instructions at once. This reduces
the need for hardware such as transistors and thus minimizes power consumption. This
letter addresses three system on chip (SoC) setups in the CortexTM-A range, namely the A7
MPCoreTM, A9 MPCoreTM and A15 MPCoreTM [3, 4, 5], from here on referred to as the A7, A9
and A15 respectively. Table 1 summarizes the different processors used. An obvious advantage
to the A9 is the number of cores, however this is irrelevant because the number of cores is an
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intrinsic property of the SoC. FPU refers to Floating Point Units. The FPU generate results for
the speed at which multiplication and addition operations are carried out. v3/4 refers to the
respective FPU version. A traditional Intel R© computer is also used (Hep405). This serves to
provide some reference to the reader. Power measurements for the A7, A9 and A15 were taken
using a Fluke 289 Digital Multimeter. Measurements on Hep405 were taken using the Intel R©

Power Gadget. However, if the power usage characteristics and temperatures vary from those
used in Intel’s calibration then there will be errors between estimated and actual power usage.
For this reason, when referring to Hep405’s results the reader must take care in remembering
that these values serve as more of an estimate.

Table 1. The different setups with key features.

Setup Processor Cores RAM Cache FPU OS

Cubietruck AllWinner A20,
1.2GHz

A7 dual core 2GiB
DDR3

512 KiB L2 VFPv4 Archlinux,
hard float

Wandboard-Quad Freescale i.MX6 Quad,
996MHz

A9 quad
core

2GiB
DDR3

32KiB L1,
1 MiB L2

VFPv3 Archlinux,
hard float

ArndaleBoard-K Samsung Exynos 5250,
1.7GHz

A15 dual
core

2GiB
DDR3

32 KiB L1,
1MiB L2

VFPv4 Fedora 19,
hard float

Hep405 IntelR© Core i7-2600,
3.4GHz

quad core 16GiB
DDR3

256KiB L1,
1MiB L2,
8MiB L3

- Scientific
Linux 6

3. Benchmarks and results
3.1. High Performance LINPACK suite
The LINPACK benchmark [6] is historically one of the most common tests in high performance
computing (HPC) being used as early as the 1980’s. The High-Performance LINPACK (HPL)
benchmark is the parallel version of the LINPACK benchmark which is used to rank the world’s
TOP500 supercomputers. The user can specify how much memory to commit to solving the
largest problem that the machine is capable of solving. It calculates the floating point operations
per second or flops of a system by splitting the large matrix into blocks that are then solved
on different cores or CPUs. This enables several blocks to be worked on in parallel. Ideally
the increase in speed is scalable, i.e. four cores is four times quicker than one core, however,
communication and latency between the cores hampers the performance and so speedup is never
actually 100%. A list of block sizes and matrix sizes are specified at the beginning of the run (in
ascending order). Then each matrix size is iterated over using the increasing block sizes. Thus,
there is an overall increase in transferred matrix size from left to right.

Figure 1 shows the power consumption with the respective Gflops and Gflops/ watt. Power
measurements were taken at a 7 second resolution. The grey area is an “envelope function”
which splits the data into blocks along the time axis and then finds the average power value for
that window. It gives a representation of the average power consumption which is indicated by
the blue line. A trend we see for the A7 and A9 is that as the size of the matrix block that is
passed to the separate cores increases, the average power consumption decreases. This is because
slower computation means that less work in the form of communication has to happen between
the processors. The average power consumption remains fairly constant with the A15 because
of the faster clock speed of 1.7GHz. The Gflops/ watt is calculated by taking the average power
consumption for the time window where there is a HPL measurement. We can see that the A9 is
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the most efficient provided the block size is relatively large. The A7 does not have a fast enough
processor and the A15 uses to much power for the output it delivers. The A9’s Gflops/ watt is
comparable to the output of Hep405.
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Figure 1. The relationship between matrix size, block size, Gflops, power consumption and
Gflops/ watt for the HPL benchmark. All Gflops values in each legend are present in each graph,
they just have too small time scales to be seen.

3.2. Parallel Memory Bandwidth Benchmark suite
The Parallel Memory Bandwidth Benchmark (PMBW) [7] is a relatively new suite that measures
bandwidth capabilities of a multi-core computer. This is an important test because more cores
result in the floating point performance increasing in a linear fashion. However, if the memory
bandwidth is not capable of processing the data fast enough those processors will stall. Unlike
floating point units the memory bandwidth does not scale with the number of cores running
in parallel. The code was developed in assembler language which means compile flags for the
SoC become unimportant, thus there are no optimizations. The code uses two general synthetic
access patterns, namely sequential scanning and pure random access. A real world application
will fit somewhere in-between the two tests. The results for the benchmark are plotted in
Figure 2.

For single threads, the A15 performs better than the A9 and A7 as expected due to the
higher clock speed. If we look at the SoC with threads equal to the number of processors, for
small cache memory transfers the peak bandwidth for the A9 and A15 are comparable but as
the array size increases and bandwidth starts to stabilize the A9 doesn’t perform as well as the
A7 and A15 due to the lower clock speed at 996MHz. This figure shows only the results for the
tests in which 32 bit message sizes are transferred for each clock cycle. It needs to be mentioned
that the A15 has a higher peak performance when transferring 64 bit message sizes but it cannot
maintain these speeds. As the total array size increases the bandwidth drops below the 32 bit
values. For reference, on a single thread Hep405 is able to reach a peak bandwidth of 121 GiB/s
for a 256 bit message size while reading and 60GiB/s while writing. It reaches 298GiB/s for
reading and 163GiB/s for writing when running 4 threads. It is accurate to say that none of
the ARM processors perform very well when it comes to memory bandwidth. A solution relies
on using 64-bit architecture for the SoC instead of 32-bits. This will improve bandwidth speed
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as it allows wider memory registers and access to more RAM. These chips have been released
recently, however it will still be some time before they are put onto development boards.
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Figure 2. Memory bandwidth results for each processor. Read/Write refers to scanning
operations (opposed to permutation operations) performed while doing read or write tasks.
Each routine transfers 32-bits with increasing total array size.

3.3. PROOF benchmark suite
PROOF (Parallel ROOT Facility) [8], is a parallel extension to the well known data analysis
tool used in HEP called ROOT [9]. It was designed as an extensive test suite in benchmarking
potential configurations and performances of multicore computer clusters. PROOF exploits the
fact that data analysis in the HEP context can be easily parallelizable. Tasks can therefore be
neatly split up onto the individual cores (or workers) of each computer.1 If the task size increases
in proportion to the number of processors then the results are scalable. However, if data gets
distributed or read sequentially by one core this may cause bottlenecks in the memory. Thus,
different topologies can be tested such as having master nodes within smaller clusters which
further facilitate communication. The CPU benchmark starts off by performing measurements
with 1 active worker and enables additional workers at the start of each test. This benchmark
is more appropriate for a setup with more nodes and cores, however it also returns a value for
the SoC as well as a normalized value for a single worker which is good for comparing each of
the ARM processors. The default setting creates 16 1d histograms filled with 1000000×workers
random numbers. MRGPS is Mega Random Generations Per Second. One random generation
produces 16 gaussian numbers and fills 16 histograms. The output is given for the SoC, as well
as the normalized performance per worker. Power consumption was recorded with a resolution
of 1 second. The results are shown in Table 2.

For the ARM processors the A9 is the most efficient returning the largest value for MRGPS
and MRGPS/watt. However, it performs signficantly worse than Hep405. This is a problem
for the ARM processors as this is an easily parallelizable benchmark and the results should be
very close to scaling linearly. We don’t want to sacrifice speed and so it means that in order
to reach computation speeds similar to that of Hep405 a minimum of 19 A9’s must be present.
This doesn’t reduce power consumption.

1 The number of workers isn’t necessarily the same as the number of cores. For this letter, results showing
workers equal to the number of cores were chosen.
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Table 2. The PROOF CPU benchmark.

Setup Power
(W)

Workers MRGPS MRGPS
worker

MRGPS
watt

A7 1.997 2 0.108 0.055 0.054

A9 2.999 4 0.301 0.075 0.100

A15 7.254 2 0.296 0.118 0.041

Hep405 31.766 4 5.525 1.347 0.174

4. Conclusions
Table 3 contains a summary of the results. The A7, A9 and A15 use significantly less power than
traditional processors. However, they are also significantly slower and so parallel computing for
the right type of problem must be exploited. From a performance point of view the dual core
A15 is only barely faster than the quad core A9. In terms of performance per watt the A9
performs better. The question arises as to whether or not it is beneficial to replace current
computer processors with ARM processors. From our findings there is little advantage (if any)
in using the 32-bit ARM processors presented in this letter. There is however, a quad core
A15 available as well as the recently released CortexTM-A50 range with power efficient 64-bit
architecture. Development boards with this newer technology should be available soon and may
have a large impact on processing speeds and memory bandwidth.

Table 3. Summary of the important results for each benchmark.

A7 A9 A15 IntelR© i7

Cores 2 4 2 4

Idle (W) 1.518 1.282 3.573 4.356

HPL: Average Gflops/W 0.109 0.408 0.323 0.421

PMBW: Max read (GiB/s) 9.505 24.611 21.472 298.264

PMBW: Max write (GiB/s) 9.035 21.428 21.546 163.123

PROOF: MRGPS
watt

0.054 0.100 0.041 0.174
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Abstract. Quantum simulation of quantum systems is an extremely active field of
contemporary research. In this paper a brief introduction is given to this field, with an emphasis
on the distinction between analog and digital quantum simulations. Furthermore, conventional
methods for the digital quantum simulation of Hamiltonian simulation are discussed and
generalisations of these methods for the digital simulation of open quantum systems are
presented.

1. Introduction
It has been known for some time that the simulation of quantum systems is a challenging
problem [1]. In particular, one immediately apparent difficulty inherent in simulating quantum
systems on conventional classical computers arises from the so called exponential explosion [2] -
a description of the fact that a classical encoding of an N qubit quantum state (one may think
of a qubit as a spin 1/2 particle [3]) typically requires the storage of 2N probability amplitudes.
As such, even writing the initial state of some desired simulation (before a discussion of the
simulation itself can even take place) may require totally unrealistic memory resources. As an
illustration, encoding the state of 40 spin 1/2 particles may require the storage of 240 ≈ 1012

complex numbers, which at standard precision requires approximately 4 terabytes of memory
[2].

Due to such difficulties and the large number of potential applications for simulation of
quantum systems in fields such as physics, biology and chemistry, the development of methods for
the efficient simulation of quantum systems has become an extremely active area of contemporary
research [2]-[4]. As we are concerned in this paper with a presentation of potential methodologies
for the efficient quantum simulation of open quantum systems, it is useful to begin by defining
what is meant by ““efficient simulation of quantum systems”. Firstly, a simulation of a quantum
system is understood as some process via which certain pre-specified properties of the the
quantum system are accurately predicted [4]. It is important to note that we do not require
our simulation to predict all properties of the quantum system of interest. For example, one
may be interested in the expectation value of specific observables, scattering amplitudes within
a quantum field theory or the state of the system at some particular time. The predictions of
the simulation are considered accurate if the error is less than some pre-specified error tolerance
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ε, and the simulation is considered successful if the specific properties of interest are accurately
predicted, regardless of whether or not other properties of the quantum system are accurately
predicted, or even accessible. Secondly, a simulation is considered efficient if the time and space
resources required to obtain the required predictions can be determined as a polynomial function
of the length of the bit string specifying the problem inputs and of 1/ε [4, 5].

In the early 1980’s Richard Feynman suggested that it may be possible to use quantum
systems themselves as a means to efficiently simulate other quantum systems and simultaneously
avoid difficulties such as the exponential explosion [1]. This suggestion has turned out to be
remarkably prescient and while many approximation methods, such as Monte-Carlo techniques
[6], have been developed for the efficient simulation of quantum systems on classical computers,
we are concerned here with simulations in line with Feynman’s original vision - so called “efficient
quantum simulation of quantum systems”.

2. Analog and digital quantum simulation
Quantum simulation, as envisaged by Feynman, requires a quantum simulator, which is
understood as a controllable quantum system used for the simulation of other quantum systems
[2]. For the purposes of illustration we will discuss in this section the simulation of closed
quantum systems, undergoing Hamiltonian generated unitary evolution, but it is important to
bear in mind that these principles may be applied to a broad class of quantum systems, such as
quantum field theories and open quantum systems, as discussed in the review of Georgescu et.
al. [2].

Consider a closed quantum system, initially in the state |φ(0)〉 evolving via the Hamiltonian
Hsys into the final state |φ(t)〉 = U |φ(0)〉 where U = exp(−ih̄Hsyst). As illustrated in Figure
1, any quantum simulation of such a system requires three distinct steps: The first step, or
preparation phase, is an efficient preparation of the initial quantum state of the quantum
simulator |ψ(0)〉, where there exists some well defined mapping between the states |ψ(0)〉 and
|φ(0)〉. The second step is a simulation of the system dynamics, i.e. an implementation of the

unitary dynamics Û where Û approximates U , and the final step is an extraction of the desired
system properties via measurements of the final state of the simulator |ψ(t)〉 = Û |ψ(0)〉. It
is important to note that all steps in the above process need to be efficient according to the
criterion discussed in the introduction.

2.1. Digital quantum simulation
Digital quantum simulation refers to quantum simulation utilising the conventional quantum
circuit model implemented on some universal quantum computer [3]. In order to perform a
digital quantum simulation it is therefore necessary that the initial state of the simulator |ψ(0)〉
is some multi-qubit state. Furthermore, the unitary transformation Û is then implemented via a
sequence of one and two qubit gates from some appropriate universal gate set [3]. It is interesting
to note that in principle any unitary operation can be decomposed into a sequence of gates from
any universal gate set (hence the name universal gate set) however not all such decompositions
are efficient - i.e. not all unitary operators can be decomposed into a polynomial number of gates
from some universal set. The question of which Hamiltonians can be efficiently simulated via
digital quantum simulation has been exhaustively addressed [2, 4] and in Section 3 we provide
an illustration of the prevailing methodology by using local Hamiltonians as an example. Digital
quantum simulation is advantageous in that any universal quantum computer can be used as a
digital quantum simulator. However, this advantage comes at the price of requiring a sufficiently
sized universal quantum computer, which in itself is a significant theoretical and technological
challenge, whose realisation has not yet been achieved.
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Û

measurement
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1

Figure 1. Schematic representation of a typical quantum simulation of a closed quantum
system undergoing Hamiltonian generated unitary evolution U = exp(−ih̄Hsyst). The first
stage of the simulation is preparation of the initial state of the simulator |ψ(0)〉, which is in
direct correspondence with |φ(0)〉, the initial state of the system. The simulator then evolves

via Û , an approximation to U , after which the desired system properties are obtained from
measurements of the final simulator state |ψ(t)〉.

2.2. Analog quantum simulation
Analog quantum simulation, also known as quantum emulation, refers to quantum simulations
in which one designs a quantum system (the quantum simulator) whose Hamiltonian Hsim is
in direct correspondence with the Hamiltonian of the system which is to be simulated Hsys.

The simulation then proceeds by letting the simulator evolve naturally via Û = exp(−ih̄Hsimt).
As an example [2] consider the Hamiltonian describing a gas of interacting bosonic atoms in a
periodic potential

Hsim = −J
∑
i,j

â†i âj +
∑
i

εin̂i +
1

2
U
∑
i

n̂i(n̂i − 1) (1)

where â†i and âi are the bosonic creation and annihilation operators on the i’th lattice site,

n̂i = â†i âi is the atomic number operator and εi denotes the energy offset of the i’th lattice
site. The coefficient J provides a measure of the hopping strength between lattice sites and
U quantifies the interaction strength between atoms at the same lattice site. The Hamiltonian
Hsim is extremely similar to the Bose-Hubbard Hamiltonian

HBH = −J
∑
i,j

b̂†i b̂j − µ
∑
i

n̂i +
1

2
U
∑
i

n̂i(n̂i − 1) (2)

where J and U are the same as above and µ is the chemical potental. The correspondence
between Hsim and HBH is clear and as such it is evident that one may straightforwardly simulate
the Bose-Hubbard model, via identification of appropriate parameters, using an analog quantum
simulator consisting of atoms in an optical lattice. Analog quantum simulation is advantageous
in that one does not require an entire universal quantum computer for such simulations, and as
a result analog quantum simulations have already been successfully demonstrated [2].

3. Hamiltonian simulation
In 1996 Lloyd [7] demonstrated a method for the digital simulation of Hamiltonian systems, and
since then this method has provided the fundamental methodology for more sophisticated digital
Hamiltonian simulation algorithms [4]. In this section we briefly review these methods as they
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provide the inspiration for the open quantum system digital simulation methods presented in
Section 4. Lloyd considers a Hamiltonian which may be written as the sum of local Hamiltonians

H =
M∑
l=1

Hl (3)

where each Hl may be efficiently simulated - i.e. there exists a known efficient gate decomposition
for Ul = exp(−ih̄Hlt). In the case that [Hl, Hl′ ] = 0 for all l and l′ we then have that

U = exp(−ih̄Ht) =
∏
l

exp(−ih̄Hlt) =
∏
l

Ul (4)

and the efficient gate decomposition for U is easily achieved via the known gate decompositions
for Ul. However in general it is not true that all constituent local Hamiltonians commute and
for this case Lloyd recognized that the Hamiltonian H could be efficiently simulated via a
discretization of time, where the errors resulting from such a discretization are bounded via the
Lie-Trotter product formula [3]. In particular, if H1 and H2 can be efficiently simulated, then
as a result of the Lie-Trotter formula

e−ih̄(H1+H2)t = lim
n→∞

(
e−ih̄H1t/ne−ih̄H2t/n

)n
, (5)

one has that ∣∣∣∣∣∣(e−ih̄H1t/ne−ih̄H2t/n
)n
− e−ih̄(H1+H2)t

∣∣∣∣∣∣ ≤ ε (6)

provided n = O((νt)2/ε) where ν := max{||H1||, ||H2||}. This result is easily extended to the
sum in Eq. 3 and provides an effective method, via time discretization, for the simulation of any
Hamiltonian which can be written as a sum of efficiently implementable Hamiltonians. Since this
initial result new digital simulation algorithms have been developed which have broadened the
class of Hamiltonians which may be simulated while simultaneously decreasing the algorithmic
costs [4]. However all such methods rely on the following fundamental strategy:

(i) Decompose the Hamiltonian H into a sum of Hamiltonians which can be efficiently
simulated, as in Eq. 3.

(ii) Simulate the Hamiltonian H through recombination of the constituent Hamiltonians, via a
Lie-Trotter product formula or suitable generalisation.

This methodology may be described as the Decomposition/Recombination strategy and in the
following section we illustrate how a similar strategy may be utilised for the digital simulation
of open quantum systems.

4. Digital simulation of open quantum systems
The problem considered in this section, to which we would like to apply the methodology
illustrated in Section 3, is that of simulating the dynamics of Markovian open quantum systems.
In particular, given a continuous one parameter semi-group of quantum channels {Tt} [8], where
Tt : B(Hs) → B(Hs) is a completely positive trace preserving map from and onto the bounded
operators on the Hilbert space of the system Hs

∼= Cd, we would like a digital simulation
algorithm which provides the state of the system at time t, given by ρ(t) = Tt[ρ(0)], where
ρ(0) ∈ B(Hs) is the initial state of the system [3]. Every such continuous one parameter
semigroup of quantum channels {Tt} has a unique generator

L : B(HS)→ B(HS) (7)
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such that

Tt = etL =
∞∑
k=0

tkLk
k!

(8)

and L satisfies the differential equation

d

dt
ρ(t) = L(ρ(t)), (9)

known as a master equation. Furthermore, a linear super-operator L : B(HS) → B(HS) is the
generator of a continuous dynamical semigroup of quantum channels, if and only if it can be
written in the form

L(ρ) = i[ρ,H] +
d2−1∑
k,l=1

Al,k([Fk, ρF
†
l ] + [Fkρ, F

†
l ]), (10)

where H = H† ∈ Md(C) is Hermitian, A ∈ Md2−1(C) is positive semidefinite and {Fi} is a
basis for the space of traceless matrices in Md(C). Eq. 10 is known as the Gorini, Kossakowsi,
Sudarshan and Lindblad form of the quantum Markov master equation and we refer to A as the
GKS matrix [8]. It is also crucial to note that for any quantum channel T : B(Hs) → B(Hs) it
is always possible to introduce a dilation space HE with dim(HE) = [dim(HS)]2 such that there
exists a unitary matrix U ∈Md3(C), known as the Stinespring dilation [8], where

T (ρ) = trE [U(|e0〉〈e0| ⊗ ρ)U †] (11)

and |e0〉〈e0| ∈ HE is some initial state of the environment. In light of the above the Kliesch et.
al. [9] have provided the following digital simulation algorithm for Markovian open quantum
systems, which can be seen as a direct generalisation Lloyd’s initial Hamiltonian simulation
algorithm [7] discussed in the previous section:

(i) Assume that the system consists of N subsystems of Hilbert space dimension d.
Furthermore, assume that the generator L is k-local in the sense that it can be written
as the sum

L =
∑

Λ⊂[N ]

LΛ (12)

where [N ] := {1, ..., N} and LΛ are strictly k-local, i.e. LΛ act non-trivially on at most
k-subsystems.

(ii) Simulate the total dynamics Tt = exp(tL) through recombination of the constituent channels

T
(Λ)
t/m = exp(t/mLΛ). Each constituent channel may be simulated via the Stinespring

dilation (whose unitary is guaranteed an efficient gate decomposition as a result of strict k-
locality) and the error introduced by such time discretization is bounded by the Trotter
decomposition theorem for Liouvillian dynamics [9], a direct generalisation of the Lie-
Trotter theorem into the superoperator regime.

The algorithm described above can be seen as the direct analogue of Lloyd’s initial Hamiltonian
simulation algorithm in that it assumes the existence of a natural decomposition into constituent
semi-groups which may be efficiently simulated, and then proves the efficiency of recombining
these semi-groups. Given this fundamental platform and the success of similar strategies for
digital simulation of Hamiltonian systems a general decomposition/recombination strategy is
naturally suggested for Markovian evolutions, specified not by strictly k-local generators, but
rather by generators with arbitrary GKS matrix A:
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(i) Decompose the generator L into the sum of generators which may be efficiently simulated.

(ii) Simulate the entire evolution through recombination of the constituent semi-groups via a
Lie-Trotter theorem for Liouvillian dynamics or some suitable generalisation.

One such generalised decomposition/recombination strategy, for the simulation of arbitrary
Markovian dynamics of a qubit, has recently been presented in [10] and as in Hamiltonian
simulation it is expected that the class of evolutions which may be simulated using this strategy
can still be greatly broadened while the algorithmic costs are simultaneously reduced.

5. Conclusion
We have provided a brief introduction to the field of quantum simulation. In particular we
have described the difference between analog and digital quantum simulations and provided a
description of how the decomposition/recombination strategy for the simulation of Hamiltonian
evolution may be generalised for the simulation of Markovian open quantum systems.
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Abstract. We consider a circuit consisting of two distant nitrogen-vacancy-center ensembles
coupled to separate transmission line resonators, which interact by means of a current biased
Josephson junction. Our investigation is focused on transitions and dissipation in the Josephson
junction leading to entanglement. In our approach the Josephson junction is regarded as a
reservoir, whose variables are eliminated from the system dynamics. We include in this scheme
also superconducting quantum interference devices, flux-driven Josephson parametric amplifiers,
which are the sources of a squeezed microwave field. The entanglement was studied in terms
of the logarithmic negativity. The logarithmic negativity was considered for different regimes:
weak coupling and strong coupling of transitions of the Josephson junction, and under action of
squeezed microwave fields. We show that different degrees, time and duration of entanglement
can be reached for various parameters choices.

1. Introduction

We propose a new approach for the physical realization of thermal entanglement of a continuous
variables system using spin ensembles. Nitrogen vacancy (NV) centers in diamond attract
especial interest because the manipulation, storage, and readout of the quantum information
encoded in the different sublevels can be implemented by means of laser and microwave fields
[1, 2, 3, 4, 5]. Experimental confirmation of these properties led to engineering of various
hybrid circuits, containing nitrogen-vacancy-center ensembles (NVEs), separate transmission
line resonators (TRLs) and current biased Josephson junction (CBJJ) [6, 7, 8, 9, 10]. Application
of NVE with N spins allows enhancement of the coupling strength by a factor

√

N , that
is especially important for performing of measurement-based quantum computing. For the
description of interaction of spin ensembles with external fields collective variables are used.
In the low-excitation limit, collective variables of NVE can be described as bosonic modes or
harmonic oscillators.

Recently, conditions of squeezing were investigated in the system of two distant NVEs coupled
to separate TLRs, which are interconnected by a CBJJ [11]. Our investigation is focused on two-
mode thermal entanglement, which can occur due to transitions and dissipation in the CBJJ and
TLRs. Also we include in the scheme superconducting quantum interference devices, flux-driven
Josephson parametric amplifiers (JPAs), which are the sources of a squeezed microwave field.
Recently JPA was described theoretically [12] and also realized experimentally [13]. Squeezed
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Figure 1. The coupled system of a current biased Josephson junction (CBJJ), two transmission
line resonators (TLRs) and Josephson parametric amplifiers (JPAs). Current biased Josephson
junction interconnects transmission line resonator a (TLR a) and transmission line resonator b
(TLR b) by means of coupling capacitors Cc. Ib is bias current. CJ is the junction capacitor.
Josephson parametric amplifiers enhance scheme on left and right sides via coupling capacitors
C0 . Nitrogen-vacancy-center ensemble 1 (NVE 1) and nitrogen-vacancy-center ensemble 2 (NVE
2) are shown inside transmission line resonator a and transmission line resonator b.

microwave field of JPA provides self-squeezing of each bosonic mode in separate TLR that
can be important for applications of the continuous-variables approach. Logarithmic negativity
was chosen as a measure of entanglement because the continuous-variables approach provides a
simple way to find the covariance matrix, which is the basis for the calculation of the logarithmic
negativity. In Section 2 we present the scheme, including NVEs, TLRs, CBJJ and JPA, and the
model, which is proposed for the description of the interaction. In the section 3 we illustrate the
results obtained for the entanglement investigation by means of a calculation of the logarithmic
negativity for various parameters. In conclusion, we formulate the necessary conditions for the
formation of entangled steady state.

2. Model description

We consider a circuit consisting of two distant nitrogen-vacancy-center ensembles coupled to
separate transmission line resonators, which interact by means of a current biased Josephson
junction, enhanced by JPAs symmetrically in both parts of system (figure 1).

Action of different types of fields, such as fields of two resonators, squeezed microwave field,
classical microwave fields and constant magnetic field, is considered for the description of the
dynamics of the scheme. A constant magnetic field removes the degeneracy between the levels of
spin states, and induces energy splitting (figure 2). The experimental results [14] show that the
resonant frequencies can be approximately equal for all NV centers under particular conditions.
Sublevels of each NV center in the both ensembles are coupled by a corresponding mode of TLR
with vacuum Rabi frequency ga and gb respectively. Simultaneously, NV centers of each ensemble
are driven by two classical microwave fields, where Ω1 and Ω2 are their Rabi frequencies. In the
scheme the logic states 0 and 1 are denoted by corresponding levels: |0〉 and |1〉, respectively.
Due to the large detuning the coupling is considered perturbatively, using the second-order
perturbation theory. The ground state is eliminated from the system dynamics. The interaction
of the NV with two fields in such a system can be described by the corresponding Hamiltonian,
where h̄ = 1

HI =

N1
∑

j=1

[
Ω2
1

4∆1
|1〉j1,

j
1〈1|+

g2a
∆1

a† a|0〉j1,
j
1〈0|+

(

Ω1gaa
†

2∆1
|0〉j1,

j
1〈1|+H.c.

)

]

+

N2
∑

j=1

[
Ω2
2

4∆2
|1〉j2,

j
2〈1|+

g2b
∆2

b† b|0〉j2,
j
2〈0| +

(

Ω2gbb
†

2∆2
|0〉j2,

j
2〈1| +H.c.

)

], (1)
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Figure 2. Level structure of single a NV center under the action of an external magnetic field.

where N1, N2 are the number of NV centers in the corresponding NVE. We use the collective
spin operators [11] for each of two NVE (i = 1, 2 denotes ensemble)

S−
i =

Ni
∑

j=1

|0〉ji,
j
i 〈1|, S+

i =

Ni
∑

j=1

|1〉ji,
j
i 〈0|,

and map them into the boson operators ci(c
†

i ) by means of the Holstein-Primakoff transformation

S−
i = ci

√

N − c†i ci =
√

Nici,

S+
i = c†i

√

N − c†i ci =
√

Nic
†

i , (2)

Sz
i =

(

c†i ci −
Ni

2

)

.

The effective Hamiltonian can be obtained by neglecting the constant energy terms in HI

Heff = ˜Ω1(a
†c1 + ac†1) +

˜Ω2(b
†c2 + bc†2), (3)

where
˜Ω1 =

√

N1
Ω1ga
2∆1

, ˜Ω2 =
√

N2
Ω2gb
2∆2

.

We model the CBJJ as a two-level artificial atom, considering two lowest levels with frequency
of transition ω10 = 12GHz. Such distribution of energy levels is provided by the choice of CBJJ
parameters [15, 16, 17]. We denote these two states by |0〉CBJJ , |1〉CBJJ . So we consider the
two-level system driven by the quantized fields of TLRs, using the rotating-wave approximation.
The Hamiltonian describing the interaction of CBJJ with TLRs fields is [15]

Heff
int = g̃a(aΣ

+eiφ + a†Σ−e−iφ) + g̃b(bΣ
+eiθ + b†Σ−e−iθ), (4)

where g̃t = [2Ct(CJ +2Cc)]
−1/2ωt Cc cos δ is the coupling factor, t = a, b; δ is a small phase shift

on coupling capacitance Cc, which connects TLR and CBJJ; Σ+ = |1〉CBJJ 〈0|, Σ
− = |0〉CBJJ 〈1|

are the raising and lowering operators of the CBJJ; Σz = |1〉CBJJ 〈1|−|0〉CBJJ 〈0| is the inversion
operator of the CBJJ; φ and θ represent phases. Including the expressions for dissipation in the
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TRLs and in the CBJJ [15], we describe the transfer processes in the system by means of the
master equation

∂ρ

∂t
= −i[Heff , ρ]− i[Heff

int, ρ] + ka(aρa
†
−

1

2
a†aρ−

1

2
ρa†a) +

+kb(bρb
†
−

1

2
b†bρ−

1

2
ρb†b) +

γϕ
2
(ΣzρΣz − ρ) + (5)

+(
γ10 + Γ1

4
)(Σ−ρΣ+

−

1

2
Σ+Σ−ρ−

1

2
ρΣ+Σ−)− i[Va, ρ]− i[Vb, ρ],

where γϕ is the dephasing factor for the considered transition, γ10 is the decay factor describing
spontaneous emission, Γ1 is the quantum tunnelling rate, that represents probability of
transitions to continuum. The Γ0 is not taken into account, because it is much smaller than
other decay rates, ionization is mostly from the upper levels [17].

The terms Va = β(a†2e−iϕ + a2eiϕ), Vb = ξ(b†2e−iϕ + b2eiϕ) describe squeezed fields of JPA;
β, ξ are real amplitudes of squeezed fields, ϕ is phase of squeezed fields.

Based on the Master equation (5) set of differential equations for observables was obtained,
using two different approaches: method of decorrelations and adiabatic elimination of fast
variables of CBJJ and TLRs. Solution of this system leads to covariance matrix, which is
necessary for the calculation of the logarithmic negativity [18] and for the analysis of the
entanglement in our model.

3. Results

To analyse the entanglement between bosonic modes of two separate NVEs we use the
logarithmic negativity [18]

EN = −

2
∑

i=1

log2(min(1, |γi|)), (6)

where γi are symplectic eigenvalues of the partially transposed covariance matrix γT1 . γT1 is
obtained from the covariance matrix γ by time reversal of the momentum operator of the first
system by means of the transformation p̂1 → −p̂1

γT1 = PγP, (7)

where

P =

(

1 0
0 −1

)

⊕

(

1 0
0 1

)

.

The elements of the covariance matrix γ are calculated, using the found values of NVEs

observables
〈

c†1c1

〉

,
〈

c†2c2

〉

, 〈c1c2〉 and other. The symplectic eigenvalues γi are calculated

as the positive square roots of the usual eigenvalues of −σγT1σγT1 [18], where

σ =

(

0 1
−1 0

)

⊕

(

0 1
−1 0

)

.

If γi ≥ 1 and EN = 0, state is separable.

Figure 3 shows the dynamics of the entanglement for different values of the squeezed fields,
which act on both sides of the circuit with the same amplitude. The phase of the squeezed fields
and the phase in the term describing coupling transitions of the CBJJ are equal to zero. Thus
we consider a symmetric system with equal parameters of dissipation, pumping and coupling for
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Figure 3. Logarithmic negativity as a function of dimentionless time for g̃a = g̃b = 1MHz,
˜Ω1 = ˜Ω2 = 0.1MHz, β = ξ = 1kHz (solid line), 2 kHz (dashed line), 5 kHz (chain line), 10 kHz
(dotted line), Γ1 = 0.1MHz, γ10 = 0.2MHz, γϕ = 0.1MHz and ka = kb = 0.1MHz.

both sides of the scheme. One can see significant entanglement for various values of amplitude
of the driving field. The growth of entanglement is finalised by stabilization after the steady
state is reached. Such a steady state remains entangled. Increasing of the field amplitude leads
to growth of entanglement, and direct dependence of the degree of entanglement from the field
value is observed. But further amplification of pumping can cause loss of the stationary regime.
In such a case the steady state is not formed.

Figure 4 confirms entanglement in the considered system for a range of parameters. One can
see that the significant entanglement can be reached also for weak coupling of transitions in the
CBJJ and NV centers. In this case dissipation in the CBJJ is the driving force for intermode
entanglement. Weak coupling of transitions in the NV center causes an increase of entanglement
time. Increasing of transitions coupling in CBJJ provides growth of entanglement, and very weak
coupling induces delay in the growth of logarithmic negativity.

4. Conclusion

We investigated thermal entanglement in the system consisting of two distant nitrogen-vacancy-
center ensembles coupled to separate transmission line resonators, which interact by means of a
current biased Josephson junction. The case of equal parameters for both parts of the circuit was
chosen. It was found, that without pumping of squeezed microwave field intermode entanglement
is not observed. Entanglement in such a scheme is reached only under the action of the squeezed
field. Increasing of field of JPAs leads to growth of the logarithmic negativity, but the amplitude
of pumping must be much smaller than the decay rates for a steady state to be formed. If the
fields of JPA are weak enough, the entangled steady state is formed. Entanglement can be
observed for a large range of parameters. Values of the coupling factors for the transitions
in the CBJJ play an important role for the entanglement, the increasing leads to growth of
logarithmic negativity. But when these coupling factors are small, dissipation is a driving force,
which provides intermode entanglement. The choice of coupling factors for transitions of NV
centers allows to control the time of reaching the steady state.
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Figure 4. Logarithmic negativity as a function of dimensionless time for ˜Ω1 = ˜Ω2 = 0.1kHz,
β = ξ = 0.1kHz, g̃a = g̃b = 6kHz (solid line), 5 kHz (dotted line), 4 kHz (dashed line),
Γ1 = 0.1MHz, γ10 = 0.2MHz, γϕ = 0.1MHz and ka = kb = 1kHz.
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Abstract. The vacuum polarization (or Casimir) energies of field configurations whose
interaction with the quantum fluctuations is frequency independent are straightforwardly
computed from scattering data since there is a simple relation between the frequency derivative
of the scattering phase shift and a spatial integral of the Green’s function at coincident points.
In more complicated, but nevertheless typical frameworks, the interaction of the quantum
fluctuations is frequency dependent and this relation must be modified. This modification may or
may not additionally contribute to the vacuum polarization energy. Here we will consider three
examples that naturally induce frequency dependent interactions. (I) Scalar electrodynamics
with a static background potential. (II) An effective theory that emerges from integrating out
a heavy degree of freedom. (III) Quantum electrodynamics coupled to a frequency dependent
dielectric material. In cases (II) and (III) any omission of the frequency dependence violates the
renormalizability of the theory. For case (III) an ambiguity arises arises because the introduction
of a dielectric function comes at the expense of lacking a canonical Lagrangian formulation for
the interaction of the photons with the constituents of the material. The physically motivated
choice for the Hamiltonian leads to an attractive self–stress of a dielectric sphere.

1. Introduction
In quantum field theory the vacuum polarization (sometimes called Casimir[1]) energy refers to
the change of the zero point energies due to the interaction of the quantum fluctuations with
a (static) background V (x). This background can be generated by a localized solution to the
classical field equations, or it can model an interaction with some material, or it can mimic
boundary conditions on the quantum fluctuations in some singular limit[2].

The energy eigenvalues emerge from a Schrödinger type wave–equation[
−∇2 + V (x)

]
ψν(x) = k2νψν(x) , (1)

with ων = k2ν
2m or ων =

√
k2ν +m2 for non–relativistic or relativistic dispersion relations,

respectively. Here m is the mass of the quantum field and natural units (h̄ = 1, c = 1) are

adapted. Let ω
(0)
ν be the energy eigenvalues of the non–interacting problem, i.e. when V ≡ 0.

Then the vacuum polarization energy is

Evac =
1

2

∑
ν

[
ων − ω(0)

ν

]
+ Ect , (2)
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where Ect is the counterterm contribution that cancels the ultra–violet divergence in the sum
unambiguously. This equation is not suitable for calculations. First we have to distinguish
between bound state and (continuum) scattering solutions to the wave–equation (1). The
bound states energies are simply ωn while the scattering solutions, whose energies are given
by a continuous function ω(k), are characterized by the S–matrix or the phase shift δ(k) for a
single mode1. Properly identifying these contributions leads to the phase shift formula

Evac =
1

2

∑
n=b.s.

|ωn|+
∫
dk

2π
ω(k)

∂

∂k
δ(k) .+ Ect (3)

This formula can be derived/motivated in various ways. For example, it is popular to express
the continuum contribution as the integral over frequencies weighted by change of the density
of states induced by the background. This change is computed by the derivative of the phase
shift according to the Krein–Friedel–Lloyd (KFL) formula; see Ref.[3]. However, there is a
more rigorous approach based on the vacuum matrix element of the energy momentum tensor
and Green’s function methods[4]. In that calculation the frequency derivative of the wave–
equation (1)

∂

∂k
δ(k) =

∫
dx Im

{
G(x, x, k)

∂

∂k

[
k2 − V (x)

]
− 2kG(0)(x, x, k)

}
, (4)

proves essential. Here G(x, y, k) is the Green’s function in the considered channel. It is hence
very suggestive that a more complicated interaction with the background, that in particular is
frequency dependent, will give rise to modifications of the phase shift formula (3). The main
purpose of this study is to investigate possibilities for such modifications.

Before doing so, we must rephrase (3) in a form pertinent for computations. Individual
contributions in (3) require regularization which can only be safely removed upon their
combination. Hence it is necessary to synchronize the regularization procedure. This is achieved
by noting that the Born series for scattering data and the Feynman series are both expansions
in powers of the background V (x). Thus we subtract the N leading terms of the Born from the
phase shift and add back their contribution as Feynman diagrams:

Evac =
1

2

∑
n=b.s.

|ωn|+
∫ ∞
0

dk

2π
ω(k)

[
∂

∂k
δ(k)

]
N

+ E
(N)
FD + Ect . (5)

Since the Born series well approximates the phase shifts at large k, a small number N suffices to

make the integral finite. The sum E
(N)
FD +Ect can then be straightforwardly treated by standard

renormalization techniques of perturbative quantum field theory. This interesting topic will
not central to the present study. But it is important to remember that there is a consistent
procedure to render the frequency integrals finite.

2. Electric Potential in Scalar Electrodynamics
The prototype for a frequency interaction with a static background is the electric potential
in scalar electrodynamics in one space dimension. In this case the gauge potential is Aµ =
(V (x), 0)µ and the local Lagrangian reads

L = (DµΦ)∗ (DµΦ)−M2Φ∗Φ with Dµ = ∂µ + iAµ . (6)

The canonical approach to this model is unconventional but straightforward; it can be formulated
as an application of the random phase approximation [5]. After Fourier transforming the

1 Because of the dispersion relation ω = ω(k) we synonymously use ω and k for the frequency.
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time–dependence, the field equations turn into wave–equations for bound states ψn(x) with

discrete energies |ωn| < M , and for scattering solutions ψ
(±)
k (x) with energies ±ωk (where

ω = ω(k) =
√
k2 +M2 > 0),[

− ∂2x − V (x)2 + 2ωn V (x) +M2
]
ψn(x) = ω2

n ψn(x) (7)[
− ∂2x − V (x)2 ± 2ω V (x) +M2

]
ψ
(±)
k (x) = ω2 ψ

(±)
k (x) . (8)

Since the theory is not CP-invariant, the existence of a bound state with energy ωn does not imply

the existence of a corresponding bound state with energy −ωn, and likewise ψ
(+)
k (x) 6= ψ

(−)
k (x)

for the scattering states. Despite of additional time derivatives, canonical momenta are well
defined and can be made subject to the conventional equal time commutation relations. It is
also possible to construct a Fock space. We refer to Ref.[6] for details of the calculation. Here
we just list the result for the vacuum matrix element of the energy density with the continuum
contribution expressed in terms of the Green’s function

u(x) =
∑
n

ωnψn(x)
[
ωn−V (x)

]
ψn(x)+

∫ ∞
−∞

dω

2π
ω Im

{[
ω − V (x)

]
G(x, x, ω)− ω2G(0)(x, x, ω)

}
.

(9)
If, as customary, we interpret the imaginary part of the Green’s function as the density of states,
we immediately recognize that the energy (density) is not given as the single particle energy
times the density of states. Recall that this reasoning was fundamental in deriving the phase
shift formula from the KFL relation. However, it is obvious that the operation in (4) produces
the same coefficient of the Green’s function as in (9) since, according to (8) we have to replace
V (x) → V (x)2 − 2ωV (x) before applying the frequency derivative to the wave–equation. As a
consequence, the modification in the energy density is exactly compensated by the change in
the relation between the derivative of the phase shift and the Green’s function. It results in the
validity of the phase shift formula for this model.

The interaction Hamiltonian contains time derivatives which spoils the simple relation
that the interaction Hamiltonian is the negative interaction Lagrangian. Nevertheless the
corresponding relation between the vacuum polarization energy and the quantum action, S[Aµ]

Evac = − 1

T
(S[Aµ]− S[0]) , (10)

where T is some large time interval, holds.

3. Effective Model from a Heavy Particle
In this section, we consider a model of two scalar boson fields that are coupled via a static but
space–dependent background V (x),

L =
1

2
∂µΦ ∂µΦ− M2

2
Φ2 +

1

2
∂µϕ∂

µϕ− m2

2
ϕ2 + V (x) Φϕ . (11)

We assume that M � m for the masses of the scalar fields. Eventually we want to consider
an effective theory for ϕ which inherits a frequency dependent interaction with V (x) from
integrating out the heavier field Φ. From the Lagrangian, (11), we obtain the field equations
(∂2 +M2) Φ = V (x)ϕ and (∂2 +m2)ϕ = V (x) Φ and the energy density

T 00 =
1

2

(
Φ̇2 − Φ Φ̈ + ϕ̇2 − ϕ ϕ̈

)
+ total space derivatives , (12)
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where we have used the field equations to produce the total derivative terms.
Since the interaction is static we may consider frequency modes Φω(x) =

∫
dtΦ(t,x)eiωt and

ϕω(x) =
∫
dt ϕ(t,x)eiωt. Then the wave–equations become

−∇2 Φω(x) = (ω2 −M2) Φω(x) + V (x)ϕω(x) ,

−∇2 ϕω(x) = (ω2 −m2)ϕω(x) + V (x) Φω(x) . (13)

Assuming that the heavier field only varies slowly in space defines the local approximation
Φω ≈ V ϕω/(M2 − ω2) in which the lighter field is subject to

−∇2 ϕω ≈ (ω2 −m2)ϕω −
V (x)2

ω2 −M2 + iε
ϕω . (14)

Here we have reinstalled the Feynman pole prescription from the defining functional integral.
From this wave–equation we derive an orthogonality relation for modes of different frequencies∫

ddxϕω(x)

[
1 +

V (x)2

(ω2 −M2 + iε) (ω′2 −M2 + iε)

]
ϕω′(x) = 0 for ω 6= ω′ . (15)

In the same way, we can use the local approximation for Φω directly in the energy density (12)

T 00(x) =

∫
dω

2π
T 00
ω (x) ≡

∫
dω

2π
ω2

[
1 +

V (x)2

(ω2 −M2 + iε)2

]
ϕω(x)2 , (16)

where we have omitted contributions that vanish upon spatial integration. Several remarks on
this result are in order. First, the straightforward substitution of the frequency decomposition
into (12) yields a double frequency integral over ω and ω′. It is only by the orthogonality
condition, (15) that the off–diagonal parts, which are explicitly time dependent, vanish. Second,
the energy

∫
dxT 00(x) is conserved by the wave–equation (14) in the local approximation and

no further input from the full model is required. Third, the kernel of the frequency integral for
T 00(x) obviously relates to the frequency derivative of the wave–equation (14). It is exactly this
derivative that is essential in the derivation, see (4), of the phase shift formula for ω2 = k2 +m2.
In total this shows that even in a model in which the frequency dependence is not polynomial
and canonical methods do not apply, the phase shift formula for the vacuum polarization energy
remains valid. More details on this calculation as well as a numerical comparison of the vacuum
polarization energies between the full model and its local approximation in one space dimension
can be found in ref.[6].

4. Effective Model for a Dielectric Sphere
A particular interesting topic in the context of vacuum polarization energies is the Casimir self–
stress of a dielectric sphere. Some time ago it has been claimed[7] to represent an exception
from the rule[8] that Casimir forces are attractive. In this context the quantum fluctuations
are photons and the background is a radially function that is strongly peaked at the radius of
the sphere. The interaction between the photons and the background occurs via the frequency
dependent dielectric function of the material.

The point of departure for this study are Maxwell’s equations for a dielectric without sources

∇ ·D = 0 , ∇×E + ∂tB = 0 , ∇ ·B = 0 and ∇×B− ∂tD = 0 . (17)

The dielectric nature enters through the convolution between the displacement and the electric
field: D(t,x) =

∫
dt′ε(t′,x)E(t − t′,x). Introducing again frequency modes and assuming a
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spherically symmetric dielectric εk(r) =
∫
dt eikt ε(t,x) leads to the so–called Mie–model[9, 10].

Then Maxwell’s equations (17) are transformed into decoupled second order differential equations
for scalar fields ϕk(x) and φk(x) by the ansätze

TE : Ek(x) = k∇× [ϕk(x) x] and Bk(x) = i∇× (∇× [ϕk(x) x])

TM : Bk(x) = −ik∇× [φk(x) x] and Ek(x) =
−1

εk(r)
∇× (∇× [φk(x) x]) , (18)

for the transverse electric (TE) and transverse magnetic (TM) modes, respectively. The scalar
functions obey simple differential equations that can be cast into(

k2 +∇2
)
ϕk(x) = U

(TE)
k ϕk(x) and

(
k2 +∇2

)
φk(x) = U

(TM)
k φk(x) . (19)

The explicit expressions for the potential in terms of the dielectric function are given in ref.[11].
Assuming that the dielectric function has a power expansion in k2, which in coordinates space

is −∂2t , it is possible to identify a conserved energy from Maxwell’s equations (17). A single
frequency mode contributes the spatial integral of

uk(x) =
1

2

∂[kεk(r)]

∂k
E2
k +

1

2
B2
k (20)

to the spatial density of that energy. Expressing this energy density in terms of the scalar
functions φk and ϕk and using the respective wave–equations to eliminate surface terms (in

coordinate space) shows that the metric functions Mk in u
(TE)
k = 1

2M
(TE)
k φ2k and u

(TM)
k =

1
2M

(TM)
k ϕ2

k are indeed the frequency derivatives Mk = k
2
∂
∂k

(
k2 − Uk

)
in both the TE and TM

channels. These are the frequency derivatives of the wave–equations (19)[6]. Hence the phase
shift formula does not get modified for this effective model.

However there are problems with this effective model. The assumption that εk is even in k
is unphysical as it violates the Kramers–Kronig relations. The analog construction that allows
for odd contributions requires εk to be a tensor with anti–symmetric components. However, by
general arguments based on the Onsager relations in statistical mechanics, εk is established to
be a symmetric tensor[12]. In that context it is more appropriate to study the free energy[13].
Then one considers the analytic continuation (k = iκ) of the standard energy density

uiκ(x) =
1

2
εiκ(r) E2

iκ +
1

2
B2
iκ (21)

as the contribution of a single mode to the vacuum polarization energy. Formally it adds

∆u =

∫ ∞
0

dκ

π

∞∑
`=1

(2`+ 1)κ2
∫ ∞
0

dr

(
εiκ(r)− 1− 1

2κ

dUiκ(r)

dκ

)
|ψiκ,`(r)|2 (22)

to the unrenormalized energy. Note that ∆u implies the sum over TE and TM modes and
the ψiκ,` are the analytic continuations of the radial parts of the angular momentum (`)
decompositions of φk and ϕk. The renormalization and the numerical computations have been
performed in ref.[11]. The result is shown in figure 1.

While the naive application of the phase shift formula, i.e. adopting the energy functional
from (20), indeed produces self–repulsion for the dielectric sphere as suggested some time ago[7]
the additional term form (22) overcomes this contribution predicting an attraction in total.
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Figure 1. Renormalized vacuum
energy of the dielectric sphere of
radius R. The legend associates
the kernels for the energy inte-
grals: uk from (20), ∆u from (22)
and u from (21) is the total
energy. Units are such that the
plasma frequency of the dielectric
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5. Conclusion
In a rigorous field theory approach the phase shift formula for the vacuum polarization energy
remains valid even when the interaction is frequency dependent. Here we have only considered a
few examples. However, once the wave–equations produce a conserved energy functional (which
may not always be the case) its kernel in frequency space is related to the frequency derivative
of the wave–equations for the following consistency condition: This derivative features in the
orthogonality condition for the solutions to the wave–equation and in this way ensures that the
terms which are explicitly time dependent disappear from the total energy. On the other hand it
is exactly this derivative that enters the derivation of the phase shift formula via the Wronskian
between the regular and Jost solutions. Hence any additional term in that Wronskian identically
appears in the energy functional thereby maintaining the phase shift formula for the vacuum
polarization energy.

In particular cases effective theories require input from outside local quantum field theory.
Then the phase shift formula is indeed modified. For the particular case of a dielectric shell this
modification turns the self–stress from being repulsive to attractive.
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