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The ATLAS detector, operated at the Large Hadron Collider (LHC) records proton-proton collisions at CERN
every 50ns resulting in a sustained data flow up to Pb/s. Tile Calorimeter is a sub-component of the ATLAS
detector in charge of measuring the energy, position and time of hadrons produced in proton-proton collisions.
These physics quantities are generated at a rate of 40 MHz out of 10 thousand channels. The upgraded Tile
Calorimeter of the ATLAS experiment will, sustain about 5PB/s of digital throughput. These massive data
rates require extremely fast data capture and processing. Although there has been a steady increase in the
processing speed of CPU/GPGPU assembled for high performance computing, the rate of data input and
output, even under parallel I/O, has not kept up with the general increase in computing speeds. The problem
then is whether one can implement an I/O subsystem infrastructure capable of meeting the computational
speeds required by the upgraded LHC ATLAS TileCal.

We propose a technique that leverages the Partitioned Global Address Space (PGAS) model of computing
to maintain an in-memory data-store for the Processing Unit (PU) of the upgraded electronics of the Tile
Calorimeter for high throughput data processing. The approach seeks to enhance data processing throughput
for the PU which will be used as a co-processor to offload some data processing tasks of the Super Rod (sROD)
of the upgraded TileCal. The physical memory of the PUs are aggregated into a large global logical address
space using RDMA-capable interconnects such as PCI-Express. The technique uses RDMA in user space for
high throughput data processing.
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